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Infrastructure for Model Use and Sharing Automated Model Generation and Analysis
Foundry leverages the Materials Simulation Toolkit for
Machine Learning (MAST-ML)[3]
• Automated tools for materials informatics
• Codifies best practices for development and analysis
• Full suite of Google Colab-ready tutorial notebooks

(try now by scanning QR code!)
• Publicly available: https://github.com/uw-cmg/MAST-ML

Impact Areas
The Foundry for Data, Models and Science powered by DLHub
and MAST-ML will:
• Transform the ability of materials researchers to apply machine
learning

• Accelerate material discovery and design; enable new ML
research modalities, and Support users to develop and
disseminate ML models in a completely open-source
environment

• Enable ML models to exist in a cloud-based ecosystem, where
they can be used, shared, and updated easily through intuitive
APIs
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Broader Impact: The Informatics Skunkworks

https://skunkworks.engr.wisc.edu/

A program that engages undergraduates in authentic research at the
intersection of informatics and science and engineering.

Over 350 students since 2015 have found
• Key skills: Research, Applied machine

learning, Teamwork, Project management,
Presentations

• Impactful science: 10 published papers,
dozens of presentations

• Prestigious awards: >80% success rate
• Excellent Jobs/Graduate schools: MIT,

Carnegie-Mellon, Google, …

Vision: A Community of Practice for
Undergraduate Informatics Research

Goal: Build the Foundry to support rapid development of machine learning applications in
MS&E[1] through (i) easy access to data, (ii) cloud-based tools for application of ML, and (iii)
support for human and machine accessible and sustainable access to disseminated ML models.

Uncertainty quantification (UQ) – Error and Domain

Ready-to-use models with just two lines of python
Foundry cloud-based hosted models
• Model predictions with minimal code input
• Generalized containers support wide range of model types (e.g.,
scikit-learn, PyTorch, Keras, etc.)

• MAST-ML enables easy model upload
• Example of deep learning object detection below[4]

• Accessible software (MAST-ML[3])
• Free online course on ML for Engineering

Research.
• Community engagement (group activities,
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New Methods for UQ (available now or soon in MAST-ML)
• Validated ensemble methods for error bars[5]
• New method to define and assess if data IN/OUT of domain using
ensemble errors and feature space distances

Foundry is powered by the Data and Learning Hub for Science
(DLHub)[2]
• Collect, publish, categorize models and associated code
• Operate models as a service to simplify sharing, consumption, and access
• Identify models with unique and persistent identifiers (e.g., DOI)
• Implement versioning, search, access controls etc.
• Publicly available: https://github.com/MLMI2-CSSI/foundry

Load data in 2 lines:

Run model in 1 line:

https://github.com/uw-cmg/MAST-ML
https://skunkworks.engr.wisc.edu/
https://github.com/MLMI2-CSSI/foundry

