MAXQDA 2022

Summaries with Coded Segments - SafeSecMergedFinalCoding_latest.mx22

Code

System and Its Properties

System and Its
Properties\Domain

Coded segments

Robotic and multi-robot systems are becoming pervasive and more
and more lives rely on their proper functioning in transportation,
medical systems, personal robotics, and manufacturing. Assuring

Engineering safety in swarm robotics: 1 - 1

engineering perspective. Swarm robotics systems can be seen as a
“programmable machine” composed of large quantities of compu-
tational units. Swarm robotics systems are substantially different
with respect to classical distributed systems:

(1) The computational units are robots—machines that must
interact with the real-world and deal with changing working
conditions, noise, failures, and partially observable states.

(2) Due to the robots’ mobility, the ¢ ication network
topology is dynamic and often partitioned in disconnected
clusters; communication can also be prone to message loss.

(3) The complete state of the swarm is not available to individual
robots which, hence, must rely on local information.

In addition to these design challenges, it must be noted that
the dynamics of swarm robotics systems also displays emergent
dynamics—properties and behaviors that are not explicitly encoded
nor designed for, but that arise from the interactions of the robots
among each other and with the environment. Some emergent prop-
erties are desirable, such as those leading to self-organized pattern
formation, decision-making, and task allocation. However, undesir-
able emergent phenomena also exist, such as crowding and error
cascades.

(0)

Engineering safety in swarm robotics: 1 -1 (0)

Both critical infrastructure systems and safety-critical embedded systems

Achieving critical system survivability through software archit: 2 - 2 (0)

Summary
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ABSTRACT travelling via monitoring, remote control or automation, or
In " it Bes biscome wd | IM the Plugal'hy emergency rooms supporting l'lsl on-demand (re-
ability of systems to adapt th Ives is an i ingly imp of ! -

few

requirement. This is not least driven by
trends like Ubiquitous Computing, Ambient lnteﬂlgmct and

In such systems, different devices, machines, or software

Cyber Physical Systems, where systems have to react on ch:
user needs, service/device availability and resource si

are i at runtime to fulfill higher-level,

Despite being open and adaptive it is a oommon reqmrem:nl for

such systems to be whereas

functi ion, which cannot be provided

by one of the mvolved systems alone. The need for the late

techniques for related system properties like safety, reliability and
security are not sufficient in this context. We recently developed
the Plug&Safe approach for composition time safety in

results from the context sensitivity or customizability
of the overall system as well as the changing availability of
involved (sub-) systems. In consequence, this means that systems
ulsoucedlubc(self)adlvuvemlwuy!hncmblcs!hcmlnrucl

systems of systems. In this position paper we provide an overview pprop ly to dy ic changes in d vice availability,
on Plug&Safe, elaborate the different facets of trust, and discuss ilabili or user i Under these
how our approach can be augmented to enable trust in it is I my difficult to assure non-
open adaptive systems, fu | prop like safety, and secunty in the

emerging syswms This i1s mostly due to the reason that it is not
Categories and Subject Dmnp(ors sufficient to assure such properties for the single devices, but
C24 [Distributed i c4 rather it is necessary to consider the end-to-end properties of the
[Perfe of § 1. Model: b o Peif d icall cruledsys(morsyswns This can obviously not be

attributes; Reliability, availability, nndscmmbnlny

General Terms
Management, Design, Reliability.
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Adaptive systems, trust, safety, conditional certificates.

1. INTRODUCTION

Driven by current puting trends like Ubiqui Ci

Ambu.-m Imclhgmcc. and Cyber Physical ﬁyslcms new sound
of open embedded systems of systems have

emerged in research and industry. Cooperative agricultural
vehicles such as harvesters and tractors  are cpmhmed into

done a prion at design time since it is impossible to foresee and

all 1laty that might occur during a
systems lifetime. Anyhow, such non-functional requirements
cannot be neglected since they are essential for trustworthiness
and hence also for acceptance in most of the typical application
domains. Thus, in ord« to leverage the acceptance of this kind of
systems, we ult meed (0 sotebiich ©
assure the required quality during and |ﬁzr mconﬁgmmm at run-
time. Without these measures many of the promising application
scenarios cannot be realized in real-life and the respective
measures are lacking for the time being.

A general solution approach to this problem is to shift portions of
the quality assurance measures into runtime. At the same time, it
must be the aim to minimize the amount of responsibility given to
the sysn:m To suppon safety in open systems, we recently

autonomous harvesting fleets at runtime that op
in the field, car2car interactions that help to prevent accidents at
crossings or optimize cruise speed, ambient assisted living (AAL)
solutions that assist people with specific needs at home and while

d d | safety fi (ConS as a means to
enable light-weight time safety eval ConSerts
are predefined vanable safety certificates ol' eompomnls or
systems which are made ilable for dy as

eentiona mndale

Approaching runtime trust assurance in open adaptive systems: 1 -1 (0)

7/12/2022

With the emergence of industry 4.0 [6], cyber physical system
(CPS) infrastructures get more and more equipped with COTS prod-
ucts and enterprise IT equipment. At the same time, these infras-

Countering targeted cyber-physical attacks using anomaly detect: 1 -1 (0)

ing employed in disparate application domains (Industry 4.0, smart
farming, automotive, etc.); this eventually increases their diversity

Countering targeted cyber-physical attacks using anomaly detect: 2 - 2 (0)

Abstract. The evolution of IoT technology is opening new avenues for
value creation in many domains. The automotive industry is impacted
on by several additional trends. One of those is autonomous driving
(AD), which needs to be propped up by integration of Internet of Things
(IoT) and Cyber-Physical Systems (CPS) to improve user acceptance.

Digital Twins for Dependability Improvement of Autonomous Drivi: 2 - 2 (0)
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system objectives. For instance, a robot may need to strengthen
its security protection in an adversarial environment, to improve
soft error tolerance in radioactive sur dings, or to enhance
control performance in difficult-to-navigate terrains. To address
these changing scenarios, intelligent and safe adaptation of the

system is needed.

Know the unknowns addressing disturbances and uncertainties in: 7 - 7 (0)

7/12/2022

‘Smart Work Environments” (SWEs)

Ontofogy development for run-time safety management methodology: 1 -1 (0)

change, whether or not that change is anticipated by the designer. The computer
architectures to which the chapter applies are complex computer systems with
high levels of possibly-ad-hoc inter-connectivity, such as enterprise information
systems, cloud or grid-based applications and service-oriented architectures. The

Self-organisation for Survival in Complex Computer Architecture: 1 -1 (0)

Turning to an example of the need for adaptation in a computer architec-
ture, consider enterprise information systems [37]. Enterprise information sys-
tems should ideally accommodate addition of new structures and applications,
and the removal or replacement of old applications. The systems should be ro-
bust to server down-time and other (predictable or accidental) reliability issues.
The systems should also support changes in requirements such as those due tc
changes in the strategy and goals of the enterprise. With high levels of integra-

Self-organisation for Survival in Complex Computer Architecture: 4 - 4 (0)

Banking and financial payment systems, whilst complex and critical, are ac-
cessible and highly regulated. There is potential for human intervention in fault
correction, but systems must continue to operate whilst intervention is prepared.
Survivability therefore requires timely identification of critical errors with appro-
priate notification to human operators, and maintenance of appropriate services
whilst or until human intervention takes place.

Self-organisation for Survival in Complex Computer Architecture: 10 - 10 (0)

lack the predictability of self-organising approaches such as reflectivity. However.
the relatively lightweight nature of AIS fault tolerance, and the robustness tc
new operating circumstances, along with the scope for better targeting of sur-
vival strategies, makes the approach considered here potentially attractive for
constantly-developing large scale complex systems such as enterprise information
systems, cloud or grid-based applications and service-oriented architectures

Self-organisation for Survival in Complex Computer Architecture: 16 - 16 (0)
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System and Its

Properties\Domain\Automotive mazximize highway throughput. Cooperative adaptive cruise

control (CACC) or automated vehicle platooning recently
becomes promising as vehicles can learn of nearby vehicles’
intentions and dynamics through wireless vehicle to vehi-
cle (V2V) communication and advanced on-board sensing
technologies. Automation-capable vehicles in tightly spaced,

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 1 -1 (0)

Connected and autonomous vehicles (CAVs)

A simplified approach for dynamic security risk managementinc: 2 -2 (0)

on by several additional trends. One of those is autonomous driving
(AD), which needs to be propped up by integration of Internet of Things

Digital Twins for Dependability Improvement of Autonomous Drivi: 2 - 2 (0)

With the increasingly connected nature of Cyber-Physical
Systems (CPS), new attack vectors are emerging that were
previously not considered in the design process. Specifically,
autonomous vehicles are one of the most at risk CPS applications,
including challenges such as a large amount of legacy software,
non-trusted third party applications, and remote communica-
tion interfaces. With zero day vulnerabilities constantly being

Integrated moving target defense and control reconfiguration fo: 1 -1 (0)

cooperative ACC (CACC) or platooning

Is your commute driving you crazy a study of misbehavior in veh: 1 -1 (0)

Consider the example of a seli-driving vehicle

Know the unknowns addressing disturbances and uncertainties in: 1 - 1 (0)

Connected vehicle applications such as autonomous intersections
and intelligent traffic signals have shown great promises in im-

Network and system level security in connected vehicle applicat: 1 -1 (0)
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EHICLE automation has been one of the fundamental
applications within the field of intelligent transportation
systems (ITS) since the start of ITS research in the mid-1980s.

Potential cyberattacks on automated vehicles: 1 -1 (0)

Connected and automated vehicles

SARA Security Automotive Risk Analysis Method: 1 -1 (0)

Autonomous vehicles capable of navigating
unpredictable real-world environments with little
human feedback are a reality today. Such sys-

Security vulnerabilities of connected vehicle streams and their: 1 -1 (0)

Level 3 (L3) Automated Driving (AD) systems

TARA Controllability-aware Threat Analysis and Risk Assessment: 1 -1 (0)

cooperative adaptive cruise control

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

vehicles
Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

System and Its

Properties\Domain\UAV & other ized c.oordmatlon of large teams of_ngenls S\_varm robotic systems
promise scalable, parallel, and resilient solutions to problems that

Robotics involve non-trivial space-time dynamic constraints. Swarm-based
solutions are envisioned in diverse applications such as search-
and-rescue, planetary exploration, underground mining, and ocean
restoration, just to name a few.

Engineering safety in swarm robotics: 1 -1 (0)

As a consequence of advances in the development and
miniaturization of communication technology, Unmanned
Aerial Vehicles are being used on a large scale in various
fields, such as health [1], security [2], military missions [3]
etc. In the industry, the growing demand for UAV has the
potential to increase productivity and economy, as it can
be seen in recent research and reports [4], [5]. However,

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 1 -1 (0)
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Abstract—The growing demand for Unmanned Aerial Vehicles
(UAV) has the potential to increase productivity and economy in

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 1 -1 (0)

at design time. Main application areas include vehicles or robots
that need to collaborate to achieve a common task, e.g., minimize

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

unmanned aerial systems (UAS,

VirtualDrone virtual sensing actuation and communication for at: 1 - 1 (0)

System and Its
Properties\Domain\Internet of
Things

(AD), which needs to be propped up by integration ot Internet ot 'I'hings
(IoT) and Cyber-Physical Systems (CPS) to improve user acceptance.

Digital Twins for Dependability Improvement of Autonomous Drivi: 2 - 2 (0)

the physical dynamics. As such, the compromise of safety-
critical systems, as well as commercial Internet of Things
(IoT) devices opens the gates for attackers to exfiltrate sensi-
tive data, or inappropriately control actuation. It is critical to

Integrated moving target defense and control reconfiguration fo: 1 -1 (0)

Connected vehicle applications such as autonomous intersections
and intelligent traffic signals have shown great promises in im-

Network and system level security in connected vehicle applicat: 1 -1 (0)

ln.ten!et of Things (lo‘T)
Ontology development for run-time safety management methodology: 1 -1 (0)

digital industry. It involves Internet of Things, autonomous
production, and CPS. This synergy creates numerous opportu-

Protecting cyber physical production systems using anomaly dete: 1 -1 (0)

System and Its
Properties\Domain\critical CAV can be considered as a cyber-physical system
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infrastructure & production A simplified approach for dynamic security risk managementinc: 2 -2 (0)
systems

Cyber-Physical Systems (CPS)

Digital Twins for Dependability Improvement of Autonomous Drivi: 2 - 2 (0)

With the increasingly connected nature of Cyber-Physical
Systems (CPS), new attack vectors are emerging that were
previously not considered in the design process. Specifically,
autonomous vehicles are one of the most at risk CPS applications,
including challenges such as a large amount of legacy software,
non-trusted third party applications, and remote communica-
tion interfaces. With zero day vulnerabilities constantly being

Integrated moving target defense and control reconfiguration fo: 1 -1 (0)

Cyber-Physical Production Systems (CPPS]

Protecting cyber physical production systems using anomaly dete: 1 -1 (0)

System and Its Properties\Self-
R NNCSs. In Section 4, we will introduce our salety-assured adapta-
Adaptatlon tion methods that adapt the system under disturbances or other

changing requirements. We offer concluding remarks and future

Know the unknowns addressing disturbances and uncertainties in: 2 - 2 (0)

CPPS of the future will be able to self-configure, self-protect,
self-heal and self-optimize. According to [8], self-adaptation is
indeed one of the five areas that will have high priority in the
future research for Industry 4.0. Self-adaptive CPPS flexibly
and timely configure themselves and swiftly adjust to adverse
and suboptimal conditions, guaranteeing the system to always
operate above a predefined performance level.

Protecting cyber physical production systems using anomaly dete: 1 -1 (0)

System and Its Properties\Self-
Adaptation\Architecture
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Achieving Critical System Survivability Through Software Architectures 63
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Fig. 3. The Willow Reactive System.

Achieving critical system survivability through software archit: 13:29|395 - 13:
386|639 (0)

security are not sutficient in this context. We recently developed
the Plug&Safe approach for composition time safety assurance in
of . In this posi paper we provide an overview

ApibrdécAhing runtime trust assurance in open adaptive systems: 1 -1 (0)

operate above a predefined performance level. Adaptability, realized
through feedback loops, is a key requirement to deal with uncer-
tain and highly dynamic operating conditions. Among the existing
models, the MAPE-K feedback loop (shown in Fig. 1) is the most
influential reference control model for autonomic and self-adaptive
industrial systems [1]

Countering targeted cyber-physical attacks using anomaly detect: 2 - 2 (0)

created Buzz [10], a multi-paradigm programming language for ro-
bot swarms. Buzz is designed to create concise and composable
programs to run across large collections of heterogeneous robotic
platforms.

Engineering safety in swarm robotics: 2 - 2 (0)
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cause catastrophic consequences. Therefore, it is crucial for MTD
techniques to be complemented by control reconfiguration to
maintain system availability in the the event of a cyber-attack.

Integrated moving target defense and control reconfigijration fo:1-1 (0)

search communities |1, 2, 14, 69]. From a system’s point of view,
a well-known approach to ensure safety at runtime is the Simplex
architecture [53], In this architecture, a safety controller is used to
ensure stabilization of the physical system in a known domain of
the system state space, in addition to a baseline controller and an
advanced controller. Recently, [49] extends this idea to autonomous

Know the unknowns addressing disturbances and uncertainties in: 7 - 7 (0)

3). Returning to the context of computer architectures, the chapter explores
how the ideas behind immune-inspired lightweight self-organisation might en-
hance survivability of a complex information system (section 4). The chapter

Self-organisation for Survival in Complex Computer Architecture: 2 - 2 (0)

The detection of change is referred to as anomaly detection. An anomaly is
something that is different from expectation. Expectation may refer to any charac-

Self-organisation for Survival in Complex Computer Architecture: 4 - 4 (0)

System and Its Properties\Self-
Adaptation\Architecture\Mape-
K or Variant

Achieving Critical System Survivability Through Software Architectures 63
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Fig. 3. The Willow Reactive System.

Achieving critical system survivability through software archit: 13: 29|395 - 13:
386|639 (0)
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are exposed 10. Section 3 presents the principle of selt-adaptation
for CPS and its implementation through the MAPE-K cycle. Section 4

Countering targeted cyber-physical attacks using anomaly detect: 2 - 2 (0)

7/12/2022

Contract-based design contributes to a self-adaptive software system that
enables addition of resilience mechanisms to individual and compositions of con-
trol devices and adaptations at runtime. The intention of self-adaptive software
systems was introduced by the Autonomic Computing Initiative in 2001, in re-
sponse to anticipated software complexity crisis. Self-adaptive software modifies
own behaviour in response to changes in its operating environment. Qur pro-
posed self-adaptive system builds upon adaptation loops [19] called Monitor
Analyse Plan Execute - Knowledge (MAPE-K) loop. Figure 4 illustrates the
SCARI approach [12], which exploits information of the system virtualised by a
digital twin (as in section 3). The system configurations are thus verifiable with
respect to functional and non-functional properties. One must ensure correctness
of control system’s overall configuration at design time and that the self-adaptive
software system detects and reacts to anomalies. This application adds safety
and security metrics and control mechanisms to control systems.

Digital Twins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)

safety management in the SWE based on the MAPE-K (Moni-
tor-Analyze-Plan-Execute and Knowledge) loop that is usually
gmplpyed m gynamicAan se]f—adgptive systAemsA[ 14] Consif:ler-

Ontology development for run-time safety management methodology: 2 - 2 (0)

detection techniques. In Section III we outline the application
of self-adaptation to CPPS, illustrating the four phases of
the MAPE-K cycle; moreover, we propose the adoption of

Protecting cyber physical production systems using anomaly dete: 2 - 2 (0)

putational and physical components. Adaptability, realized
through feedback loops, is a key requirement to deal with
uncertain operating conditions in CPPS. Among the existing
models, the MAPE-K feedback loop (shown in Figure 1) is
the most influential reference control model for autonomic and
self-adaptive systems [13].

Protecting cyber physical production systems using anomaly dete: 2 - 2 (0)

10
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System and Its Properties\Self-
Adaptation\Architecture\No
Specific Architecture

System and Its Properties\Self-
Adaptation\Way of
Implementation
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Fig. 1. MAPE-K cycle.

Protecting cyber physical production systems using anomaly dete: 2: 318|190 - 2:

566|306 (0)

In our approach we aim at developing an architecture that
can capture different features of heterogeneous components,
dynamic configuration and open environments of collaborative
systems. The envisioned architecture of the system is based
on the MAPE-K model of IBM (Monitor - Analysis - Plan -
Execute - together with a Knowledgebase).

Towards a Framework for Safe and Secure Adaptive Collaborative: 3 - 3 (0)

We incorporate control reconfiguration into our security
architecture for maintaining system availability in the
event of a cyber-attack.

Integrated moving target defense and control reconfiguration fo: 2 - 2 (0)

Fault tolerance is also recommended in work on critical software architectures.
Knight and Strunk [22] recommend survivability, in which systems can continue
to provide some functionality in the presence of faults, generating diagnostic
information. A system may be operating below its full potential but maintain
critical functionality. Knight and Strunk [22] are interested in what it means
to specify (and to meet a specification of) survivability. This refocuses design
attention on to what is needed to maintain the most critical functionality of
systems. This uses a simple form of degeneracy, in which existing architectural
components can adopt a survival mode in appropriate contexts.

Self-organisation for Survival in Complex Computer Architecture: 9 - 9 (0)

7/12/2022
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not be acceptable for certification bodies. ConSerts on the other
hand seem to be conceptually well suited as a solution approach
since they build on predefined certificates and rely on pre-
engineered adaptation behavior. This means, that the different
potential configurations (i.e. variants) that a component might
assume at runtime have already been engineered at design time
and are not result of any evolutionary development within the
system at runtime. In other words, as a result of an appropriate

Approaching runtime trust assurance in open adaptive systems: 4 - 4 (0)

7/12/2022

itoring with minimized redundancy. Through the monitoring pro-
cess network traffic between system components is inspected, in-
bound and outbound connections are traced through firewalls logs,
database access along with activities of end device—such as Pro-
grammable Logic Controllers (PLCs)—are observed, and commands
issued from Human Machine Interfaces (HMIs) and workstations are
captured.

Countering targeted cyber-physical attacks using anomaly detect: 3 - 3 (0)

RAMIRES is a tool that implements the run-time risk manage-
ment methodology we introduce in this paper. In what follows, we
detail the entities composing RAMIRES that are then used in the
ontological model of the safety knowledge. Here, we highlight the

Ontology development for run-time safety management methodology: 3 - 3 (0)

ware or compromised communication. If this
fails, collaborative decision-making techniques
such as voting could be carried out that enable
vehicles to collectively shield themselves
against a misbehaving vehicle. Voting is most
effective in scenarios where there are multiple
vehicles in a group that are coordinating with
one another. A group of vehicles can be
defined as nearby vehicles driving within a geo-
graphic region or members of a vehicle pla-
toon. Vehicles in a group keep track of each
other’s behavior, and check for anomalies in
the data received from the members of the
group and possibly other vehicles on the road.
The vehicles then perform a trust computation
and vote for/against keeping the vehicle in the
group. This process needs to be done at regu-
lar intervals and therefore incurs communica-
tion overheads. More detailed study is needed

Security vulnerabilities of connected vehicle streams and their: 6 - 6 (0)

12
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System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Limitation

Wearable devices such as the Google Glass
and mobile devices such as smartphones and
tablets carry a wide array of sensors such as
cameras, accelerometers, and GPS units along
with wireless communication capability. These
devices are carried by the driver or passengers
of a vehicle. This opens up rich opportunity for
developing applications that can potentially
improve the security and safety of the system.
For instance, the wearable/mobile device of a
driver or passenger can act as a verifier for the
sensing data generated or received by the vehi-
cle. The wearable device can construct a
“belief” from its sensor data about the position
of the vehicle, velocity, or acceleration, and
cross-check this with the belief computed by
the vehicle. If there is a discrepancy in the
beliefs as seen from the wearable device and
the vehicle, it might be an indicator of a securi-
ty compromise of the hardware or software in
the car, or in the communication channel. If
the passenger has multiple devices, it might be
possible to fuse the sensor information from
these devices to construct a more well formed
belief, which can then be checked against the
vehicle’s belief.

Security vulnerabilities of connected vehicle streams and their: 6 - 6 (0)

science). The traditional approach in engineered systems has been to try to con-
tain, mitigate, or eliminate the effects of complexity. However, in natural sys-
tems, the freedom to interact allows exactly the sort of adaptation to changing
circumstances that is sought for engineered systems.

Self-organisation for Survival in Complex Computer Architecture: 2 - 2 (0)

The immune-inspired approach outlined in section 3 would require that any
component system of the architecture has its own immune-inspired anomaly
detection, and that information can be shared with other component systems.

Self-organisation for Survival in Complex Computer Architecture: 12 - 12 (0)

monitor the behavior of the preceding car. If the received
status info from the preceding car is different from the one
the following car calculates, the following car will think the
preceding car may behave abnormally and switch to ACC.
However it is not clear whether the switch from CACC to
ACC can lead to a safe platoon.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 6 - 6 (0)

switch to fail-sale scheme to eliminate harm. Under this
circumstance, vehicles are suggested to switch to ACC or
EBA to avoid collision. Moreover, this defense mechanism
can only succeed on one condition: there is a safe distance
between vehicles. In the following section, we will use an

7/12/2022

13



MAXQDA 2022 7/12/2022

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 6 - 6 (0)

plex, and going about its development in an ad hoc way could lead to lower overall
system dependability than would have been exhibited by a system that could not
reconfigure. Furthermore, dependability is a characteristic that typically must be met

Achieving critical system survivability through software archit: 19 - 19 (0)

For architecture implementation to be successful two as-
sumptions must be true. The first assumption is that the op-
erating system, as well as the Configuration Manager process
are secure. The vulnerable component that we focus on in our
threat model is the the CPS controller. The second assumption
is that the communication between the Configuration Manager
and the DBT processes must be unidirectional. As such, the

Integrated moving target defense and control reconfiguration fo: 6 - 6 (0)

advanced controller. Recently, [49] extends this idea to autonomous
systems, where a neural or Al controller is used as the advanced
controller to generate high-performance control actions. Frequent
and intermittent switching between the safety controller and the
neural controller, however, can lead to undesirable behavior and
reduced performance. The authors in [68] propose to reduce such
control switching by repairing the neural controller, i.e., making it
safe in states that would have required the safety controller to in-
tervene, by using control actions generated by the safety controller
at runtime.

Know the unknowns addressing disturbances and uncertainties in: 7 - 7 (0)

System and Its Properties\Self-

Adaptation\Way of Regional error detection might determine that action needed to be taken after sev-

. . eral local error detectors signalled a problem by forwarding a compound event. The
Implementation\Adaptation action taken at the regional level might be to immediately switch all nodes in the
Strategy\Increased region to a higher security level and limit service. If network traffic monitors then

detected traffic patterns that were indicative of a denial of service attack, the error
detection mechanism could trigger a national response.

Achieving critical system survivability through software archit: 15 - 15 (0)

Vigilance\Increase Security Level

System and Its Properties\Self-

: Once an attack is detected we propose that the vehi-
Adaptatlon\way of X cle changes to a non-cooperative ACC protocol with an in-
|mplementatlon\Adaptatlon creased headway distance to guarantee safe performance.
Strategy\Increased Is your commute driving you crazy a study of misbehavior in veh: 2 -2 (0)

14
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Vigilance\Increase Safety
Margin

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Increased
Vigilance\Block Communication

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Stop Operation\Restart
System

attempt. A possible response action in this case could be: if
the anomaly detection reveals a connection hijacking attempt,
targeting a PLC, block every PLC connection attempt coming

from unknown MAC addresses.

Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)

the 1dentihed threat. Response actions may include restarting
system components through a control command, initiating the
procedure of a password update, adding rules to the firewall

to block suspicious connections, etc.

Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)

TABLE Il

SECURITY METRICS AND CORRESPONDING SELF-ADAPTATION POLICIES

Security Metric Self-adaptation Policy
SMOT: Amount of security events indicating a liquid level higher SAPO1: If SMOT is higher than 2 events per hour, send a control command 10
than 46dm” disable the fill valve and activate the drain valve

SMO2: Amount of security events indacating cool valve disabled
when should be enabled
SMO3: Presence of unauthorized TP address accessing the control
server
SMO4: Amount of security events indicating failed HMI command

SAPOZ: 1 SMZ is higher than 4 events per minule, reset the PLC and switch 10
backup cooling tank tocoolthe machine
SAPO3: If a possible unauthonzed connection is observed, prevent the identifiod
IP address from accessing control server by adding a denying firewall rule
SAPOE: 17 SMOT is higher than 3 events per minute, reset the PLC

Protecting cyber physical production systems using anomaly dete: 8: 33|687 - 8:

550(791 (0)

relayed to the NCE. We take advantage of this mechanism as a
solution to drone hijacking scenario presented in Section 5.1; upon
a detection of a hijacking attempt, the GCS commands the SCE
to switch to the host control mode and to return to where it is
launched. We can use the same mechanism to reboot the virtual
machine (after the control is switched to the SCE) from the GCS
when a suspicious behavior is observed. Note that an attacker can
send these special commands. Hence, such commands should be

VirtualDrone virtual sensing actuation and communication for at: 4 - 4 (0)
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These response actions are performed through the actuators,
deployed in the target system, during the execution phase.

Monitoring Analysis Plo: Execution
Anomaly SeM-acaptaton
Sensors Detection Policies Actuators
Cobected Sevuity epore
fvents Metrics Action

Fig. 2. Anomaly Detection to support monitoring and analysis in the MAPE-
K adaptation model.

Examples of security metrics that can be examined in a
CPPS 1o indicate abnormal belumnr may mcludc the amount
of alarms triggered by i within

block the connections coming from the identified attempting
MAC address, and request a password reset.

D. Executing Response Actions

Finally, the ion phase is responsible to carry out
the mitigation actions defined in the planning phase, through
the adoption of effe or deployed on the target
syslcm Once the i ger has selected a self-

aptation policy ponding to a change request form

a security metric, tailored mitigation actions will be put in
place to modify the security state of the CPPS and counter
the identified threat. Response actions may include restarting
sy stem components lhmugh a control command, initiating the

of a p: d update, adding rules to the firewall

a time interval, the amount of failed attempts to access a
PLC, an unusual event sequence in the access process 1o a
SCADA system, the presence of traffic generated from or

d to unk MAC add in the SCADA network,
exceptionally large packets transmitted between a PLC and a
SCADA system, and many more.

In the planning phase a mitigation strategy is selected
among self-adaptation policies (SAPs) to enable a required
action in the target system. Based on the input coming from
the analysis phase a change plan is generated, consisting of
a set of necessary changes (e.g., in the system configuration),
and delivered to the cwcuuon phase. The ldenufu:d wcumy
metrics are the required inputs for enabli

o block suspicious connections, etc.

IV. PROOF OF CONCEPT

In order to eval the approach described in the pr
section, we setup a test environment to reproduce a simplified
manufacturing process. Each step necessary to prove the ef-

fectiveness of the proposed concept is outlined in this section.

A. Testbed

The testing environment replicates some of the properties,
requirements and processes in place in a manufacturing plant.

policies.

Let us consider a security metric reflecting the validity of
the events sequence during the access to a PLC in the pro-
duction network. If the observations indicate that the control
commands issued to a PLC, which are normally sent from

In particular, it n:flecls a ﬁlmpllﬁcd vemon of a CPPS,
deployed in a i g plant, to manage
a llquld tank used for cooling down pmducuon machinery. As
depicted in Figure 3, the testbed consists of a PLC (Siemens S7
1200), an HMI (Siemens Simatic), and a laptop PC hosting a
web server lo control and configure the PLC (Siemens Totally

the SCADA MTU, are now being sent from an unk

device in the rk, and the ly detection tools detect
events that prove this process |m:gulamy. a security alarm
will be triggered. This will i i ty m thc
security metric p ially caused by a

attempt. A posslblc response action in this case could be: 1[
the anomaly detection reveals a connection hijacking attempr,

targeting a PLC, block every PLC connection attempt coming
from unknown MAC addresses.

It is important to notice that static mechanisms, such as
invariable access control lists, permitting only a limited set
of hosts with specific IP address to communicate with field
devices, are not effective when considering highly flexible
and volatile envi like CPPS. Therefore agile method
(e.g.. based on the MAPE-K model) are required.

As a second example, let us consider a security metric
that reflects the number of triggered errors during the PLC
login procedure. The generated alerts from the detection tool
show 50 failed login attempt per minute. This is considered a

iolation of the af¢ ioned security metric, and indicates
a possible unauthorized attempt to access the PLC. A possible
response action could be: if the security metric reveals more
than 10 failed PLC login attempis per minute, reset the PLC,

(TIA) portal); these components are
connecled to one another through a gigabit network switch
(Netgear ProSAFE Plus GS108E).

Netgear GS108€

S7 over PROFINET |

Skemens TIA Portal
(Control Web-Server)

Siemnens SIMATIC
(L]

Fig. 3. Testbed architecture diagram.

The wmponmls dcployed in the testbed communicate mnng
the §7 1. S7 is a proprietary |
developed by Siemens lo support secure dlm transmission over
PROFINET?, and to prevent attacks such as Man in the Middle
(MitM) and replay. The connections to the web-server are
secured using TLSv1.2, enabled by default.

hatp:/fus. profinet.comftechnology/peofinet/

Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)
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the 1dentihed threat. Response actions may include restarting
system components through a control command, initiating the
procedure of a password update, adding rules to the firewall

to block suspicious connections, etc.

Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)

TABLE Il

SECURITY METRICS AND CORRESPONDING SELF-ADAPTATION POLICIES

Security Metric Self- tion Policy

SMOT: Amount of security cvents indicating a liquid level higher | SAPOL: If SMOT is higher than 2 events per hour, send a control command (o
than 46dm* disable the fill valve and activate the drain valve

SMOZ: Amount of security events indacating cool valve disabled SAPOZ: T SMZ is higher than 4 events per minute, reset the PLC and switch 10
when should be enabled backup cooling tank to cool the machine

SMO3: Presence of unauthonized IP address accessing the control SAPO3: If a possible unauthonzed connection is observed, prevent the identified
server IP address from accessing control server by adding a denying firewall rule
SMOS: Amount of security events ind: failed HMI command | SAPOA: 17 SMO4 is higher than 3 events per minute, reset the PLC

Protecting cyber physical production systems using anomaly dete: 8: 33|687 - 8:

550|791 (0)

7/12/2022

relayed to the NCE. We take advantage of this mechanism as a
solution to drone hijacking scenario presented in Section 5.1; upon
a detection of a hijacking attempt, the GCS commands the SCE
to switch to the host control mode and to return to where it is
launched. We can use the same mechanism to reboot the virtual
machine (after the control is switched to the SCE) from the GCS
when a suspicious behavior is observed. Note that an attacker can
send these spccml commands chce such commands should be

VirtualDrone virtual sensing actuation and communication for at: 4 - 4 (0)

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Stop Operation\End
Cooperation

monitor the behavior of the preceding car. If the received
status info from the preceding car is different from the one
the following car calculates, the following car will think the
preceding car may behave abnormally and switch to ACC.
However it is not clear whether the switch from CACC ta
ACC can lead to a safe platoon.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 6 - 6 (0)

switch to fail-safe scheme to eliminate harm. Under this
circumstance, vehicles are suggested to switch to ACC or
EBA to avoid collision. Moreover, this defense mechanism
can only succeed on one condition: there is a safe distance
between vehicles. In the following section, we will use an

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 6 - 6 (0)
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System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Stop Operation\Stop
Operation

Once cyber attacks are mounted on platoon, we need
to switch to fail-safe scheme to reduce or eliminate harm.
When crash happens, we believe in such urgent situation, au-
tonomous driving responds quicker than human drivers. So
we choose to switch cooperative CACC to non-cooperative
ACC. There might be other autonomous emergency plans
which we will take further investigation in the future. In
the following, we will show the fail-safe schemes of different
parameters (acceleration,distance) respectively.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 8 - 8 (0)

Once an attack is detected we propose that the vehi-
cle changes to a non-cooperative ACC protocol with an in-
creased headway distance to guarantee safe performance.

We propose a two-state operating condition for the moni-
toring vehicle. The vehicle will use the CACC controller pro-
posed in Section 3.1. When an attack is detected the control
law changes to a non-adaptive cruise control law such that
u; = upi = kaé; + kpe; where the error is now calculated
with a larger headway constant, for example 1 second. In
Section 6, we show that this controller is effective at mitigat-
ing the impact of the collision induction attack, avoiding the
loss of life or assets. This controller would likely cause other
cars in the platoon to flag the detecting car as an attacker
and result in the loss of the platoon formation.

Is your commute driving you crazy a Study of misbehavior in veh: 8 - 8 (0)

308 s (mark 3). When failing to receive beacons,
CACC vehicles downgrade to ACC mode with
larger time gap and delay settings. As a result,
the space gap is increased to 26 m (mark 4), and
the reaction of followers to speed changes
becomes relatively slower (mark 5). Downgrad-
ing to ACC is a simple countermeasure that
diminishes the impact of radio jamming from a
rear-end collision to reduction in CACC perfor-
mance. We leave designs of more elaborate

Security vulnerabilities of connected vehicle streams and their: 5 -5 (0)

continuing to run as normal, and m2 - slow down and stop the
car. We will evaluate the three following mitigation strategies:

A simplified approach for dynamic security risk managementinc: 7 -7 (0)

Is your-commute driving you crazy a study of misbehavior in veh: 2 -2 (0)

7/12/2022
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System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Stop Operation\Return
to Base

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Not Specified

For the latter, as it is an automatic strategy, RAMIRES requires
access to the Remote Stop Control loT Service that allows RAMIRES to
automatically stop the truck. Moreover, using sensing loT Services,

it is possible to Sense the Distance of Truck and Pedestrians.

Ontology development for run-time safety management methodology: 7 - 7 (0)

relayed to the NCE. We take advantage of this mechanism as a
solution to drone hijacking scenario presented in Section 5.1; upon
a detection of a hijacking attempt, the GCS commands the SCE
to switch to the host control mode and to return to where it is
launched. We can use the same mechanism to reboot the virtual
machine (after the control is switched to the SCE) from the GCS
when a suspicious behavior is observed. Note that an attacker can
send these special commands. Hence, such commands should be

VirtualDrone virtual sensing actuation and communication for at: 4 - 4 (0)

While the drone itself cannot detect such a hijacking attempt,
the GCS can detect it because of unexpected message exchange initi-
ated by the attacker, as detailed in Appendix D. Hence, we added
the functionality that detects such unexpected messages to our
legitimate GCS. Upon a detection, the GCS commands the drone
to return to where it was launched, as shown in Figure 12(b). This
takes advantage of the VirtualDrone's virtual telemetry explained
in Section 3.3; the SCE's telemetry proxy enables a hidden com-
munication channel between the GCS and the SCE, through which
the former sends the drone a pre-defined set of special commands.
In this scenario, the command from the GCS overrides the NCE's
abnormal operation by switching the drone to the secure control
mode. Note that the attacker might be able to send the same special

VirtualDrone virtual sensing actuation and communication for at: 8 - 8 (0)

The SCE of VirtualDrone provides a protected layer at which
safety-critical functions like geo-fence can be placed. We imple-
mented a simple geo-fence module in the security and safety mon-
itoring module in the SCE. It continuously monitors the current
GPS coordinate and checks it against the list of no-fly zones also
stored at the SCE layer. Upon a violation, a pre-defined action is
taken. In our implementation, the SCE takes back the control from
the NCE and returns to where it was launched, as done for the
hijacking scenario explained earlier.

VirtualDrone virtual sensing actuation and communication for at: 8 - 8 (0)

Based on the co-design analysis, we propose a gen-
eral approach for designing a safe platooning. We in-
ist that platoon should maintain a safe distance and at
the same time, detect various potential cyber attacks.
When the platoon is under cyber attack, it should
switch to fail-safe scheme to avoid collision (Section
5).

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 2 -2 (0)

7/12/2022
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System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Service
Reduction\Degeneracy

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Service
Reduction\Minimal Operation

For S1-non-stop, when the platoon runs in the straight lanes
from A to B or from C to D, the errors of the trajectory
prediction is small due to simple trajectory (a straight line). If
a GPS jamming attack is detected, the CAV will switch to the
local positioning therefore the likelihood and risk of crash is
low. However, when the platoon runs in the curved lanes such
as the road from B to C or from D to E, errors can become
more critical, raising the risk of accident when the vehicle goes
out of lane and hits a vehicle from the opposite lane. Therefore,
the risk of a crash in these parts are high.

For S2-stop, when the platoon runs in the curved lanes such as
the road from B to C or D to E, the platoon tends to slow down
in the curve, therefore the risk of being crashed into by the rear

A simplified approach for dynamic security risk managementinc: 7 -7 (0)

Consequence for the vehicle: Describes the direct conse-
quence(s) for the vehicle such as entering in minimal risk
condition.

Potential cyberattacks on automated vehicles: 4 - 4 (0)

is of highest importance. Similarly, in a case of a cyber-

attack to the platoon communication system, one has to be

able to activate a countermeasure (mitigation) as soon as it is

discovered, and check whether the platoon is still sufficiently

safe.

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

Finally, natural systems use degeneracy rather than redundancy to cope with
unexpected failure. A degenerate system such as the immune system, has
structurally-different components that produce similar outputs under normal
conditions (like redundant components). However, in abnormal situations, com-
ponents may adopt new behaviours and produce different outputs [39,15,5]. A
degenerate system is adaptable to unpredictable changes in circumstances and
output requirements. Tononi et al. provide a convincing information-theoretic

Self-organisation for Survival in Complex Computer Architecture: 5 -5 (0)

7/12/2022
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System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Service Reduction\Save
Energy, Computation Time

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Service
Reduction\Remove Component

achieve assured autonomy in modern UAS platforms. The frame-
work aims to achieve cyber attack-resilient control of UAS even in
the event of a security violation. For this, it provides two separate
control environments — the normal control environment that allows
the user to fully control the UAS with advanced functionalities,
and the secure control environment that provides only a minimal
set of capabilities for a safe control in order to minimize the attack
surface. In normal circumstances, a UAS operates in the normal
control environment, utilizing advanced but potentially untrusted
applications. A security and safety monitoring module, which runs

VirtualDrone virtual sensing actuation and communication for at: 1 -1 (0)

In our work, we have been focusing on safe adaptation and switch-
ing among multiple controllers or multiple modes. For instance, a
simple controller may only handle a portion of the possible scenar-
ios and fail for the rest, while a robust controller may be able to
handle more scenarios but is too expensive or excessive for those
simple scenarios. By considering both the performance and the
efficiency, adaptively selecting a proper controller under different
scenarios may greatly benefit the system [4]. Traditional adaptive

Know the unknowns addressing disturbances and uncertainties in: 7 - 7 (0)

chitecture. In a system with a survivability architecture, under adverse conditions
such as system damage or software failures, some desirable function will be elim-
inated but critical services will be retained. Making a system survivable rather

Achieving critical system survivability through software archit: 1 -1 (0)

situation getting worse). In that case, the response to the attack might be to shut down
as much of the system as possible. The system would transition to service Sj since that

Achieving critical system survivability through software archit: 10 - 10 (0)

against a misbehaving vehicle. Voting is most
effective in scenarios where there are multiple
vehicles in a group that are coordinating with
one another. A group of vehicles can be
defined as nearby vehicles driving within a geo-
graphic region or members of a vehicle pla-
toon. Vehicles in a group keep track of each
other’s behavior, and check for anomalies in
the data received from the members of the
group and possibly other vehicles on the road.
The vehicles then perform a trust computation
and vote for/against keeping the vehicle in the
group. This process needs to be done at regu-

Security vulnerabilities of connected vehicle streams and their: 6 - 6 (0)

7/12/2022
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System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Redundancy

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Redundancy\State
Estimation

7/12/2022

achieve assured autonomy in modern UAS platforms. The frame-
work aims to achieve cyber attack-resilient control of UAS even in
the event of a security violation. For this, it provides two separate
control environments — the normal control environment that allows
the user to fully control the UAS with advanced functionalities,
and the secure control environment that provides only a minimal
set of capabilities for a safe control in order to minimize the attack
surface. In normal circumstances, a UAS operates in the normal
control environment, utilizing advanced but potentially untrusted
applications. A security and safety monitoring module, which runs

VirtualDrone virtual sensing actuation and communication for at: 1 - 1 (0)

TABLE Il
SECURITY METRICS AND CORRESPONDING SELF-ADAPTATION POLICIES
Security Metric Self-adaptath
SMOT: Amount of security events indicating a liquid level higher SAPO1: If SMOT is higher than 2 events per hour, send a control command 10
than 46dm* disable the fill valve and activate the drain valve
SMOZ Amount of security events indicating cool valve disabled SAPOZ: I SMZ is higher than 4 events per minule, reset the PLC and switch 10
when should be cnabled backup cooling tank to cool the machine
| SM03: Presence of unauthorized IP address accessing the control | SAPO3: If a possible unauthorized connection is observed, prevent the identificd
server IP address from accessing control server by adding a denying firewall rule
SMOE: Amount of security events indicating failed HMI command | SAPO&: T SMOA s higher than 2 events per minute, reset the PLC

Protecting cyber physical production systems using anomaly dete: 8: 33|687 - 8:
550(791 (0)

termeasures to failures (Table 7). Architecture countermeasures
control fault propagation and rely for ple, on data redundancy,
watchdog or IDS. Note that data redundancy increases vehicle cost,

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

attacks are launched are: m/ - switch to the trajectory
prediction to predict and update the GPS location while
continuing to run as normal, and m2 - slow down and stop the

A simpli-fied-approach for dynamic security risk managementinc: 7 -7 (0)

A simple approach to detecting a faulty sensor
is to check whether or not the incoming infor-
mation is plausible [15]. For instance, if a sensor
is not reading within its normal range, the sen-
sor may be faulty or tampered with. The incor-
rect information can be either discarded or
interpolated from the past correct information.
Another possibility is deriving the information
from other relevant sensors. For instance, if the
wheel speed sensor is compromised and faulty,
the velocity can be derived from the engine
speed sensor.

Security vulnerabilities of connected vehicle streams and their: 6 - 6 (0)
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System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Redundancy\Redundan
t Sensor

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Redundancy\Redundan
t Controller

The resilience module will be responsible for the recovery
and restoration of the UAV, in case it is subjected a under
attack. Resilience is a relevant safety attribute to maintain
the level of system operation of a stabilized UAV, even in
the face of successful exploration. For the implementation
of the resilience module, different techniques are being
analyzed to verify which is the most appropriate. The
resilience module will estimate the states of the system
for the control and restoration of the UAV. Therefore, it
will recover the states through historical data, or a state
machine, techniques that are still in the definition phase.
The advantages of these ways of recoveries are that they
allow knowing the states of the system, even when some
components are compromised. The resilience module will

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 3 - 3 (0)

the vehicle. It there is a discrepancy in the
beliefs as seen from the wearable device and
the vehicle, it might be an indicator of a securi-
ty compromise of the hardware or software in
the car, or in the communication channel. If
the passenger has multiple devices, it might be
possible to fuse the sensor information from
these devices to construct a more well formed
belief, which can then be checked against the
vehicle’s belief.

Security vulnerabilities of connected vehicle streams and their: 6 - 6 (0)

A simple approach to detecting a faulty sensor
is to check whether or not the incoming infor-
mation is plausible [15]. For instance, if a sensor
is not reading within its normal range, the sen-
sor may be faulty or tampered with. The incor-
rect information can be either discarded or
interpolated from the past correct information.
Another possibility is deriving the information
from other relevant sensors. For instance, if the
wheel speed sensor is compromised and faulty,
the velocity can be derived from the engine
speed sensor.

Security vulnerabilities of connected vehicle streams and their: 6 - 6 (0)

has been used extensively in safety-critical and mission-critical systems. For example,
the Boeing 777 uses a strategy similar to that advocated by Sha’s Simplex architecture
in which the primary flight computer contains two sets of control laws: the primary
control laws of the 777 and the extensively tested control laws of the 747 as a
backup [38]. The Airbus A330 and A340 employ a similar strategy [41] as have
embedded systems in other transportation, medical, and similar domains. Existing

7/12/2022
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Achieving critical system survivability through software archit: 17 - 17 (0)

network communication. Additionally, the CM 1s responsible
for detecting cyber-attacks, and executing the reconfiguration
process to transfer execution to the backup controller in
the case that the default controller is compromised. Signal
handlers are implemented to capture exception events caused
by failed cyber-attacks. After attack detection, reconfiguration
algorithms determine the appropriate controller process to
transfer to, and execution can be established through the use
of POSIX signals.

Integrated moving target defense and control reconfiguration fo: 4 - 4 (0)

A neural network is utilized as a vehicle controller to take
lidar, brake, gear, and speed data as input while outputting
actuation to control the steering, and acceleration of the
vehicle. Additionally, in the event of a cyber-attack, a safe PID
controller is utilized. This controller will be less optimal from
a physical control standpoint compared to the neural network,
but will be designed in a manner to ensure a higher degree
of security, and safety. The goal of the case study is to keep
the car in a safe state (center of the road), while maintaining a
stable speed and distance from the leader vehicle. To assess the

Integrated moving target defense and control reconfiguration fo: 7 - 7 (0)

at function level granularity. The neural network controller will
be assigned to execute by default, while the safe controller will
assigned the role of backup controller, remaining in a waiting
state. The detection algorithm is configured to be triggered by
an invalid instruction or invalid address exception caused by
an attack failure due to the MTD defense mechanisms. Upon
attack detection, the reconfiguration algorithm will transfer
execution to the backup safe controller and spawn a new neural
network controller instance with a new randomization environ-
ment. Upon the vehicle reaching a stable state, execution will
then be transferred back to the neural network controller.

Integrated moving target defense and control reconfiguration fo: 8 - 8 (0)

7/12/2022
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System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Other

best controller to choose for the objectives. In [34], we make the
first attempt, where we ider the adaptation between a model-
based controller (e.g., model predictive control) and zero input for a
dynamical system under disturbance. To guarantee safety, we first
compute a strengthened safe set based on the notion of robust control
invariant and backward reachable set of the underlying safe con-
troller. Intuitively, the strengthened safety set represents the states
at which the system can accept any control input at the current
step and be able to stay within safe states, with the underlying safe
controller applying input from the next step on. We then develop a
monitor to check whether the system is within such strengthened
safe set at each control step. Whenever it is found that the system
state is out of the strengthened safe set, the monitor will require
the system to apply the underlying safe controller for guaranteeing
system safety. To achieve a better control performance, we leverage
a deep reinforcement learning (DRL) approach to learn the map-
ping from the current state and the historical characteristics to the
skipping choices, which implicitly reflects the impact of specific
operation context and environment that denoted by disturbance.

Know the unknowns addressing disturbances and uncertainties in: 8 - 8 (0)

structure) in a sate 3 a high- e control is g
even when the complex controller fails due to, for example, software
bugs or unreliable logic. This is achieved by running a safety con-
troller, which has a limited level of performance but is robust, in
parallel. Sensor data from the physical system is fed to both con-
trollers, each of which individually computes actuation commands
using their own control logic. Under normal circumstances, the
physical plant is driven by the complex controller. The safety deci-
sion module plays a critical role in assuring the safety of the system;
it continuously monitors physical states of the plant and checks
safety violations, determined by a safety envelope. If such a viola-
tion is detected, the control is transferred to the safety controller
to guarantee a continuous and robust control of the system.

VirtualDrone virtual sensing actuation and communication for at: 2 - 2 (0)

ultradependable, they need to be fail-stop [37]. In other words, it is sufficient for the
function to either work correctly or to stop and signal that it has failed. As an example,

Achiéving critical system survivability through software archit: 18 - 18 (0)

to, namely, (1) Subject-spectfic FS (e.g., informing the person at risk,
controlling the correct usage of subject safety protection elements
such as hard hats, gloves, face shield, etc.); (ii) Object-specific PS
(e.g., scheduling safety inspection for machinery, turning off the
machinery, etc.); (iii) Environment-specific PS (e.g., adjusting the

Ontology development for run-time safety management methodology: 5 -5 (0)

7/12/2022
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to be tnggered n the planning phase. Actions to overcome
anomalies in the process, are selected by the autonomic ma-
nager, according to specific predefined self-protection policies,
and forwarded to actuators. These actions can be simple
commands or complex scripts. The actuators deployed in the
CPPS call specific functions that modify system configuration
and appropriately adjust settings to mitigate the effects of
the detected anomaly, and restore the secure operation of the
system.

Protecting cyber physical production systems using anomaly dete: 7 - 7 (0)

7/12/2022

and therefore the attack likelihood over time. Countering such at-
tack remains difficult. Indeed, the removal of the identifier from
V2X messages may increase the identification process and favors
spoofing attacks. On the other hand, the removal of data elements
from V2X ges th coop ive pplication
that rely on both classification and location data from the lidar
and the CAM to detect accurately pedestrian [26]. Even though
counter such as pseudonym change strategies exist, their
efficiency still need to be evaluated [27, 33).

SARA Security Automotive Risk Analysis Method: 9 -9 (0)

n the control system while adaptation takes the place. Let us
assume that a report about an accident has arrived. In that
case, the platoon has to either change the planned route to
avoid slow traffic due to the accident or change the route
completely. No matter which decision will be chosen, the
adaptation has to follow strict safety requirements, including
to avoid any collision. Getting prompt information in this case

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 -1 (0)

The virtual communication also enables an authorized operator to
override suspicious behaviors of the normal control environment.

by providing a hidden c ication ch: l. The virtuali
VirtualDrone virtual sensing actuation and communication for at: 2 - 2 (0)

26



MAXQDA 2022

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Other\Grant
Priviledges

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation
Strategy\Other\Code Decryption

While the drone itself cannot detect such a hijacking attempt,
the GCS can detect it because of unexpected message exchange initi-
ated by the attacker, as detailed in Appendix D. Hence, we added
the functionality that detects such unexpected messages to our
legitimate GCS. Upon a detection, the GCS commands the drone
to return to where it was launched, as shown in Figure 12(b). This
takes advantage of the VirtualDrone's virtual telemetry explained
in Section 3.3; the SCE's telemetry proxy enables a hidden com-
munication channel between the GCS and the SCE, through which
the former sends the drone a pre-defined set of special commands.
In this scenario, the command from the GCS overrides the NCE's
abnormal operation by switching the drone to the secure control
mode. Note that the attacker might be able to send the same special

VirtualDrone virtual sensing actuation and communication for at: 8 - 8 (0)

Services, for safety management purposes. For example, the satety
management team might need to view the exact position of
workers at risk. This privilege is not available in safe situations
for privacy purposes. Therefore, security should be adapted
dynamically so that privileges would be granted upon need and
later be revoked. In this direction, Sicari et al. [28] tackle security

Ontology development for run-time safety management methodology: 3 - 3 (0)

For the latter, as it is an automatic strategy, RAMIRES requires
access to the Remote Stop Control loT Service that allows RAMIRES ta
automatically stop the truck. Moreover, using sensing loT Services,
it is possible to Sense the Distance of Truck and Pedestrians.

Ontology development for run-time safety management methodology: 7 - 7 (0)

The virtual communication also enables an authorized operator to
override suspicious behaviors of the normal control environment
by providing a hidden communication channel. The virtualization

VirtualDrone virfuaIAsens-ing actuation and communication for at: 2 - 2 (0)

7/12/2022
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for the transter of control in the case of an attack. By default,
controllers are built to be put in a waiting state once loaded,
and the Configuration Manager then resumes the default
controller with a SIGCONTINUE POSIX signal. In both
DBT processes, a randomization key is dynamically generated,
ensuring that there will be a different randomization key for
every component instance. This key is stored inside of the
DBT enclosure and is utilized for the derandomization process.
Since both controllers are loaded inside of their respective
DBT (MAMBO) application memory, the DBT has the full
ability to execute the derandomization throughout runtime.

When looking at a snapshot of our architecture process flow,
the default CPS controller will be operating under normal
circumstances inside of a DBT. The backup controller will
exist in a waiting state. As each instruction from the default
controller is fetched by the DBT, it will be derandomized
utilizing an AES decrypt operation with the respective ran-
domization key. At this point, the instruction will be stored
in a basic block data structure and sent to the processor for
execution. Once an attack is encountered, the Configuration
Manager has attack detection algorithms that handle excep-
tions. After this point, the default controller is compromised,
and the Configuration Manager triggers the recovery process
by transferring execution to the backup controller with a
SIGCONTINUE POSIX signal. Afterwards, a new default
CPS controller is spawned inside of a DBT enclosure to serve
as the new backup controller. By reconfiguring in this manner,
a safe state can be ensured during unstable circumstances,
while the benefits of the default high performance controller
can be maintained during normal operation.

For architecture implementation to be successful two as-
sumptions must be true. The first assumption is that the op-
erating system, as well as the Configuration Manager process
are secure. The vulnerable component that we focus on in our
threat model is the the CPS controller. The second assumption
is that the communication between the Configuration Manager
and the DBT processes must be unidirectional. As such, the

Integrated moving target defense and control reconfiguration fo: 6 - 6 (0)

7/12/2022
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The mechanism through which embedded system reconfiguration is achieved is com-
plex, and going about its development in an ad hoc way could lead to lower overall
system dependability than would have been exhibited by a system that could not
reconfigure. Furthermore, dependability is a characteristic that typically must be met
with very high assurance, and it cannot be assured without a rigorous characterization
of this assurance.

We have described single-process reconfiguration informally as “the process
through which a system halts operation under its current source specification S; and
begins operation under a different target specification S;” [43]. From the definition of
survivability, we know that a survivable embedded system has:

Achieving critical system survivability through software archit: 19 - 19 (0)

The approach taken in Willow is to route all requests for reconfiguration through a
resource manager/priority enforcer. The prototype implementation uses predefined pri-
oritization of reconfiguration requests and dynamic resource management to determine
an appropriate execution order for reconfiguration requests. It does this using a distrib-
uted workflow model that represents formally the intentions of a reconfiguration
request, the temporal ordering required in its operation, and its resource usage. Com-
bined with a specified resource model, this information is the input to a distributed
scheduling algorithm that produces and then executes a partial order for all reconfigu-
ration tasks in the network.

Achieving critical system survivability through software archit: 17 - 17 (0)

network communication. Additionally, the CM 1s responsible
for detecting cyber-attacks, and executing the reconfiguration
process to transfer execution to the backup controller in
the case that the default controller is compromised. Signal
handlers are implemented to capture exception events caused
by failed cyber-attacks. After attack detection, reconfiguration
algorithms determine the appropriate controller process to
transfer to, and execution can be established through the use
of POSIX signals.

Integrated moving target defense and control reconfiguration fo: 4 - 4 (0)

7/12/2022
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for the transter of control in the case of an attack. By default,
controllers are built to be put in a waiting state once loaded,
and the Configuration Manager then resumes the default
controller with a SIGCONTINUE POSIX signal. In both
DBT processes, a randomization key is dynamically generated,
ensuring that there will be a different randomization key for
every component instance. This key is stored inside of the
DBT enclosure and is utilized for the derandomization process.
Since both controllers are loaded inside of their respective
DBT (MAMBO) application memory, the DBT has the full
ability to execute the derandomization throughout runtime.

When looking at a snapshot of our architecture process flow,
the default CPS controller will be operating under normal
circumstances inside of a DBT. The backup controller will
exist in a waiting state. As each instruction from the default
controller is fetched by the DBT, it will be derandomized
utilizing an AES decrypt operation with the respective ran-
domization key. At this point, the instruction will be stored
in a basic block data structure and sent to the processor for
execution. Once an attack is encountered, the Configuration
Manager has attack detection algorithms that handle excep-
tions. After this point, the default controller is compromised,
and the Configuration Manager triggers the recovery process
by transferring execution to the backup controller with a
SIGCONTINUE POSIX signal. Afterwards, a new default
CPS controller is spawned inside of a DBT enclosure to serve
as the new backup controller. By reconfiguring in this manner,
a safe state can be ensured during unstable circumstances,
while the benefits of the default high performance controller
can be maintained during normal operation.

For architecture implementation to be successful two as-
sumptions must be true. The first assumption is that the op-
erating system, as well as the Configuration Manager process
are secure. The vulnerable component that we focus on in our
threat model is the the CPS controller. The second assumption
is that the communication between the Configuration Manager
and the DBT processes must be unidirectional. As such, the

Integrated moving target defense and control reconfiguration fo: 6 - 6 (0)

7/12/2022
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processes. This allows the Configuration Manager to monitor
the underlying vulnerable controllers for cyber-attacks, as
well as any other unsafe behavior. Further, the Configuration
Manager controls the execution of the controllers, allowing
for the transfer of control in the case of an attack. By default,

Integrated moving target defense and control reconfiguration fo: 6 - 6 (0)

The planning function selects one or more Self-Adaptation
Policies (SAPs) to trigger a required action on the target
system. Based on the incoming results of the analysis phase
a change plan is generated, and delivered to the execution
phase. SAP can be Event-Condition-Action (ECA) policies,
goal policies, or utility function policies [12].

The execution function carries out the actions defined in
the planning phase through effectors or actuators on the target
system. The Autonomic Manager, responsible for the coordi-
nation of the execution phase, selects a self-adaptation policy
corresponding to a change request, and specific actions are
executed to opportunely modify the state of the system. The
execution phase could involve updating the shared knowledge
as part of the execution of the planned change.

Protecting cyber physical production systems using anomaly dete: 3 - 3 (0)

Finally, the execution phase is responsible to carry out
the mitigation actions defined in the planning phase, through
the adoption of effectors or actuators deployed on the target
system. Once the autonomic manager has selected a self-
adaptation policy corresponding to a change request form
a security metric, tailored mitigation actions will be put in
place to modify the security state of the CPPS and counter
the identified threat. Response actions may include restarting

Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)

network communication. Additionally, the CM 1s responsible
for detecting cyber-attacks, and executing the reconfiguration
process to transfer execution to the backup controller in
the case that the default controller is compromised. Signal
handlers are implemented to capture exception events caused
by failed cyber-attacks. After attack detection, reconfiguration
algorithms determine the appropriate controller process to
transfer to, and execution can be established through the use
of POSIX signals.

Integrated moving target defense and control reconfiguration fo: 4 - 4 (0)

7/12/2022
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‘The planning function selects one or more Self-Adaptation
Policies (SAPs) to trigger a required action on the target
system. Based on the incoming results of the analysis phase
a change plan is generated, and delivered to the execution
phase. SAP can be Event-Condition-Action (ECA) policies,
goal policies, or utility function policies [12].

The execution function carries out the actions defined in
the planning phase through effectors or actuators on the target
system. The Autonomic Manager, responsible for the coordi-
nation of the execution phase, selects a self-adaptation policy
corresponding to a change request, and specific actions are
executed to opportunely modify the state of the system. The
execution phase could involve updating the shared knowledge
as part of the execution of the planned change.

Protecting cyber physical production systems using anomaly dete: 3 - 3 (0)

7/12/2022

C es minimize the computed risk from an
attack tree. The applied countermeasures refine the risk level
or end the risk assessment process. Indeed, risk analysis is
an iterative process that ends once countermeasures have
been applied to critical threats until the risk value converges
to an acceptable level.

SARA Security Automotive Risk Analysis Method: 3 - 3 (0)

Expert uses risk score to evaluate a threat and decide if counter-

are needed. Besid idering machine controllability,
our approach advantage is to rely on the same matrix for safety
and none safety-related use cases. Also, it is similar to ASIL compu-

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

making. For the implementation of the decision-making
module, different techniques are being analyzed to verify
which is the most appropriate one. For the decision
module, the possibility of using the Markov decision
process is being analyzed. However, the final technique
that will be used is still in the definition phase.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 3 - 3 (0)

ensuring the achievement ot software selt-adaptation goals,
by defining viability zones, that is the set of states where the
systems requirements and desired properties (i.e., adaptation
goals) are satisfied. A survey on the use of formal methods

Towards a Framework for Safe and Secure Adaptive Collaborative: 2 - 2 (0)
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network communication. Additionally, the CM 1s responsible
for detecting cyber-attacks, and executing the reconfiguration
process to transfer execution to the backup controller in
the case that the default controller is compromised. Signal
handlers are implemented to capture exception events caused
by failed cyber-attacks. After attack detection, reconfiguration
algorithms determine the appropriate controller process to
transfer to, and execution can be established through the use
of POSIX signals.

Integrated moving target defense and control reconfiguration fo: 4 - 4 (0)

processes. This allows the Configuration Manager to monitor
the underlying vulnerable controllers for cyber-attacks, as
well as any other unsafe behavior. Further, the Configuration
Manager controls the execution of the controllers, allowing
for the transfer of control in the case of an attack. By default,

Integrated moving target defense and control reconfiguration fo: 6 - 6 (0)

at function level granularity. The neural network controller will
be assigned to execute by default, while the safe controller will
assigned the role of backup controller, remaining in a waiting
state. The detection algorithm is configured to be triggered by
an invalid instruction or invalid address exception caused by
an attack failure due to the MTD defense mechanisms. Upon
attack detection, the reconfiguration algorithm will transfer
execution to the backup safe controller and spawn a new neural
network controller instance with a new randomization environ-
ment. Upon the vehicle reaching a stable state, execution will
then be transferred back to the neural network controller.

Integrated moving target defense and control reconfiguration fo: 8 - 8 (0)
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best controller to choose for the objectives. In [34], we make the
first attempt, where we consider the adaptation between a model-
based controller (e.g., model predictive control) and zero input for a
dynamical system under disturbance. To guarantee safety, we first
compute a strengthened safe set based on the notion of robust control
invariant and backward reachable set of the underlying safe con-
troller. Intuitively, the strengthened safety set represents the states
at which the system can accept any control input at the current
step and be able to stay within safe states, with the underlying safe
controller applying input from the next step on. We then develop a
monitor to check whether the system is within such strengthened
safe set at each control step. Whenever it is found that the system
state is out of the strengthened safe set, the monitor will require
the system to apply the underlying safe controller for guaranteeing
system safety. To achieve a better control performance, we leverage
a deep reinforcement learning (DRL) approach to learn the map-
ping from the current state and the historical characteristics to the
skipping choices, which implicitly reflects the impact of specific
operation context and environment that denoted by disturbance.

Know the unknowns add-ressing disturbances and uncertainties in: 8 - 8 (0)

7/12/2022

the MAPE-K cycle; moreover, we propose the adoption of
anomaly detection mechanisms to support the monitoring and
analysis phase of the self-adaptation process. In Section IV

Protecting cyber physical production systems using anomaly dete: 2 - 2 (0)

‘T'he rapidly changing cyber threat landscape demands tor
flexible and self-adaptive IDS approaches. One solution are
self-learning AD based approaches that automatically learn
the system behavior, and continuously adapt the corresponding
model to reflect any system change: this serves as ground truth
to detect anomalies that reveal attacks and especially intruders.

Generally, there are three ways to realize self-learning AD:
supervised, semi-supervised, and unsupervised [17]. Unsuper-
vised methods do not require any labeled data and are able
to learn distinguishing normal from malicious system beha-
vior during the training phase. Semi-supervised methods are
applied when the training set only contains anomaly-free data;
they are also known as ‘one-class’ classification. Supervised
methods require a fully labeled training set containing both
normal and malicious data.

In this paper, we propose a semi-supervised self-learning
anomaly detection method (introduced in [18]) as means to
reveal critical security events occurring in the CPPS, to allow
the definition of relevant security metrics, and to enable the
monitoring and analysis phases in the self-adaption cycle.

Protecting cyber physical production systems using anomaly dete: 2 - 2 (0)
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The main task of the monitoring function is collecting data
captured by different sensors. The process of generating events
requires data aggregation and filtering to determine what needs
to be analyzed in the subsequent phase. Since hundreds of
sensors can be placed in a production plant, it is crucial that
unnecessary data, or data that does not carry any relevant
information, is filtered out and not used for further analysis.

Protecting cyber physical production systems using anomaly dete: 3 - 3 (0)

Figure 9 shows the results of this experiment. While the drone
was in the virtual control mode, the attacker activated the rootkit
mentioned above at time around 88.8 sec, at which moment the
APM process running in the VM is killed. The top plot in Figure 9
shows the motor outputs (4 channels) from the motor driver in the
SCE. As we can see, the drone was in an open-loop state for about
300 ms. The bottom plot shows the attitude errors also measured
at the SCE. The drone becomes unstable (i.e., the errors are far
away from zero) for a moment because no actuation is applied to
the motors during the open-loop period. Upon the detection of
the violation on the errors (at time around 89.1 sec), the control is
switched to the SCE from which moment the control loop is closed
and the drone returns to a stable state,

VirtualDrone virtual sensing actuation and communication for at: 7 - 7 (0)

threat agents. When the CAV is in operation, module B is
responsible for monitoring the contextual information from the
infrastructure and the state of the CAV. When receiving
information from new environments, it will compare with the
previous contexts to detect changes that need to be forwarded
to module C to process. Potential changes include: changes in
threats (either be informed by infrastructure or be detected by
the CAV itself through its intrusion detection system), changes
in requirements (from infrastructure or from CAV
stakeholders), or changes in internal functionalities (such as
road conditions that affect the CAV functionalities informed
by the infrastructure; or changes in the driving algorithms).
When detecting these changes, module B will pass the
corresponding information to module C for reassessment. On
the other hand, if the new information does not imply any
changes, it is not necessary to invoke module C.

A simplified approach for dynamic security risk managementinc:5-5 (0)

7/12/2022
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network communication. Additionally, the CM 1s responsible
for detecting cyber-attacks, and executing the reconfiguration
process to transfer execution to the backup controller in
the case that the default controller is compromised. Signal
handlers are implemented to capture exception events caused
by failed cyber-attacks. After attack detection, reconfiguration
algorithms determine the appropriate controller process to
transfer to, and execution can be established through the use
of POSIX signals.

Integrated moving target defense and control reconfiguration fo: 4 - 4 (0)

the MAPE-K cycle; moreover, we propose the adoption of
anomaly detection mechanisms to support the monitoring and
analysis phase of the self-adaptation process. In Section IV

Protecting cyber physical production systems using anomaly dete: 2 - 2 (0)

‘T'he rapidly changing cyber threat landscape demands tor
flexible and self-adaptive IDS approaches. One solution are
self-learning AD based approaches that automatically learn
the system behavior, and continuously adapt the corresponding
model to reflect any system change: this serves as ground truth
to detect anomalies that reveal attacks and especially intruders.

Generally, there are three ways to realize self-learning AD:
supervised, semi-supervised, and unsupervised [17]. Unsuper-
vised methods do not require any labeled data and are able
to learn distinguishing normal from malicious system beha-
vior during the training phase. Semi-supervised methods are
applied when the training set only contains anomaly-free data;
they are also known as ‘one-class’ classification. Supervised
methods require a fully labeled training set containing both
normal and malicious data.

In this paper, we propose a semi-supervised self-learning
anomaly detection method (introduced in [18]) as means to
reveal critical security events occurring in the CPPS, 1o allow
the definition of relevant security metrics, and to enable the
monitoring and analysis phases in the self-adaption cycle.

Protecting cyber physical production systems using anomaly dete: 2 - 2 (0)

The analysis function is responsible to observe and analyze
the output of the monitoring phase and determine if any change
is required. Performance metrics are adopted to define the
state of the system. If such metrics indicate that the system
is operating in a sub-optimal condition, a change request,
describing the modifications that need to be applied to the
system, is generated and delivered to the planning phase.

7/12/2022

36



MAXQDA 2022

System and Its Properties\Self-
Adaptation\Way of
Implementation\Adaptation

Protecting cyber physical production systems using anomaly dete: 3 - 3 (0)

which it interacts. This is consistent with self-organising approaches such as re-
flective architectures: for example, Andersson et al. [3] consider an architecture
in which a system is represented in a meta-computation, and the system domain
is represented in a metamodel. Self-repairability in the base system is supported
by comparison with the ideal, or blueprint, held in the meta-levels. The system
is able to adapt to changes in the environment, because changes in the domain,
are represented in the metamodel.

Self-organisation for Survival in Complex Computer Architecture: 3 -3 (0)

‘T'he camera stores 1mages of the area attected by accident, so
the storedData index for this model is 0.5. The autopilot is
responsible for saving the position data of the UAV, so it is set
to 0.3. Although the GPS record is essential for the mission,
it is not as crucial as the acquired images, which justifies
the difference in scores between these modules. The GPS,
IMU, autopilot, and Wi-fi transmitter/receiver manipulate data
related to Solo’s positioning, so temporaryData is set to 0.3.
The remaining modules do not deal with any data that could
be considered risky for the UAV, so temporaryData is set to
0.

Regarding safety, in regular operation, all modules are
working correctly, so health is set to 0. The most critical
modules for proper functioning are IMU and autopilot, so they
have been set to the highest priority, equal to 1. The GPS
and Motors priority scores are set to (.5 because it is still
possible to land the UAV, even if any of these modules fails.
If the Solo is forced to fall, it is necessary to establish Wi-Fi
communication to locate and retrieve the UAV, which justifies
its value of 0.3 as priority index. Finally, in relation to the
camera’s priority index, it is set to 0 because, if it fails, the
UAV can safely return to the base.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)

this happens. At time around 164.3 sec, a MAVLink message was
sent via radio to change the proportional gain (180 times bigger than
the original value) of the attitude controller. As can be seen, the
drone became unstable immediately. The safety module detected
the large roll errors, after which the SCE took the control.

VirtualDrone virtual sensing actuation and communication for at: 7 - 7 (0)
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Realiza tiOI"I\ Ada p tation figuration. Run-time verification techniques cater for automatic
(re)configuration of systems during adaptation, being scalable

Verification and able to guarantee the dependability of service in normal
and adaptation phase.

Towards a Framework for Safe and Secure Adaptive Collaborative: 3 - 3 (0)

System and Its Properties\Self-

. compnises of three modules: a knowledge-based system to support the |dcnl|hnuon of the critical lhlcals a monitoring module
Ada ptatlon\way of to detect the changes in security context of the CAV and its sur ding en and a simpli module to
Implementation\Ada ptation capture lhc dynamic risks and adjust the mitigations as needed. We lmcsllgulc a case study oI'CAV platooning to evaluate our
Realization\Adaptation A simplified approach for dynamic security risk managementin c: 2 -2 (0)
Components

Installed on the target system. Ihe MAFE Tunctions can commu-
nicate directly with one another or indirectly by sharing informa-
tion via the knowledge repository. In complex setups, the opera-
tions performed by M, A, P, and E may be executed by multiple
components that coordinate with one another to adapt the system
when needed, i.e., they may be decentralized throughout multiple
MAPE-K loops.

Countering targeted cyber-physical attacks using anomaly detect: 3 - 3 (0)

1t stores the collected data n the shared knowledge base. The
Analysis function (A) examines the data to check whether an
adaptation is necessary. If so, it triggers the Planning function
(P) that, following some predefined policies, composes a work-
flow of adaptation actions necessary to achieve the systems
goals. These actions are then carried out by the Execution
function (E), through effectors (or actuators) installed on the
managed system. All these functions can communicate directly
with one another or indirectly by sharing information in the
knowledge base. The operations performed by M, A, P and E
may be executed by multiple components that coordinate with
one another to adapt the system when needed, i.e., they may
be decentralized throughout the multiple MAPE-K loops.

Protecting cyber physical production systems using anomaly dete: 3 - 3 (0)

which it interacts. This is consistent with self-organising approaches such as re-
flective architectures: for example, Andersson et al. [3] consider an architecture
in which a system is represented in a meta-computation, and the system domain
is represented in a metamodel. Self-repairability in the base system is supported
by comparison with the ideal, or blueprint, held in the meta-levels. The system
is able to adapt to changes in the environment, because changes in the domain,
are represented in the metamodel.

Self-organisation for Survival in Complex Computer Architecture: 3 - 3 (0)
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applications. A security and safety monitoring module, which runs
in the secure environment, continuously monitors the physical
and logical states of the UAS in order to detect safety and security
violations. Upon detection of such an event, the secure control
environment takes the control of the UAS, limiting unreliable, un-
trustworthy functionalities. Then, the trusted controller drives the
control of the UAS while a corrective action takes place.

VirtualDrone virtual sensing actuation and communication forat: 1 -1 (0)

One of the main concerns is assuring satety and cyber-security
in the control system while adaptation takes the place. Let us

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

send these special commands. Hence, such commands should be
chosen carefully in such a way that a successful attempt cannot
lead to a safety hazard.

VirtualDrone virtual sensing actuation and communication for at: 4 - 4 (0)

mode. Note that the attacker might be able to send the same special
command. However, what it can do at worst is to send the drone
back to the home.

VirtualDrone virtual sensing actuation and communication for at: 8 - 8 (0)

Expert uses risk score to evaluate a threat and decide it counter-

es are needed. Besid dering machine controllability,
our approach advantage is to rely on the same matrix for safety
and none safety-related use cases. Also, it is similar to ASIL compu-

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

Obviously, there are many manual interpretation steps between
the analysis results and the eventual certificate. Consequently it is
the most reasonable step to shift the certificates to runtime and to
leave the complex interpretation steps at design time. This is

Approaching runtime trust assurance in open adaptive systems: 2 -2 (0)

7/12/2022
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Analytics in Digital Twin applications consists of a predictive and a de-
scriptive analysis of assets. Predictive analytics comprises a training phase
(learning a model from training da-ta) and a predicting phase (using the
model for predicting future outcomes). The most used predictive models
in Machine Learning (ML) belong to the category of Supervised Learning
and include classification models for the evaluation of a discrete value (e.g.
Logistic regression, Neural networks, Support Vector Machine (SVN)) and
regression models for the evaluation of a numeric value (e.g. Linear regression
model, Bayesian network and Nave Bayes, K-Nearest Neighbour (KNN)) [4].

Digital Twins for Dependability Improvement of Autonomous Drivi: 7 - 7 (0)

7/12/2022

identification. To highlight the important values for identifying the
hazardous event, safety experts in different industries can define
Safety Indicators (Sls) considering the safety needs of the specific
industry. We consider four categories for (SIs), namely: Subject-

Ontology development for run-time safety management methodology: 5 -5 (0)

Since safety is a highly critical concept, the use of completely-
automated safety management is neither recommended nor
achievable, in our opinion, because even the most accurate algo-

Ontology development for run-time safety management methodology: 6 - 6 (0)

strategies trom the previous step. As previously mentioned, in the
plan step the Preventive Strategies for treating the Risk are listed
together with their execution mode (i.e., automatic and semi-
automatic); the responsible entity (if it is automatic it refers to the

Ontology development for run-time safety management methodology: 6 - 6 (0)

In this paper, we propose a semi-supervised selt-learning
anomaly detection method (introduced in [18]) as means to

Protecting cyber physical production systems using anomaly dete: 2 - 2 (0)

Some of these mitigation action would need to be executed
manually by system administrators, others will be automati-
cally performed by dedicated software tools.

Protecting cyber physical production systems using anomaly dete: 8 - 8 (0)

2 | ADS observation is unavailable/uncertain, driver re-
sponse is required

3 | ADS observation is unavailable/uncertain, driver re-
sponse is impossible/unavailable

SARA Security Automotive Risk Analysis Method: 7: 308|585 - 7: 563|631 (0)
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re-started. An extension phase with some human intervention in the immune
system would facilitate the smooth transition to new banking modes.

Self-organisation for Survival in Complex Computer Architecture: 14 - 14 (0)

an open research topic for future integration. The fact that
it requires human intervention is not necessarily a problem,
as it is performed only once before the operation of the
unmanned vehicle begins. Scoring is carried out first during a

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 4 - 4 (0)

4) NCI calculation methodology: 'I'he tact that NCI re-
quires human intervention is not necessarily a problem, as it is
performed only once before the operation of the unmanned ve-
hicle begins. Scoring is carried out first during a configuration
phase and then automatically updated as a result of changes

and events during system operation. The score assignment in

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)

structure and the evidence on which it relies. Ideally, this
technique should be fully automatic, but since this is not
possible in the general case, a more realistic ambition
is a semi-automatic approach in which some steps are
automatic and other are manual. Still, for some system

Towards a Framework for Safe and Secure Adaptive Collaborative: 5 -5 (0)

Once cyber attacks are mounted on platoon, we need
to switch to fail-safe scheme to reduce or eliminate harm.
When crash happens, we believe in such urgent situation, au-
tonomous driving responds quicker than human drivers. So
we choose to switch cooperative CACC to non-cooperative
ACC. There might be other autonomous emergency plans
which we will take further investigation in the future. In
the following, we will show the fail-safe schemes of different
parameters (acceleration,distance) respectively.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 8 - 8 (0)

The reactive controller is a fully automatic structure that is organized as a set of finite
state machines. The detection of the erroneous state associated with a fault (i.e., error

Achieving critical system survivability through software archit: 14 - 14 (0)

7/12/2022
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During the analysis phase, security metrics are observed based
on the alerts triggered by both the anomaly detection and the CTI
management mechanism. If any metric indicates a non-secure CPS,
a change request is generated and forwarded to the planning func-
tion, as an input for selecting the most appropriate self-adaption
policy.

Countering targeted cyber-physical attacks using anomaly detect: 3 - 3 (0)

In our prior work [70], we have presented a series of codesign
methods for traditional hard real-time systems, exploring the design
space ina q itative and d Our weakly-hard

Know the unknowns éddressfng disturbances and uncertainties in: 3 - 3 (0)

For the latter, as it is an automatic strategy, RAMIRES requires
access to the Remote Stop Control loT Service that allows RAMIRES ta
automatically stop the truck. Moreover, using sensing loT Services,
it is possible to Sense the Distance of Truck and Pedestrians.

Ontology development for run-time safety management methodology: 7 - 7 (0)

The focus of attention for this paper is on systems that
provide a high enough level of automation of the dynamic
driving task that the driver is no longer required to monitor
the driving environment for external threats. This means that

Potential cyberattacks on automated vehicles: 3 - 3 (0)

to anticipate system tai d by or threats. The
fully autonomous vehicle cannot rely on human perception. We

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

0 | ADS observation is available but no accid id
! is required
1 | ADS observation is available and accident avoidance is
required using ADS response

SARA Security Automotive Risk AnaIysiS Method: 7: 306|631 - 7: 566|674 (0)

some inputs; in self-organisation, the system’s dynamics (rather than external
inputs) are responsible for organisational state change. Ashby’s definition is a

Self-organisation for Survival in Complex Computer Architecture: 3 - 3 (0)
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in built-in decision-making capabilities, as UAV must
continually adapt to missions to solve unexpected internal
problems or external dangers. Therefore, the decision-
making module of this architecture will be responsible
for deciding which actions are most suitable for the UAV
to complete a given mission. It will make the decision
autonomously, through random events that arise during
a mission. This module will be responsible for ensuring

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 3 - 3 (0)

of automation. This due to the fact that the driver gets out of
the loop and it is the AD system that should be able to detect
potential faults or failures (caused by hazards or threats) in
order to self-control vehicle dynamics and reduce safety and
security risks by maintaining a minimum risk condition.

TARA Controllability-aware Threat Analysis and Risk Assessment: 2 - 2 (0)

figuration. Run-time verification techniques cater for automatic
(re)configuration of systems during adaptation, being scalabl
and able to guarantee the dependability of service in normal
and adaptation phase.

Towards a Framework for Safe and Secure Adaptive Collaborative: 3 -3 (0)

automatic and other are manual. Still, tor some system
adaptations, automatic adaptation of the assurance case
could be possible,

Towards a Framework for Safe and Secure Adaptive Collaborative: 5 -5 (0)

Reference | Attack

Message falsification attack
Message spoofing

[14] Message replay

DoS (jamming)

System tampering
Collision induction attack
Reduced headway attack
(7 Joining without radar
Mis-report attack
Non-attack abnormalities
Destabilization attack
Platoon control taken attack

Table 2: Att

7/12/2022
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A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 97|565 - 5:

295|775 (0)

7/12/2022

spooting
A simplified approach for dynamic security risk managementinc: 6 - 6 (0)

by Siemens to support secure data transmission over PROFINET, and
to prevent attacks such as Man in the Middle (MitM) and replay. The

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)

requirements. ‘I'he output are data confidentiality, integrity, and availabil-
ity (CIA) data related to functional requirements of applications and data
related to role-based permissions and policies of the application usage.

Digital Twins for Dependability Improvement of Autonomous Drivi: 7 - 7 (0)

trom the KFA. 1his communication 1s authenticated to prevent
message spoofing, but there is a buffer overflow vulnerability

Integrated moving target defense and control reconfiguration fo: 3 -3 (0)
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Means.

e | change sign (fake, imele-
vant)

alter (change spead), make

it unrcadabie

remave (¢.g. stop sign)

blind (only soarce of in-
formation)

blind (other source of in-
formation available)

fake  picturcfemergency
boake light (caly source
of information)

fake  pmsclemergency
bruke light (other source
of information available)

spoofing

Jamming

inject malware

head unit stack

interference  (electromag-
netic, loud sound. inaudi-
ble)

fake crash sound

fake ultrasonic reflection

chafl

smant material (nea refloc
tive surface, invisible ob-
ject)

Jamming (saturation with
noise)

ghost vehicke (signal re-
peater)

jumming

sman material (absochent.
reflective)

maodity delineation

hack smart Tane LEDs

cavesdropping (tire pees-
sure. bluctocth)

cavesdropping CAN bus

inject CAN messages

magnetic attack

thermal attack of  gyro-
scope
Emp

Map poisoning
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Potential cyberattacks on automated vehicles: 5: 77|25 - 5: 156|727 (0)

m GPS spoofing
Potential cyberattacks on automated vehicles: 6 - 6 (0)

PROFINET", and to prevent attacks such as Man in the Middle
(MitM) and replay. The connections to the web-server are
secured using TLSv1.2, enabled by default.

Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)

Tree |7]. To impact the system of study, we assume that attack
methods must target one of CIA security goals that are Confiden-
tiality, Integrity, and Availability. TVRA Threat Tree validates this

SARA Security Automotive Risk Analysis Method: 5 -5 (0)

message falsification (modification), spoofing
(masquerading), or replay attacks to maliciously

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

is eventually stolen or captured
STUART ReSilient archiTecture to dynamically manage Unmanned ae: 4 - 4 (0)

Spool'mg
TARA Controllability-aware Threat Analysis and Risk Assessment: 6 - 6 (0)

7/12/2022
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Reference | Attack

Message falsification attack

Message spoofing

[14] Message replay

DoS (jamming)

System tampering

Collision induction attack

Reduced headway attack

7 Joining without radar

Mis-report attack

Non-attack abnormalities

i8] Destabilization attack
Platoon control taken attack

Table 2: Att

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 97|565 - 5:

295|775 (0)

7/12/2022

tampering
A simplified approach for dynamic security risk managementinc: 6 - 6 (0)

integnity, which means absence of improper system
alterations.

Approaching runtime trust assurance in open adaptive systems: 4 - 4 (0)

by Siemens to support secure data transmission over PROFINET, and
to prevent attacks such as Man in the Middle (MitM) and replay. The

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)

requirements. ‘T'he output are data confidentiality, integrity, and availabil-
ity (CIA) data related to functional requirements of applications and data
related to role-based permissions and policies of the application usage.

Digital Twins for Dependability Improvement of Autonomous Drivi: 7 - 7 (0)
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This is an attack that could be mounted for various rea-
sons including not trusting the cooperative adaptive cruise
control system. The attacker misinforms the vehicle that
is following to increase the following car’s headway or to
cause a change in the following car’s behavior. The attacker
mounting this attack could either follow the prescribed con-
trol law or choose an alternative control law. We will assume
in this work that the attacker follows the prescribed control
law and only misreports its behavior so u, = u;. This attack
is motivated by wanting to increase the following distance
of the preceding car.

The attacker defines a mis-report percentage 3 € [0, 1] and
then implements the attack by reporting @, = (1 — 3)u, if
g >0 and @, = (14 Bug if us <0.

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

7/12/2022

al fault data injection attacks

Know the unknowns addressing disturbances and uncertainties in: 6 - 6 (0)

For CACC, we consider the attacks identified in |9]. Specifically,
we focus on the POS attack and VEL attack. The POS attack occurs
when the attacker has the ability to modify LIDAR (position) sensor
values. It operates by slowly i ing the di dto
the direct leader so that the follower will overestimate the gap and
follow too closely. Such attack is able to reduce the safety of the
algorithm and increase the likelihood of a crash. The VEL attack
takes place when the attacker can modify RADAR (velocity) sensor
values, and works similarly.

Network and system level security in connected vehicle applicat: 3 -3 (0)
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Means

change sign (fake, irele-
vant)

alter (change spead), make
it unreadable

remave (€.g. stop sign)

Blind (only source of n- |

formation)

blind (other source of in-
formation available)

fake Cture/emergency
brake light (only source
of information)

fake CIRC/emengency
brake light (other source
of mformation availablc)
spoofiag

jamming

inject malware

head unit attack

interference (clectromag:
netic, loud sound. inaudi-
bie)

fake crash sound

fake ultrasonic reflection

chafl

sman maserial (mon reflec-
tive surface, invisible ob-
ject)

Jumming (saturation with
noise)

ghost wehicke (signal re-
peater)

jamming

sman material (shsarbent,
reflective)

modily delincation

hack sman lane LEDs

cavesdropping (lre pres- |

sure. bluctooth)
cavesdropping CAN bus

inject CAN messages

magnetic attack

thermal atack of gyro-
scope

EMP

Map poisoning

7/12/2022
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Potential cyberattacks on automated vehicles: 5: 85|43 - 5: 157|696 (0)

Tree |7]. To impact the system of study, we assume that attack
methods must target one of CIA security goals that are Confiden-
tiality, Integrity, and Availability. TVRA Threat Tree validates this

SARA Security Automotive Risk Analysis Method: 5 -5 (0)

management protocol. The adversary can use
message falsification (modification), spoofing
(masquerading), or replay attacks to maliciously

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

suppressant drug treatments tor transplant patients. In the model described by
Timmis et al. [38] and Mokhtar et al. [25], safe antigen signals or self detectors
corresponding to the new service tasks could be inserted in to the existing reper-
toire of the AIS, to ensure that the new system tasks were not mistaken for, for
example, personation or middleman attacks.

Self-organisation for Survival in Complex Computer Architecture: 13 - 13 (0)

making module about the failure. Such failures fall into
the category of integrity. Integrity is an important feature
to ensure that internal and external communication of the
different modules that make up a UAV architecture is not
compromised. For the implementation of the diagnostic

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 3 -3 (0)

attack is that, by sending the drone’s false geographic coordi-
nates to the control system, it is possible to trick the onboard
system that hijacks the vehicle in a different location for which
it is commanded. In practice, there are GPS “spoofers™ that
are devices that create false GPS signals to trick receivers into
thinking that they are in a different location or at different
times. An example of a spoofer is [16], an application for

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 6 - 6 (0)

Modify zebra crossing sign
on the road surface creating
the artifact of objects in
front (see Fig. 4 in [20]).

TARA Controllability-aware Threat Analysis and Risk Assessment: 6 - 6 (0)

7/12/2022

50



MAXQDA 2022

Spoof the vehicle’s hdar by
optical means by
gencrating  signals  that
make objects  disappear
from the scene [17].

TARA Controllébility-aware Threat Analysis and Risk Assessment: 6 - 6 (0)

Inject take commands on
CAN bus via attacking
TCU via exploiting vehicle
Wi-Fi hotspot.

TARA Controllability-aware Threat Analysis and Risk Assessment: 6 - 6 (0)

7/12/2022

the VirtualDrone framework. We virtualize these devices to pro-
tect them from potential threats on the integrity and availability
by abstracting away low-level details and by controlling accesses.

VirtualDrone virtual sensing actuation and communication for at: 2 -2 (0)

Integration\Security
Attacks\CIA\Availability

Reference | Attack

Message falsification attack
Message spoofing

[14] Message replay

DoS (jamming)

System tampering

Collision induction attack
Reduced headway attack
7 Joining without radar
Mis-report attack
Non-attack abnormalities

8] Destabilization attack
Platoon control taken attack

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 97|565 - 5:

295|775 (0)

Table 2: Att

DoS (

A simplified approach for dynamic security risk managementinc: 6 - 6 (0)
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A coordinated security attack launched against the example financial system
might include a combination of intrusions through various access points by several
adversaries working at different locations, targeted denial-of-service attacks, and
exploitation of previously unknown software vulnerabilities. Detection of such a situa-

Achieving critical system survivability through software archit: 14 - 14 (0)

7/12/2022

availability, which means readiness for correct service.

Approaching runtime trust assurance in open adaptive systems: 4 - 4 (0)

by Siemens to support secure data transmission over PROFINET, and
to prevent attacks such as Man in the Middle (MitM) and replay. The

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)

requirements. ‘I'he output are data confidentiality, integrity, and availabil-
ity (CIA) data related to functional requirements of applications and data
related to role-based permissions and policies of the application usage.

Digital Twins for Dependability Improvement of Autonomous Drivi: 7 - 7 (0)

We incorporate control reconfiguration into our security
architecture for maintaining system availability in the
event of a cyber-attack.

Integrated moving target defense and control reconfiguration fo: 2 - 2 (0)
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Means

change sign (fake. imele-
vant)

alier ichange spead), make
it unreadabie

remove (c.g. stop sign)

blind (only source of in-
formation)
blind (other source of in-
formation available)

fake  picunfemergency
brake light (only source
of mformation}

fake  picturefemergency
beake Hight (other source
of infurmation available)

spoofing

jamming

ject malware

head unil atiack

erference (ehoctromg
" loud sound. inauds-
ey

fake crash soumnd

fake uhrasonic reflection

chafl

smart miterial (noa refloc-
tive surface, imvisible ob.
ject)

jamming (ssturation with
noise)

ghost vehicke (signal re-
peater)
Jamming

sman material (absorbent.
reflective)

madify delineation

hack smart lane LEDs
cavesdropping {tire pres-

sure. bluetooth)

cavesdropping CAN bus

inject CAN messages.

magnetic attack

thermal attack of gyro-
scope

Map poiscaing
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Potential cyberattacks on automated vehicles: 5: 83|52 - 5: 154|744 (0)

PROFINET”, and to prevent attacks such as Man in the Middle
(MitM) and replay. The connections to the web-server are
secured using TLSv1.2, enabled by default.

Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)

Tree |7]. To impact the system of study, we assume that attack
methods must target one of CIA security goals that are Confiden-
tiality, Integrity, and Availability. TVRA Threat Tree validates this

SARA Security Automotive Risk Analysis Method: 5 -5 (0)

A known method to realize DoS in the
VANET scenario is by using a vehicular botnet.
Mevlut et al. [8] demonstrate the problems vehic-
ular botnets introduce to the autonomous car
setting via a simulation study. In their work, they

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

and safety purposes due to its sub-indices. For example,
prioritizing communications due to a failure in an entity can
be handled quickly, as in scenario 2, where there was a

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)

data); Demal of
Service (jam
sensor

data channel)

TARA Controllability-aware Threat Analysis and Risk Assessment: 6 - 6 (0)

Denial of Service
(blind or jam
from a distance)

TARA Controllability-aware Threat Analysis and Risk Assessment: 6 - 6 (0)

Attacks on Safety: An adversary can launch an attack on the
safety of a vehicle by, for example, degrading the availability of
critical sensors (e.g., IMU) or actuators, or the control performance
(e.g.. by changing PID gains). The worst-case scenario, from the

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)
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Attacks\Attack Surface\Remote

Access

way without considering safety. The adversary or the vehi-
cle controlled by the adversary is part of the platoon system
and thus is able to send valid V2V messages. However, there

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 4 - 4 (0)

ID | Threat name System withstand
ET [EX | K | W | EQ

1 Spoofing radar 10 6 710 7
2 Tampering radar 17 6 710 7
5 Jamming radar 10 6 710 7
4 Spoofing LIDAR 1 3 010 4
5 Tampering LIDAR 10 3 710 7
6 Jamming LIDAR 1 3 (0] 0| 4
7 Spoofing Camera 0 0 0 1 0
8 Tampering Camera 0 0 0 1 0
9 DoS Camera 0 0 0 1 0
10 | Spoofing ultrasonic 10 6 710 7
11 Jamming ultrasonic 10 3 3 0 4
12 | Spoofing GPS 4 3 3|0 4
13 | Jamming GPS 1 3 0l 0 1

A simplified approach for dynamic security risk management in c: 7: 30|65 - 7:

302|322 (0)

A coordinated security attack launched against the example financial system
might include a combination of intrusions through various access points by several
adversaries working at different locations, targeted denial-of-service attacks, and
exploitation of previously unknown software vulnerabilities. Detection of such a situa-

Achieving critical system survivability through software archit: 14 - 14 (0)

by Siemens to support secure data transmission over PROFINET, and
to prevent attacks such as Man in the Middle (MitM) and replay. The

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)

7/12/2022
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SIEF 4 UPS risk assessment (the probability o
of its

(IoT4CPS) Attack on external devices connected to
a vehucle (¢.g. cell phone)

(IoT4CPS) Unintended transfer of data (infor-
mation leakage)

(ToT4CPS) Extract Data/Code- unauthonzed access
1o privacy information

Digital Twins for Dependability Improvement of Autonomous Drivi: 10: 86189 - 10:
317|306 (0)

7/12/2022

in [2] note that the biggest current threat to self driving
vehicles is exploitation through remote avenues. As such, the
attack vector utilized in this paper consists of the adversary
compromising the TCU through the remote cellular interface,
and consequently pivoting to hijack the RFA. With access to

Integrated moving target defense and control reconfiguration fo: 3 -3 (0)

Attack
Reduced Headway Attack

Joining Without Radar

Mis-report Attack
Collision Induction Attack

Non-Attack Abnormalities

Is your commute driving you crazy a study of misbehavior in veh: 5: 44|399 - 5:
173|543 (0)

al fault data injection attacks

Know the unknowns addressing disturbances and uncertainties in: 6 - 6 (0)
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For CACC, we consider the attacks identified in |9]. Specifically,
we focus on the POS attack and VEL attack. The POS attack occurs
when the attacker has the ability to modify LIDAR (position) sensor
values. It operates by slowly i ing the di d to
the direct leader so that the follower will overestimate the gap and
follow too closely. Such attack is able to reduce the safety of the
algorithm and increase the likelihood of a crash. The VEL attack
takes place when the attacker can modify RADAR (velocity) sensor
values, and works similarly.

Network and system level security in connected vehicle applicat: 3 -3 (0)
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ATTACK SURFACES IN AUTONOMOUS AUTOMATED VEHICLE
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Potential cyberattacks on automated vehicles: 5: 40|55 - 5: 562|714 (0)

7/12/2022

PROFINET"”, and to prevent attacks such as Man in the Middle
(MitM) and replay. The connections to the web-server are
secured using TLSv1.2, enabled by default.
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Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)

Vehicle Tracking
SARA Security Automotive Risk Analysis Method: 8 - 8 (0)

‘We group the security attacks on a CACC vehi-
cle stream as application layer, network layer,
system level, and privacy leakage attacks. All
these attacks can potentially impact the string
stability of the system, and compromise the safe-
ty and privacy of the passengers of the CACC
vehicle stream. Such attacks can be launched by
either an outsider or insider adversary. While

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

suppressant drug treatments for transplant patients. In the model described by
Timmis et al. [38] and Mokhtar et al. [25], safe antigen signals or self detectors
corresponding to the new service tasks could be inserted in to the existing reper-
toire of the AIS, to ensure that the new system tasks were not mistaken for, for
example, personation or middleman attacks.

Self-organisation for Survival in Complex Computer Architecture: 13 - 13 (0)

sis of possible anomalies. To ensure that a UAV is secure
on the network and does not compromise the mission, it
is necessary to ensure that different attacks and failures
are detected autonomously by the architecture. Therefore,

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 3 - 3 (0)

this analysis). The focus was cast on attack surfaces which
can be exploited remotely, i.e. when the attacker is within the

TARA Controllability-aware Threat Analysis and Risk Assessment: 4 - 4 (0)
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Attacks\Attack Surface\Physical
Access

Host-Guest Communication: We use QEMU’s virtio-serial for
data transfer between the host (i.e., I/O proxy threads) and guest
systems. It creates virtual serial ports in the guest, each of which
is mapped to a character device such as Unix domain socket, pipe,
TCP/UDP port, etc. in the host side. We created eight virtual
serial ports for the components listed in Table 1. The I/O proxy
threads in the SCE use eight Unix domain sockets to ¢ icate
with the virtual machine. One may use other types of host-guest
cc ication mechani such as shared memory. In our im-
plementation, we aimed to utilize an existing infrastructure that
does not require any modification or insertion to the stock QEMU,
The virtio-serial is adequate enough to handle the low-speed,
low-volume data transfer for sensor/actuator/communication vir-
tualization. We assume virtio-serial is trustworthy as it is part
of QEMU, the TCB.

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)

7/12/2022
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Integration\Security
Attacks\Attack Surface\Close
Proximity

Potential cyberattacks on automated vehicles: 5: 201 |50 - 5: 233|699 (0)

ID | Threat name System withstand
ET [EX | K | W | EQ

1 Spoofing radar 10 6 710 7
2 Tampering radar 17 6 710 7
5 Jamming radar 10 6 710 7
4 Spoofing LIDAR 1 3 010 4
5 Tampering LIDAR 10 3 710 7
6 Jamming LIDAR 1 3 (0] 0| 4
7 Spoofing Camera 0 0 0 1 0
8 Tampering Camera 0 0 0 1 0
9 DoS Camera 0 0 0 1 0
10 | Spoofing ultrasonic 10 6 710 7
11 Jamming ultrasonic 10 3 3 0 4
12 | Spoofing GPS 4 3 3|0 4
13 | Jamming GPS 1 3 0l 0 1

A simplified approach for dynamic security risk management in c: 7: 30|65 - 7:
302|322 (0)

7/12/2022
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Potential cyberattacks on automated vehicles: 5: 197|54 - 5: 231|729 (0)

7/12/2022

¢) radio jamming attack; d) tampering attack.

Security vulnerabilities of connected vehicle streams and their: 3: 68512 - 3:

588|805 (0)

Figure 2. Security attacks on a CACC vehicle stream: a) falsification attack; b) cavesdropping attack;

Integration\Security
Attacks\Attack Mechanisms

‘I'he complexity of an automated vehicle platoon system
— including inter-vehicle communications, vehicle’s internal
networking and its connection to external networks, as well
as complicated and distributed platooning controllers — opens
doors to malicious attacks. In-vehicle range sensors that
are used to measure the preceding car’s speed and location
might be altered. For instance, it was recently demonstrated
that radar and LIDAR sensors can be spoofed with a modu-
lated laser [1]. The wireless communication channel (DSRC)
is vulnerable to manipulation and wireless messages can be
spoofed by a motivated attacker [3,7,8]. All these attacks
could cause a wide array of problems in a deployed platoon,
for example, an attacker could cause crashes, reduce fuel
economy through inducing oscillations in spacing, prevent
the platoon from reaching its (or each individual’s) destina-
tion(s), or cause the platoon to break up. The full potential
of automated vehicle platooning will not be realized until
the issues related to communication and application secu-
rity can be satisfyingly resolved.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 1 - 1 (0)
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Adversary Model: We consider insider attacks that can
lead to safety issues such as car crashes in this work. At-
tacks that result in different c q s such as
performance, driver privacy, financial loss, etc. are not con-
sidered in this paper as they can be treated in the regular
way without considering safety. The adversary or the vehi-
cle controlled by the adversary is part of the platoon system
and thus is able to send valid V2V messages. However, there
is no guarantee on the correctness of information in the mes-
sages it sends. Also the adversary does not need to follow
the control law. The adversary is able to control one or more
vehicles, including the leader, in the platoon. However, it
cannot control all the radars or radar signals of vehicles in
the platoon because of the line-of-sight requirement.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 4 - 4 (0)

Attack

Message falsification attack
Message spoofing

Message replay

DoS (jamming)

System tampering
Collision induction attack
Reduced headway attack
Joining without radar
Mis-report attack
Non-attack abnormalities
Destabilization attack
Platoon control taken attack

Table 2: Atta

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 170|586 - 5:

299|756 (0)
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ID | Threat name System withstand
ET [EX | K | W | EQ

1 Spoofing radar 10 6 710 7
2 Tampering radar 17 6 710 7
5 Jamming radar 10 6 710 7
4 Spoofing LIDAR 1 3 010 4
5 Tampering LIDAR 10 3 710 7
6 Jamming LIDAR 1 3 (0] 0| 4
7 Spoofing Camera 0 0 0 1 0
8 Tampering Camera 0 0 0 1 0
9 DoS Camera 0 010 1 0
10 | Spoofing ultrasonic 10 6 710 7
11 Jamming ultrasonic 10 3 3 0 4
12 | Spoofing GPS 4 3 3|0 4
13 | Jamming GPS 1 3 0l 0 1

A simplified approach for dynamic security risk management in c: 7: 30|65 - 7:

302|322 (0)

In our example, consider first the occurrence of a fault with a major file server that
occurs during the middle of a normal market day (i.e., system state d,) and which can-
not be masked. To meet its survivability specification, the options that the system has
are to transition to providing either service S|, Sy, or S, (see Fig. 1) and the maximum
relative value to the user (from the ¥ table indexed by the current conditions d,) would
be in service S in this case. Were this to occur during the night, the transition would
be to service S, because the current conditions would be d;. Now suppose that while
the server is down, a coordinated security attack is launched against the system (a bad
situation getting worse). In that case, the response to the attack might be to shut down
as much of the system as possible. The system would transition to service S since that
would permit the best support in the event that the situation developed into a govern-
mental crisis.

Achieving critical system survivability through software archit: 10 - 10 (0)

7/12/2022
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A coordinated security attack launched against the example financial system
might include a combination of intrusions through various access points by several
adversaries working at different locations, targeted denial-of-service attacks, and
exploitation of previously unknown software vulnerabilities. Detection of such a situa-
tion requires that individual nodes recognize the circumstances of an attack, groups of
nodes collect events from multiple low-level nodes to recognize a wide-area problem,

Achieving Critical System Survivability Through Software Architectures 65

Workflows
National Error
Detection

Compound Events /

Regional Error
Detection

Local Error
Detection

Finite State Machine——

Events From Sensors

L

Fig. 4. Recognizing a Fault Hierarchy

and the high-level error-detection mechanism recognize the variety of simultaneous
wide-area problems as a coordinated attack.

Achieving critical system survivability through software archit: 14 - 15 (0)

ptably dependable and ptably secure. In other words, the
risk of something going wrong from within the system, as well as
the risk of something going wrong because of a malicious attack
from outside the system, are both acceptably low. Considering the

Approaching runtime trust assurance in open adaptive systems: 4 - 4 (0)

by Siemens to support secure data transmission over PROFINET, and
to prevent attacks such as Man in the Middle (MitM) and replay. The

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)

7/12/2022

67



MAXQDA 2022

Let us consider the case in which the CPS is targeted by a multi-
stage threat. The main purpose of the intruders is to cause damage
to the production facility. In particular, they aim to compromise the
cooling process of the manufacturing machine and, at the same
time, to flood the surrounding area with the cooling liquid over-
flowing from the tank. To perform this attack, the intruders intend
to attack the PLC's ladder logic modifying its control sequence. To
achieve this they put in place an advanced persistent threat (APT),
consisting of four stages. After acquiring relevant information using
social engineering methods, in the reconnaissance phase (stage I),
the attackers carry out a spear phishing campaign to gain access
to the enterprise rk. In the initial compromise, they infect the
victim employee’s workstation with DarkComet (a sophisticated re-
mote administration tool) and enable a back door to allow remote
access (stage Il). Consequently the attackers manage to infect other
hosts in the local network, performing the so called lateral move-
ments (stage Ill), and obtain administrative privilege on an engineer-
ing workstation deployed in the SCADA network. To intrude the
production network, the attackers exploit a vulnerability of a net-
work switch and establish a communication with the field devices,
including PLCs (stage IV). The attackers are now able to modify the
PLC configuration through the TIA portal and customize its logic. In
particular they apply specific changes to the ladder logic, to disable
the cool and the drain valve, change the fill limit values in the PLC
memory, and deny the HMI to send any overriding control command
to the PLC. Subsequently, they upload the altered configuration set-
tings to the PLC.

Countering targeted cyber-physical attacks using anomaly detect: 6 - 6 (0)

7/12/2022

(1oT4CPS) Attack on external devices connected to
a vehicle (e.g. cell phone)

(IoT4CPS) Unintended transfer of data (infor-
mation leakage)

(IoT4CPS) Extract Data/Code- unauthorized access
to privacy information

Digital Twins for Dependability Improvement of Autonomous Drivi: 10: 134|209 - 10:

316|295 (0)

The attack model for this paper focuses on code injection
and code reuse attacks on a vehicle network. The authors

Integrated moving target defense and control reconfiguration fo: 3 - 3 (0)
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Fig. 4: CAN Bus Message Timeslots

Configuration Manager Setup: The Configuration Man-

1) Scenariol: Code Injection Attack: This scenano in-
volves an autonomous vehicle starting out driving on a straight
road. At the point where the vehicle starts to take a tum
at 70 ds into the simulation, an ad y spoofs a
malicious RFA packet to exploit a buffer overflow vulnerability
in the operating neural rh ller, and execute a code

ager is responsible for initializing the underlying security
architecture, as well as providing attack detection and recon-
figuration mechanisms. For this case study, the Configuration
Manager is configured to spawn two underlying child pro-

cesses isting of a neural ller and safe con-
troller. One instance of cach will be spawned inside of a DBT
I which provides a ized vitualized envi

injection attack. The spoofed packet will contain an executable
instruction payload to start a malici ller that
false steering and throttle messages to cause the vehicle to
drive straight at full speed, failing to tum on the curve, and
consequently driving into a wall.

2) Scenario2: Code Reuse Attack: This scenario starts off
the same as the first io with an vehicle
driving on a straight road and then turning on a curve.

The adversary leverages a buffer overflow vulnerability in
the neural network controller found through reconnaissance
efforts and spoofs a malicious packet as input to the buffer
at 70 s ds into the simulation. Instead of ing code
directly on the stack like in scenario 1, the attacker will
craft the exploit specifically to overwrite the return address
of the current controller function to redirect control flow to an
existing safety-critical function in the program that causes the
vehicle to tum left. By continuously redirecting control flow
back to this function, the vehicle will move into a state of
continuously turning left in circles. The goal of the attacker
is to put the vehicle in this state with the hope of causing a
crash into a wall, or by approaching vehicles from behind.

actuation output. This time difference represents the amount
of time taken for putation by the ¢ ller. We repeat
this process for 1000 iterations of the controller with varying
inputs to identify an average execution time for the controller
process. By ing the average ion times for the CPS
controller without our architecture, and with our architecture,
we can have a relative comparison of the overhead that our
architecture presents.

When observing Figures 5, and 6, the overhead created with
both ISR and ASR enabled is minimal enough to maintain
execution times under the respective real time deadlines. For
example, when looking at the low complexity controller (safe

ller) ion times, overhead is about 10.2%, bringing

Integrated moving target defense and control reconfiguration fo: 8 - 9 (0)

7/12/2022

Attack
Reduced Headway Attack

Joining Without Radar

Mis-report Attack
Collision Induction Attack

Non-Attack Abnormalities

Is your commute driving you crazy a study of misbehavior in veh: 5: 44|399 - 5:

173|543 (0)
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ication faults can occur due to radio
mlerference. mobile units changing the network topology, nodes
locally deciding to shut off their radios to conserve energy or per-
form other tasks, or malicious network attacks such as jamming
and ﬂoodmg Furthennore, wu'eless communication prolocols typi-

Know the unknowns addressmg disturbances and uncertainties in: 3 - 3 (0)

Dependability against adversarial attacks. As the output of DNNs
is determined by input data, trained weights, and intermedi
results stored in memory, adversarial fault data injection attacks
such as physical laser beam [8] and row hammer attacks [50] can
easily late these p ters and have DNNs to generate
different oulpul Fig. 5 shows an example adversarial DNN attack.
The model is expected to infer red traffic light and stop sign from
the driving scene. However, malicious attacker can launch a fault
injection attack that alters the critical model parameters and in-
termediate computation results of DNNs running in an untrusted
and/or uncertified software environment, which in turn leads to a
false classification result and threatens the safety of the system. For
dependable DNN execution, it is imperative to protect the parame-
ters critical to output correctness from malicious data modifications.
The leakage of the critical parameters including data structures and
location in memory should also be prevented because such informa-
tion is required by fault injection attacks to analyze the weakness
of DNN models. Even if attacks happen, the degree of faulty output
should be ¢ ined within an ptable and predictable range.

Know the unknowns addressing disturbances and uncertainties in: 6 - 6 (0)

7/12/2022

Collaborative adaptive cruise control (CACC) extends traditional
adaptive cruise control (ACC) by involving the preceding car into
the acceleration computation. Specifically, in addition to measure-
ment from on-board sensors like RADAR or LIDAR, the new accel-

eration comp also leverages the accel information of
the P ding car, obtained th h DSRC ¢ ication. In such
ion c safcty—crmcal information (e.g.,

vehicle acceleration rate) are exchanged among vehicles via DSRC
BSMs. Each vehicle not only sends and receives messages, but also
works as a router for forwarding messages.

For CACC, we consider the attacks identified in [9]. Specifically,
we focus on the POS attack and VEL attack. The POS attack occurs
when the attacker has the ability to modify LIDAR (position) sensor
values. It operates by slowly increasing the distance measured to
the direct leader so that the follower will overestimate the gap and
follow too closely. Such attack is able to reduce the safety of the
algorithm and increase the likelihood of a crash. The VEL attack
takes place when the attacker can modify RADAR (velocity) sensor
values, and works similarly.

Network and system level security in connected vehicle applicat: 3 -3 (0)
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Potential cyberattacks on automated vehicles: 5: 41|66 - 5: 564|694 (0)
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Potential cyberattacks on automated vehicles: 8: 41|315 - 8: 556|703 (0)
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PROFINET", and to prevent attacks such as Man in the Middle
(MitM) and replay. The connections to the web-server are
secured using TLSv1.2, enabled by default.

Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)

four stages. After acquiring relevant information using social
engineering methods, in the reconnaissance phase (stage 1), the
attackers carry out a spear phishing campaign to gain access
to the enterprise network. In the initial compromise, they
infect the victim employee’s workstation with DarkComet’ (a
sophisticated remote administration tool) and enable a back
door to allow remote access (stage II). Consequently the
attackers manage to infect other hosts in the local network,
performing the so called lateral movements (stage III), and
obtain administrative privilege on an engineering workstation
deployed in the SCADA network. To intrude the production

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)

72



MAXQDA 2022

STRIDELC Explanation AINCAAUT
Threats categories security goals”
Spoofing p Authenticity
someone or
something else
Tampering to modify data or Integrity (%)
functions
Repudiation cannot traced back | Non-Repudiation
the author actions
Information to access to Confidentiality(*),
Disclosure confidential data (Privacy)
Denial of Service | interrupt a system Availability (%)
legitimate
operation
Elevation of perform Authorization
Privilege unauthorized
actions
Linkability [22] deduce the owner | Unlinkability [28],
identity from (Privacy)
owner public
unidentified data
Confusion [22] a data source Trustworthy(*) [8]
confuses the
system by sending
incorrect data
within authentic
data structure

SARA Security Automotive Risk Analysis Method: 5: 58|379 - 5: 295|693 (0)
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In a message falsification attack, the adversary
starts listening to the wireless medium and, upon
receiving each beacon, manipulates the content
meaningfully and rebroadcasts it as depicted in
Fig. 2a. Changing the value of different fields in
a beacon might have different effects on the sys-
tem depending on the implementation of the
vehicle’s longitudinal control system. For
instance, changing the acceleration field might
have a more significant effect than changing the
velocity.

In a spoofing attack, the adversary imperson-
ates another vehicle in the stream in order to
inject fraudulent information into a specific vehi-
cle. In one-vehicle look-ahead communication,
the adversary can impersonate the vehicle pre-
ceding the target vehicle even when the attacker
is physically distant from the target vehicle. Note
that an in-transit traffic tampering attack in order
to modify, delay, or drop messages is not appli-
cable in a CACC vehicle stream. This is due to
the fact that all communications are single-hop,
and no vehicle acts as a relay node in the system.

In a replay attack, the adversary receives and
stores a beacon sent by a member of the stream
and tries to replay it at a later time with mali-
cious intent. The replayed beacon contains old
information, which can lead to hazardous effects.
For instance, consider a scenario where a CACC
vehicle stream is moving forward with speed of
30 m/s (108 km/h). The adversary captures a
beacon, and stores it for later use. When the
leading vehicle slows down, the adversary injects
the old beacon into the system periodically. Fol-
lowing vehicles still think that the lead vehicle is
driving at 30 m/s and do not slow down, poten-
tially leading to a collision.

Security vulnerabilities of connected vehicle streams and their: 3 - 3 (0)

All presented attacks so far have been centered
around exploiting V2V communication in a
CACC vehicle stream. Another type of attack is
tampering with vehicle hardware or software,
which can be done by a malicious insider at the
manufacturing level or by an outsider in an unat-
tended vehicle (e.g., by replacing or altering cer-
tain vehicle sensors). Even if the communication
channel is secure, and a state-of-the-art security
architecture is deployed in the VANET if the
onboard hardware/software is tampered with or
faulty, the input information to the system will
not be accurate. This affects the operation of the
high-level protocols as illustrated in Fig. 2d.
Hence, the risk of tampering should not be
neglected.

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)
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A known method to realize DoS in the
VANET scenario is by using a vehicular botnet.
Mevlut ef al. (8] demonstrate the problems vehic-
ular botnets introduce to the autonomous car
setting via a simulation study. In their work, they
focus on producing physical congestion in a
given road segment and do not discuss the effects
of network level congestion through botnets of
compromised cars. It is envisioned that
autonomous cars are equipped with a tamper-
proof hardware security module (HSM), which is
responsible for storing digital keys as well as per-
forming all cryptographic operations, such as
message signing/verification, encryption, and
hashing [9]. These cryptographic operations are
complex and CPU-intensive; hence, there is an
upper bound on the number of cryptographic
operations a HSM can perform at a time. A
DoS/DDoS attack can target this limitation to
overwhelm an autonomous vehicle and make its
HSM unavailable.

Radio jamming to deliberately disrupt com-
munications over small or wide geographic areas,
as depicted in Fig. 2c, is another possible net-
work layer DoS attack. IEEE 802.11p standard
uses one control channel (CCH) with multiple
service channels (SCHs). The adversary can use
different jamming techniques like one-ch 1
jamming or swiping between all channels and
trying to jam them all. We would need a system
such as [10] to help detect and mitigate such
attacks. Other countermeasures for DoS attacks
in CACC vehicle streams involve traditional
solutions such as channel switching, technology
switching, frequency hopping, and utilizing mul-
tiple radio transceivers. If none of these tech-
niques are feasible, a CACC vehicle may need to
downgrade to the ACC system to help avoid a
rear-end collision.

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

7/12/2022

suppressant drug treatments tor transplant patients. In the model described by
Timmis et al. [38] and Mokhtar et al. [25], safe antigen signals or self detectors
corresponding to the new service tasks could be inserted in to the existing reper-
toire of the AIS, to ensure that the new system tasks were not mistaken for, for

example, personation or middleman attacks.

Self-organisation for Survival in Complex Computer Architecture: 13 - 13 (0)

is eventually stolen or captured

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 4 - 4 (0)
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range of the asset being targeted (e.g. sensor spoofing,
Bluetooth exploitation and mobile or wireless connectivity)

TARA ControlIabiIity-aware- Threat Analysis-and Risk Assessment: 4 - 4 (0)

Attack Relevant Attack Expertise Equipment Window of € <« ~Specific U
Surface  Methods g qui pportunity
(classified as in  Required Required
STRIDE [22])
Range Spoofing, Proficient Light transceivers’ Small (very  Sensor fusion should be used for Easier to setup in the urban usc case
Sensors Tampering (range sensor  Pulse generator  specific, c.g. sensors’ conflict detection. The  where distance between the vehicles and
(radar, (provide false  operation (optional) for Lidars  attack affects perception (ie the roadside and velocities applying are
ultrasonic,  sensor data); principles) depends on  system intended functionality perlower With a static roadside sctup
LiDAR)  Denial of Service the Lidar  ISO/PAS 14446 []) withowt  multiple cars in the range can be targeted
(blind or jam pulse causing malfunctioning of the  Effects can be very cnitical especially in
from a distance) frequency)  sensor. Redundancy in sensors  the urban case since presence or distance
(other range or vision sensors)  of detected objects are modified.
makes it controllable.
Vision Spoofing, Layman Light source (e.g.  Small (when Can be fairly controlled Works better if light source is mounted on
Sensors Tampering (blindinga  LED matrix) insensor  assuming auto-controls of the  a leading vehicle rather than a static
(looking at  (provide false  camera with range) camera sensor are detecting roadside setup. Also if the light source is
sensor extreme white anomaly or out of range values. statically placed in special places, such as
environment) data); Denial of  light not very Controllability increases with  near a traffic signal, on which victim
Service (jam difficult) sensor redundancy. Sensor vehicles stop for some time. Critical
sensor fusion should be used for effects in the urban use case since the
data channel) sensors” conflict detection if no  camera may never recover and specific
anomaly detection in the sensor  vision tasks cannot be performed by other
itself sensors (e g. traffic li ition]
Remote key  Denial of Service Proficient Device that can ~ Medium Controllable assuming an Ths 1s one of the vehicle's mterface that
control/ (jamming), (BT, radio copy BT/radio (when in appropriate IDS system and is open and can be jammed (¢ g. via
Smartphone Spoofing; signal signals and vehicle's system segregation. smartphone inputs to OBU) in order to
control for  Stepstone attack  interference)  transmit them range) perform thefl, damage or even injury 1o a
parking 1o get access in passing by pedestrian.
chauffer app AD ECU
Vehicle Wi- Data Expertor  Device with Wikl Medium _ Controllable with appropriate  Might bot ¢ad 10 direct attack 10 ADAS
Fi cavesdropping.  Multiple connectivity (when in IDS system and system ECU (clevation of privilege attack).
Spoofing (eg  Expens vehicle's  segregation. Can also be however an adversary can exploit the
inject false (Wi-Fi signal range) controlled if the gateway is infotainment system or TCU though Wi-
messages) interference) sufficiently protected (c.g., Fi (Telematics provides voice/data
Stepstone attac! firewalls, digitals certificates,  wircless networks and is connected to
10 get access in and ensuring that an outbound  all CAN buses ).
AD ECU connection can only be initiated
by the vehicle)
Road Tampening Laymanor  Physical road Unlimited  Very difficult to be detected Easy to execute for the attacker since it
structural  (modifying static proficient in  surface or traffic since HD maps of the can be performed independently of the
element or dynamic road the sign ificati i not usually vehicle presence. Affects vehicle self-
(cg tnffic tafficsigneg Proficientin  (e.g paint). available while dynamic localization ability and may also result in
sign, lanes) adding new fake the conception Specialized localization and matching isa  false positives for objects detected based

road signs or (vision-based  equipment for runtime infensive process. on visual artefacts (e.g a 3-D object
lanes) perception  interfering with drawing on the road surface).
interference).  road displays”
visual content.
TABLE VIl TARA+ Risk matrix (Values as defined in tables 1-V1 and Eq. 1-3
Attack Attack | Description Po (Attack | Po  value | System/Driv | Impact Impact value R*
Scenario surface Potential) (Eq. 1y or factors (Eq. 2) Modified | ranking
factors Controllabil | (Table 1) | Impact value (Eq. | (Table VI)
(Table I) ranking ity factors 3)
(Table IV) | (Table I1T)
Remote Vehicle | Inject fake commands on | E2 Kl |6/ [&) C | sS4 Joa |27 J2025 HIGH
Auack  on [ Wi-Fi CAN bus via attacking Pr3- (MI3-
Vehicle TCU TCU via exploiting vehicle | F42 | W1 | possible F4 P3 HIGH)
(Highway) Wi-Fi hotspot
Lidar sensor | Lidar Spoof the vehicle's lidar by | El K1 |7/ C® |c* |4 [O4 |23 s MEDIUM
spoofing optical means by Pr2- (MI2-
(Highway generating  signals  that "Eq2 | w3 | Unlikely 'F3 | PO | MEDIUM)
Traffic Jam) make objects  disappear
from the scenc [17).
Road Static Modify zebra crossing sign | EO Ko | o - ced [s3Joxfie |16 HIGH
infrastructure | road on the road surface creating — Prd- e (MI2-
attack sign the antifact of objects in | E40 | WO | very FI [P0 MEDIUM)
(Urban) front (see Fig. 4 in [20]). Possible

TARA Controllability-aware Threat Analysis and Risk Assessment: 6 - 6 (0)
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Attacks on Safety: An adversary can launch an attack on the
safety of a vehicle by, for ple, degrading the availability of
critical sensors (e.g., IMU) or actuators, or the control performance
(e.g., by changing PID gains). The worst-case scenario, from the

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)

Hijacking: It has been demonstrated that it is possible to hijack a
drone by exploiting the MAVLink protocol [9]. The idea is to send a
command that sets a new flight plan through the tel y ch 1
The telemetry radio pair of the drone and the ground control station
(GCS) distinguish themselves from others by their unique NetID
and the frequency band. Hence, by using the same NetID and radio
band and running the same firmware (which decodes the MAVLink
packets) as the target vehicle, the attacker can send any MAVLink
messages to the target.

VirtualDrone virtual sensing actuation and communication for at: 7 - 7 (0)

Corrupting Safety Functions: Autopilot programs also support
critical failsafe mechanisms that are activated under certain con-
ditions such as losing radio communication signal or low-battery.
It is in fact easy to corrupt such a safety-critical measure because

typically it can be enabled/disabled ly through a tel ry
command (hence, an attacker can send a command via radio, as
done in the hijacking scenario). M er, such a mechanism is

often implemented as a part of autopilot that runs at the user-level.
Hence, an attacker who has gained a root access can easily corrupt
it by modifying the configuration file or the memory.

VirtualDrone virtual sensing actuation and communication for at: 8 - 8 (0)

Side-channel: The virtualization of sensor, actuator, and commu-
nication allows for hiding certain types of information from the
NCE. One of the examples is the RSSI (Received Signal Strength
Indication) that indicates the link quality between a pair of radio
transmitter and receiver. We especially consider a scenario in which
an attacker tries to estimate the location of the GCS by observing
the RSSI measured between the vehicle and the GCS. Due to signal
attenuation, the radio signal is stronger as the vehicle is closer to the
GCS. Hence, one can correlate the RSSI with the GPS coordinate.

VirtualDrone virtual sensing actuation and communication for at: 8 - 8 (0)

7/12/2022
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Virtual Machine Introspection: Many rootkits modify critical
kernel data structures to intercept sensitive data, hide malicious
processes or files, etc. Forad ation, we impl d a secu-
rity module that checks the integrity of the system call table of the
guest OS, For this, we chose to utilize an existing interface provided
by QEMU, namely the QEMU Machine Protocol (QMP). It allows host-
side applications to communicate with or control a running QEMU
VM. We created a QMP Unix socket to which our security module
can connect. During the initialization of the VM, the module dumps
the current system call table and stores this initial state in memory.
From then on, the module regularly dumps the current table and

p it against the one obtained initially. Using this technique,
we were able to detect a known rootkit, modhide1, that hijacks the
open call to hide itself from the kernel module list.

VirtualDrone virtual sensing actuation and communication for at: 9 - 9 (0)
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Figure 14: The drone flies through T-1-2-3-4-1. The graphs
represent the RSSI (!oy), the Il!lhuk (middle), and the longi-
tude (b ). An can the I ion of the
GCS by correlating the RSSI and the GPS information.

Figure 14 illustrates such a possibility of side-channel. The graphs
in the figure represents the RSSI (between lhe drone and the GCS)
and the GPS coordi de and | ) d while

Votage (v)

105

0 20 @ 6 ® 100 120 140 160 180
Time (sec)

Figure 15: Voltage drop at the battery for 3-minutes of hov-
ering with and without the VirtualDrone framework.

the drone flies through a path (T-1-2-3-4-1). lflhc attacker is able to
obtain these RSSI information, he/she can estimate the location (or
a region) of the GCS by finding when the RSSI is high. The results
show quite accurate estimation of the true GCS location (shown in
the map). A complex algorithm will allow for further narrowing
down the location. The VirtualDrone fumework eliminates this

ibility by not providing the RSSI i ion to the NCE. Note
lhal R&‘;l ls needed only 1of the SCE (e.g., switches to the SCE
and then p a pre-defined op such as return-to-h

when RSS! is low due to the loss of telemetry link). Furthermore,
because of the telemetry virtualization, the NCE cannot even know
if the telemetry is communicated through a radio channel or a
network (e.g.. WiFi). In case of the network-based telemetry, the
SCE can even hide the IP address of the GCS.

Virtual Machine lnlmspedlon Many rootkits modify u'nk‘nl
kernel data toi itive data, hide mali
processes or files, etc. Fora demonslnnon, we implemented a secu-
rity module that checks the integrity of the system call table of the
guest OS. For this, we chose to utilize an existing interface provided
by QEMU, namely the QEMU Machine Protocol (QMP). It allows host-
side applications to communicate with or control a running QEMU
VM. We created a QMP Unix socket to which our security module
can connect. During the initialization of the VM, the module dumps
the current system call table and stores this initial state in memory.
From then on, the module regularly dumps the current table and
compares it against the one obtained initially. Using this technique,
we were able to detect a known rootkit, modhide1, that hijacks the
open call to hide itself from the kernel module list.

Note that we are not proposing new rootkit detection methods
here. We instead intend to demonstrate how the VirtualDrone
framework can handle such a stealthy security violation. One can
use a rich set of library for virtual machine introspection such as
LibWMI [3], which we leave for future work.

5.2 Discussion

Sensor attack: The VirtualDrone framework cannot handle phys-
ical manipulations on the sensors such as GPS spoofing. These
types of attacks are called sensor attack or false data injection attack,
and typically tackled by control-theoretic approaches [18, 19]. The
requirement, however, is that the methods themselves should be
protected from cyber-attacks. Hence, one can implement such a

que on the SCE layer, specifically in the security and safety
monitoring module, as it can see the true (but potentially physically

lated) sensor

Power consumption: Since UAS typically runs on battery power,
we pare the power ption of the p pe drone with
and without the VirtualDrone l’nmework In order lo compare lhe
power ion in a (e.g.. elimi
varying disturbance due to wind), we flew the drone indoors, hov-
ering it at a fixed position. We flew the drone for about 3 minutes
with the same fully-charged battery and measured the voltage drops
during the flight.

Figure 15 shows that the VirtualDrone does not impose over-
head on the power consumption. This is because the majority of
the power is consumed by the motors to lift the copter. The power
consumption by RPI2 board and the Navio+ sensors cannot exceed
5 Watts which is the upper bound of the power supply by the power
module. That is, the power consumption by any on-board comput-
ing cannot be more than 5 Watts, We calculated the average power
of the 3-minutes of flights, which ranged between IH and IIB
Watts. Hence, the power ption by any on-b
can be ignored. Dlxlndlefmlhnlﬂwupperboundnfpower
consumption by computing is two orders of magnitude smaller
than that of the motors, we conclude that the power consumption
overhead of running the VirtualDrone is negligible.

6 RELATED WORK

Current unmanned vehicle systems are very vulnerable to cyber-
attacks as demonstrated by recent attacks. Maldrone [8] is a soft-
ware virus that can compromise drones based on ARM Linux sys-
tems. The malware can open a backdoor in the Parrot AR Drones,
infect on-board software and take over the control. Pleban et al.
[23] presented analysis details on the insecure WiFi network and
OS user manngcmcnl of the Parrot AR Drones. Also, researchers
d a hij g of DJI drones by lati
fake GPS signals using km cost software defined radio tools [1 l]
It is also possible to inject MAVLink message into a radio link by
modifying the radio firmware, and hijack a flying drone [9], which
we reproduced for our case study. javud et al [15] lddressed some
Inerabilities of wireless in
aerial vehicles. Commercial airplanes are also facing with such
security problems. The Actel ProASIC chip used in carly Boeing

VirtualDrone virtual sensing actuation and communication for at: 9 -9 (0)
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Attacks on Safety: An adversary can launch an attack on the
safety of a vehicle by, for example, degrading the availability of
critical sensors (e.g., IMU) or actuators, or the control performance
(e.g., by changing PID gains). The worst-case scenario, from the
vehicle’s safety perspective, is when the attacker disables the flight
controller while the vehicle is flying. This immediately leads the
system to an open-loop state, which will cause the vehicle to crash,
To demonstrate this type of attack, we consider an extreme sce-
nario in which the flight controller is killed by an attacker. The
attacker can launch this attack by, for example, entering through a
backdoor, replacing the control program with one that self-crashes,
or installing a rootkit. We do not assume specific scenario of how
it is launched. We implemented a Linux kernel module that 1) finds
the APM autopilot process from the kernel’s process list and then
2) kills the process. The attacker could achieve the same goal by
causing the virtual machine to crash.

There could be several ways to detect this type of attack. One may
use a heartbeat mechanism, which however can be circumvented by
an attacker that impersonates the flight controller. Instead, we take
advantage of the SCE's ability to monitor the true physical state of
the vehicle. We use the attitude control performance measured at
the SCE. At each control loop, the SCE-side controller calculates the
errors of the rate control on the pitch, roll, and yaw of the copter.
During a stable flight, the rate errors are bounded, as shown in
Figure 17 in Appendix C, because the flight controller is active to
minimize the rate errors. In case of an open-loop state, the flight
controller cannot work to minimize the rate errors. Due to the fact
that a multirotor system is naturally an unstable flight platform,

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)

e has been received
STEP 4 CPS risk assessment (the probability of o«
the of its

Threat
(IoT4CPS) Attack on external devices connected to

a vehicle (e.g. cell phone)

(1oT4CPS) Unintended transfer of data (infor-

mation leakage)

(loT4CPS) Extract Data/Code- unauthonzed access

to privacy information

Digital Twins for Dependability Improvement of Autonomous Drivi: 9: 23|152 - 9:

327|321 (0)

7/12/2022

81



MAXQDA 2022 7/12/2022

Y LR TRANDAL TIUND UN IV TELLIUEN T IRANSFUKIATIUN 313 1EMS, VUL, 10, NU. 2 AFIIL 2010
TABLE |
ATTACK SURFACES IN AUTONOMOUS AUTOMATED VEHICLE
Target . Feadtaty o | Phpsical | Kame of detec | Kane of dotec- | Probohitey of | Dinct Masaed crosmed | Mitigation techmsique
etk woces | thiw by dever | then by systenn | swores Cumequencets)
letrmemacume: | chuange sign (ke s | Jew e i b [— T ok ifrsare
. =t s g kb of igh
e deer
e e ) e ar - L e A il shgn
P st chusge map ddsbwe dwer
e (e g g | hgh " p o~ towmdun | 0 wathon i Infrasrene  sign
e chasgs. map dsbee e
M v1- | Dl Conly sowrve of i | Hgh 3 o b Wah Wil ke | ver el camerss s Milce
“o o) Susbanc o g
bind (aaber wowres of - | bigh - oatum bgh hgh 1o ol the - | e -
[ -
el el - o -~ medn fohe i | dver b sowrce of dun
brake Fyle (omly e e
o infumtion)
e pessmsonayony | fow - e o modiun e Lt -
kel (seher s
of infirmathon mabtie)
o g Tk - - malun L el b ntnsthon
et
aing hgh - o maduem o Wgh | gh Awdim G echnigun,
Mghauabty I
nvetiche | et s e ™ malhm et S Wi
b - tnes o Dewstion.
™ SysemAm el
[Ep— edran yo gt matun edien Preaasice uf Qo o adety
PRpE—
Aot ncrforere (ekainerag. | el - o o e | b o [
et ey —
by
e crmk woueed hgh - b e [ dow o wher v of dum (ep
)
ke whrmonk: el | et - - o b e of e (.. )
T ha = - = ik et her, her sownce f G
sovart i (e el | o - walisn o molian aher source of du
ive watace. iminkie ob-
et
Juenesing. (senaruin wah | gh - - Nep etiin e, cher sewrce of
e
o ebicks (vignal e | bigh - ol madum et ke cther sewse o s
pean)
T ey Tk - - ) edien T [yrep———
Infakdegraial | sarem by
= hocke
wrman sacral (atwoem. | Wgh - o matin et e dowsion | i e saher sewce of doa
P ieg. st
)
o ETy—r— o 3 v - o Tabe e | i [
o
Nk s lone L5 | o e - o o Tobe davewn | e
Svasbons
e ) - 3 -~ ) ey ek 3 Tk ey
s ——
coenbnppiog CAN s | igh o ot - medten e o 1 vetich: securiy
™
o CAN mages | medtan yo wdun sk median fabe  moage | diverteatic din | i vctick scarity
s | e
ey
[T =gy eh = - - edian e e | Wil bt wource o den
- owraigann | drasben:
i anak of gy | medan o o o o g put | it g cahex sourwe of dela
e ihowmasigaie | dsaane
[T D o - - 0 medban Venpernry W | Gng ik | EMP peetios
st o e
doage W
ekt
e
[ Map pomcriny. o - o madun medien ooy mnwmr | il e ricion of maps server
Ao
s

Potential cyberattacks on automated vehicles: 5: 11|25 - 5: 591|753 (0)

82



MAXQDA 2022

Table 1: SARA Threat-Security goal Models

STRIDELC Explanation AINCAAUT
Threats categories security goals*
Spoofing impersonate Authenticity
someone or
something else
Tampering to modify data or Integrity (*)
functions
Repudiation cannot traced back | Non-Repudiation
the author actions
Information to access to Confidentiality("),
Disclosure fidential data (Privacy)
Denial of Service | interrupt a system Availability (*)
legitimate
operation
Elevation of perform Authorization
Privilege unauthorized
actions
Linkability [22] deduce the owner | Unlinkability [28],
identity from (Privacy)
owner public
identified data
Confusion [22] a data source Trustworthy(*) [8]
confuses the
system by sending
incorrect data
within authentic
data structure

“(*) identifies prioritized goal

SARA Securit& Automotive Risk Analysis Method: 5: 12354 - 5: 290|723 (0)
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TABLE VI

Attack Relevant Attack Expertise Equipment
Methods Required

Attack surfaces specific o AD operation

Window of C: Cs
Opportunity

~Specific Ce

Proficient Light transcervers’ Small (very  Sensor fusion should be used for Easier 1o setup in the urban use case
wlﬁ: cg sensors’ conflict detection. The  where distance between the vehicles and
for Lidars.

(radar, (provide false  operation optional) attack affects perception (1.e. the roadside and velocities applying are
sensor data), principles) depends on  system intended functionality perlower. With a static roadside setup
LiDAR) Denial of § the Ladar  ISO/PAS 14446 []) without mwltsple cars i the range can be targeted
(blind or jam pulse causing malfunctioning of the  Effects can be very critical especially in
from a distance) frequency)  sensor. Redundancy in sensors  the urban case since presence or distance
luhumavmmn) of detected objects are modified.
makes it controllable.
Vision Spoofing, Layman Light source (g Small (when Can be fairly controlled Works better if light source is mounted on
Sensors Tampering (blinding s LED matnix) n sensor assuming auto-controls of the & leading vehicle rather than a static
(Iooim;l pnmde false  camera with range) camera sensor are detecting roadside setup. Also if the light source is
extreme white anomaly or out of range values. statically placed in special places, such as
M)MLl)nnlul light not very Controllability increases with  near & traflic signal, on which victim
Service (jam difficult) sensor redundancy. Sensor vehicles stop for some time. Critical
sensor fusion should be used for effects in the urban use case since the
data channcl) sensors” conflict detection if no - camera may never recover and specific
anomaly detection in the semsor  visson tasks cannot be performed by other
itself. sensors (e.g. traffic light recognition).
Remote key Denial of Service Proficient Device that can ~ Medium Coatrollable assuming an This 15 one of the vehicle's interface that
control/ (Jamming); (BT.radio  copy BT/madio  (whenin appropriate IDS system and is open and can be jammed (¢ g. via
Smartphone  Spoofing. signal signals and vehicle's  system segregation smartphone inputs o OBU) in order to
control for  Stepstooe attack  interference)  transmit them. range) perform thefl, damage or even injury to a
parking 0 get access in passing by pedestrian
chauffer app AD ECU
Vehicle Wi- Dn- Expert or Device with WiFi Medium Coatrollable with appropnate  Might not lead to direct attack 1o ADAS
Fi Multiple (when in DS system and system ECU (elevation of privilege attack),
Swolhg (eg  Expents vehicle's  segregation. Can also be however an adversary can exploit the
inject false (Wi-Fi signal range) controlled if the gateway is infotainment syssem or TCU though Wi-
messages) mterference) sufficiently protected (e g, Fi (Telematics provides voice/data
Stepstone attack firewalls, digitals certi wireless networks and is connected to
10 get access in and ensuring that an outbound  all CAN buses ).
ADECU connection can only be initisted
by the vehicle).
Road Tampering Laymanor  Physical road Unlimited ~ Very difficult to be detected Easy to exccute for the attacker since it
structural  (modifying static pxnllmm -ufmaﬂnmc sunce HD maps of the «can be performed of the
clement or dynamic road sign mot usually vehicle presence. Affects vehicle self-
(eg traffic  traffic sign e.g h’dkxnlm (e paint) available while dynamic localtzation ability and may abso result in
sign, lancs)  adding new fake the conception Specialized localization and matching isa  false positives for objects detected based
road signs or (vision-based equipment for runtime iMtensive process. on visual ancfacts (¢.g a 3-D object
lanes) percepbon  interfenng with drawing on the rosd surface)
interference).  road displays”
visual content
TABLE VIl TARA+ Risk matrix (Values as defined in tables 1-V1and Eq. 13
Attack Attack | Description Po (Attack | Po  value Impact value R*
Scemario surface Potential) | (Eq. 1) (Eq. 2) Modified | ranking
factors Probability Impact value (Eq. | (Table VI)
(Table 1) ranking 3
(Table IV)
Remote Vehicle | Inject fake commands on | E2 Kl |6/ 27 [ 2025 HIGH
Attack  on | Wi-Fi | CAN bus via attacking [ Pr3- (MI3-
Vehicle TCU TCU via exploiting vehcle | 42 | W1 | possible HIGH)
(Highway) Wi-Fi hotspot
Lidar sensor | Lidar Spoof the vehicle's hdar by | E1 KI |7/ 23 |1 1s MEDIUM
spoofing optical  means by Pr2- (MI2-
(Highway signals  that [TEq™ ['W3 | Unlikely MEDIUM)
Traffic Jam) make
from the scene [17)
Road Static Modify zebea crossing sign | FO Ko | o . &3 S3 o3 |16 16 HIGH
infrastructure | road on the road surface creating Pré- (MI2-
attack sign the artifact of objects n [ 90 [ WO ) very Fi PO MEDIUM)
(Urban) frot (see Fig. 4 in [20]) Possible

13

TARA Controllability-aware Threat Analysis and Risk Assessment: 6: 28|38 - 6:
576|763 (0)
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Let us consider an illustrative case in which the CTI analysis func-
tion informs that a new firmware vulnerability is discovered that
affects the vast majority of the PLCs deployed in the production
network of a monitored target system. The vulnerability can be ex-
ploited to allow unauthorized remote access to the PLCs, and to
modify their ladder logic, dangerously compromising the controlled
industrial process. The security metric counting the number of vul-
nerable system components will point out that a security risk with
potentially large impact exists, and will enable the planning func-
tion. Hence, a self-adaptation policy will be invoked to opportunely
modify the monitoring function, and configure specific sensors to
inspect all access events to the PLCs affected by the vulnerability.
During the further analysis the system will then consider a security
metric reflecting the validity of the events sequence during the ac-
cess to those PLCs. If the detection results indicate that the con-
trol commands issued to any PLC, normally sent from a SCADA
MTU, are now being sent from an unknown device in the net-
work, and the anomaly detection tool detected events that prove
this process irregularity, a security alarm will be triggered. This will
indicate an abnormality in the security metric, potentially caused
by a connection hijacking attempt. A possible response action, to
be performed in the execution phase, would be: if the anomaly
detection reveals a connection hijacking attempt, targeting a PLC,
block every PLC connection attempt coming from unknown MAC
addresses.

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)

7/12/2022

STEP4  CPS risk assessment (the probability of o

(loT4CPS) Attack on external devices connected to

a vehicle (e.g. cell phone)

(1oT4CPS) Unintended transfer of data (infor-

mation leakage)

(1oT4CPS) Extract Data/Code- unauthorized access

to privacy information

Digital Twins for Dependability Improvement of Autonomous Drivi: 9: 23|152 - 9:

327|321 (0)
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deviations from the self-learned system behavior (see [18] for
further details). £CID consists of two components: £CID
Central and the anomaly miner (AMiner). An AMiner instance
can be installed on distributed nodes, or deployed on a central
node and collects logs from distributed monitored systems.
The AMiner parses log lines and checks white-listing rules to
identify if the normal system behavior is violated. In cases
of an anomaly the AMiner triggers an alarm, notifies the
administrator (via e-mail or SIEM alert), and reports the alarm
to ZACID Central. £CID Central manages all the AMiner
instances deployed in the monitored network. It continuously
learns and adapts the internal system model by collecting and
analyzing unparsed log lines from the AMiner instances: it ge-
nerates, updates and distributes sets of rules to be checked by
the AMiner instances; moreover, it correlates events reported
by different AMiner instances to detect suspicious activities
spanning multiple components in the network.

In the test setup we deployed ECID in its most light-weight
configuration: only one AMiner i e was indeed installed
stand-alone, on the control server machine. The log messages,
produced by the PLC and its diagnostic buffer, were therefore
collected and analyzed off-line by the AMiner instance running
on this machine. In order to keep the resource requirements
as low as possible, thus accurately reflecting a real CPPS
scenario, no AECID Central was installed in our tests. In
this operational mode the AMiner needs to be opportunely
configured by the system administrator to: i) parse the different
input log ges, and ii) distinguish abnormal log lines
which do not match the rules reflecting the normal system
behavior.

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)
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Table 1: SARA Threat-Security goal Models

STRIDELC Explanation AINCAAUT
Threats categories security goals*
Spoofing impersonate Authenticity
someone or
something else
Tampering to modify data or Integrity (*)
functions
Repudiation cannot traced back | Non-Repudiation
the author actions
Information to access to Confidentiality("),
Disclosure fidential data (Privacy)
Denial of Service | interrupt a system Availability (*)
legitimate
operation
Elevation of perform Authorization
Privilege unauthorized
actions
Linkability [22] deduce the owner | Unlinkability [28],
identity from (Privacy)
owner public
identified data
Confusion [22] a data source Trustworthy(*) [8]
confuses the
system by sending
incorrect data
within authentic
data structure

“(*) identifies prioritized goal

SARA Securit& Automotive Risk Analysis Method: 5: 12354 - 5: 290|723 (0)

7/12/2022
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Attacks\Attack
Mechanisms\Inject Unexpected
Items

The financial information system [22] supports a typical banking hierarchy,
from branches up to central banks, with financial services from domestic bank-
ing through retail and commercial banking to management of the international
money supply. Hazards relate to local or regional failures (systems, communi-
cations, power): security threats include compromised services and co-ordinated

76 F.A.C. Polack

attacks. Changes in requirements are not considered [22]. The authors identify
five example levels of tolerable service: primary, industry/government, financial
markets, foreign transfers, and government bonds [22]. The primary, or preferred,
level of service is the normal expectation. The different services of the banking

Self-organisation for Survival in Complex Computer Architecture: 10 - 11

Reference | Attack

Lmpact

Message faksification attack
Message spoofing

[14] | Message replay

DoS (jamming)

System tampering

Collision
Collision
Collision
Dissolved platoon
Collision

Collision induction attack
Reduced headway attack
7 Joining without radar
Mis-report attack
Non-attack abnormalities

Collision

Decreased string stability

Decreased string stahility

Decreased performance

Decreased performance and string stability |

Destabilization attack
Platoon control taken attack

Decreased string stability
Dissolved platoon

Table 2: Attacks and impacts

AT Covavite Analucie

A Functional Co-Design towards Safe and Secure Vehicle Platooni:

601|791 (0)

5:1[558 - 5:

7/12/2022
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Let us consider an illustrative case in which the CTl analysis func-
tion informs that a new firmware vulnerability is discovered that
affects the vast majority of the PLCs deployed in the production
network of a monitored target system. The vulnerability can be ex-
ploited to allow unauthorized remote access to the PLCs, and to
modify their ladder logic, dangerously compromising the controlled
industrial process. The security metric counting the number of vul-
nerable system components will point out that a security risk with
potentially large impact exists, and will enable the planning func-
tion. Hence, a self-adaptation policy will be invoked to opportunely
modify the monitoring function, and configure specific sensors to
inspect all access events to the PLCs affected by the vulnerability.
During the further analysis the system will then consider a security
metric reflecting the validity of the events sequence during the ac-
cess to those PLCs. If the detection results indicate that the con-
trol commands issued to any PLC, normally sent from a SCADA
MTU, are now being sent from an unknown device in the net-
work, and the anomaly detection tool detected events that prove
this process irregularity, a security alarm will be triggered. This will
indicate an abnormality in the security metric, potentially caused
by a connection hijacking attempt. A possible response action, to
be performed in the execution phase, would be: if the anomaly
detection reveals a connection hijacking attempt, targeting a PLC,
block every PLC connection attempt coming from unknown MAC
addresses.

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)

7/12/2022
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EOEA=3—ar—)

Fig. 4: CAN Bus Message Timeslots

Configuration Manager Setup: The Configuration Man-

1) Scenariol: Code Injection Attack: This scenano in-
volves an autonomous vehicle starting out driving on a straight
road. At the point where the vehicle starts to take a tum
at 70 ds into the simulation, an ad y spoofs a
malicious RFA packet to exploit a buffer overflow vulnerability
in the operating neural rh ller, and execute a code

ager is responsible for initializing the underlying security
architecture, as well as providing attack detection and recon-
figuration mechanisms. For this case study, the Configuration
Manager is configured to spawn two underlying child pro-

cesses isting of a neural ller and safe con-
troller. One instance of cach will be spawned inside of a DBT
I which provides a ized vitualized envi

injection attack. The spoofed packet will contain an executable
instruction payload to start a malici ller that
false steering and throttle messages to cause the vehicle to
drive straight at full speed, failing to tum on the curve, and
consequently driving into a wall.

2) Scenario2: Code Reuse Attack: This scenario starts off
the same as the first io with an vehicle
driving on a straight road and then turning on a curve.

The adversary leverages a buffer overflow vulnerability in
the neural network controller found through reconnaissance
efforts and spoofs a malicious packet as input to the buffer
at 70 s ds into the simulation. Instead of ing code
directly on the stack like in scenario 1, the attacker will
craft the exploit specifically to overwrite the return address
of the current controller function to redirect control flow to an
existing safety-critical function in the program that causes the
vehicle to tum left. By continuously redirecting control flow
back to this function, the vehicle will move into a state of
continuously turning left in circles. The goal of the attacker
is to put the vehicle in this state with the hope of causing a
crash into a wall, or by approaching vehicles from behind.

actuation output. This time difference represents the amount
of time taken for putation by the ¢ ller. We repeat
this process for 1000 iterations of the controller with varying
inputs to identify an average execution time for the controller
process. By ing the average ion times for the CPS
controller without our architecture, and with our architecture,
we can have a relative comparison of the overhead that our
architecture presents.

When observing Figures 5, and 6, the overhead created with
both ISR and ASR enabled is minimal enough to maintain
execution times under the respective real time deadlines. For
example, when looking at the low complexity controller (safe

ller) ion times, overhead is about 10.2%, bringing

Integrated moving target defense and control reconfiguration fo: 8 - 9 (0)

7/12/2022

distance lor each car behir

Attack
Reduced Headway Attack

Joining Without Radar

Mis-report Attack
Collision Induction Attack

Non-Attack Abnormalities

Is your commute driving you crazy a study of misbehavior in veh: 5: 26393 - 5:

176|547 (0)
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Dependability against adversarial attacks. As the output of DNNs
is determined by input data, trained weights, and intermedi
results stored in memory, adversarial fault data injection attacks
such as physical laser beam [8] and row hammer attacks [50] can
easily ipulate these p and have DNNs to generate
different output. Fig. 5 shows an example adversarial DNN attack.
The model is expected to infer red traffic light and stop sign from
the driving scene. However, malicious attacker can launch a fault
injection attack that alters the critical model parameters and in-
termediate computation results of DNNs running in an untrusted
and/or uncertified software environment, which in turn leads to a
false classification result and threatens the safety of the system. For
dependable DNN execution, it is imperative to protect the parame-
ters critical to output correctness from malicious data modifications.
The leakage of the critical parameters including data structures and
location in memory should also be prevented because such informa-
tion is required by fault injection attacks to analyze the weakness
of DNN models. Even if attacks happen, the degree of faulty output
should be contained within an acceptable and predictable range.

Know the unknowns addressing disturbances and uncertainties in: 6 - 6 (0)

7/12/2022
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Potential cyberattacks on automated vehicles: 5: 11|25 - 5: 591|753 (0)
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deviations from the self-learned system behavior (see [18] for
further details). £CID consists of two components: £CID
Central and the anomaly miner (AMiner). An AMiner instance
can be installed on distributed nodes, or deployed on a central
node and collects logs from distributed monitored systems.
The AMiner parses log lines and checks white-listing rules to
identify if the normal system behavior is violated. In cases
of an anomaly the AMiner triggers an alarm, notifies the
administrator (via e-mail or SIEM alert), and reports the alarm
to ZACID Central. £CID Central manages all the AMiner
instances deployed in the monitored network. It continuously
learns and adapts the internal system model by collecting and
analyzing unparsed log lines from the AMiner instances: it ge-
nerates, updates and distributes sets of rules to be checked by
the AMiner instances; moreover, it correlates events reported
by different AMiner instances to detect suspicious activities
spanning multiple components in the network.

In the test setup we deployed ECID in its most light-weight
configuration: only one AMiner i e was indeed installed
stand-alone, on the control server machine. The log messages,
produced by the PLC and its diagnostic buffer, were therefore
collected and analyzed off-line by the AMiner instance running
on this machine. In order to keep the resource requirements
as low as possible, thus accurately reflecting a real CPPS
scenario, no AECID Central was installed in our tests. In
this operational mode the AMiner needs to be opportunely
configured by the system administrator to: i) parse the different
input log ges, and ii) distinguish abnormal log lines
which do not match the rules reflecting the normal system
behavior.

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)
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A known method to realize DoS in the
VANET scenario is by using a vehicular botnet.
Mevlut ef al. (8] demonstrate the problems vehic-
ular botnets introduce to the autonomous car
setting via a simulation study. In their work, they
focus on producing physical congestion in a
given road segment and do not discuss the effects
of network level congestion through botnets of
compromised cars. It is envisioned that
autonomous cars are equipped with a tamper-
proof hardware security module (HSM), which is
responsible for storing digital keys as well as per-
forming all cryptographic operations, such as
message signing/verification, encryption, and
hashing [9]. These cryptographic operations are
complex and CPU-intensive; hence, there is an
upper bound on the number of cryptographic
operations a HSM can perform at a time. A
DoS/DDoS attack can target this limitation to
overwhelm an autonomous vehicle and make its
HSM unavailable.

Radio jamming to deliberately disrupt com-
munications over small or wide geographic areas,
as depicted in Fig. 2c, is another possible net-
work layer DoS attack. IEEE 802.11p standard
uses one control channel (CCH) with multiple
service channels (SCHs). The adversary can use
different jamming techniques like one-ch 1
jamming or swiping between all channels and
trying to jam them all. We would need a system
such as [10] to help detect and mitigate such
attacks. Other countermeasures for DoS attacks
in CACC vehicle streams involve traditional
solutions such as channel switching, technology
switching, frequency hopping, and utilizing mul-
tiple radio transceivers. If none of these tech-
niques are feasible, a CACC vehicle may need to
downgrade to the ACC system to help avoid a
rear-end collision.

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)
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TABLE VI

Attack Relevant Attack Expertise Equipment
Methods Required

Attack surfaces specific o AD operation

Window of C: Cs
Opportunity

~Specific Ce

Proficient Light transcervers’ Small (very  Sensor fusion should be used for Easier 1o setup in the urban use case
wlﬁ: cg sensors’ conflict detection. The  where distance between the vehicles and
for Lidars.

(radar, (provide false  operation optional) attack affects perception (1.e. the roadside and velocities applying are
sensor data), principles) depends on  system intended functionality perlower. With a static roadside setup
LiDAR) Denial of § the Ladar  ISO/PAS 14446 []) without mwltsple cars i the range can be targeted
(blind or jam pulse causing malfunctioning of the  Effects can be very critical especially in
from a distance) frequency)  sensor. Redundancy in sensors  the urban case since presence or distance
luhumavmmn) of detected objects are modified.
makes it controllable.
Vision Spoofing, Layman Light source (g Small (when Can be fairly controlled Works better if light source is mounted on
Sensors Tampering (blinding s LED matnix) n sensor assuming auto-controls of the & leading vehicle rather than a static
(Iooim;l pnmde false  camera with range) camera sensor are detecting roadside setup. Also if the light source is
extreme white anomaly or out of range values. statically placed in special places, such as
M)MLl)nnlul light not very Controllability increases with  near & traflic signal, on which victim
Service (jam difficult) sensor redundancy. Sensor vehicles stop for some time. Critical
sensor fusion should be used for effects in the urban use case since the
data channcl) sensors” conflict detection if no - camera may never recover and specific
anomaly detection in the semsor  visson tasks cannot be performed by other
itself. sensors (e.g. traffic light recognition).
Remote key Denial of Service Proficient Device that can ~ Medium Coatrollable assuming an This 15 one of the vehicle's interface that
control/ (Jamming); (BT.radio  copy BT/madio  (whenin appropriate IDS system and is open and can be jammed (¢ g. via
Smartphone  Spoofing. signal signals and vehicle's  system segregation smartphone inputs o OBU) in order to
control for  Stepstooe attack  interference)  transmit them. range) perform thefl, damage or even injury to a
parking 0 get access in passing by pedestrian
chauffer app AD ECU
Vehicle Wi- Dn- Expert or Device with WiFi Medium Coatrollable with appropnate  Might not lead to direct attack 1o ADAS
Fi Multiple (when in DS system and system ECU (elevation of privilege attack),
Swolhg (eg  Expents vehicle's  segregation. Can also be however an adversary can exploit the
inject false (Wi-Fi signal range) controlled if the gateway is infotainment syssem or TCU though Wi-
messages) mterference) sufficiently protected (e g, Fi (Telematics provides voice/data
Stepstone attack firewalls, digitals certi wireless networks and is connected to
10 get access in and ensuring that an outbound  all CAN buses ).
ADECU connection can only be initisted
by the vehicle).
Road Tampering Laymanor  Physical road Unlimited ~ Very difficult to be detected Easy to exccute for the attacker since it
structural  (modifying static pxnllmm -ufmaﬂnmc sunce HD maps of the «can be performed of the
clement or dynamic road sign mot usually vehicle presence. Affects vehicle self-
(eg traffic  traffic sign e.g h’dkxnlm (e paint) available while dynamic localtzation ability and may abso result in
sign, lancs)  adding new fake the conception Specialized localization and matching isa  false positives for objects detected based
road signs or (vision-based equipment for runtime iMtensive process. on visual ancfacts (¢.g a 3-D object
lanes) percepbon  interfenng with drawing on the rosd surface)
interference).  road displays”
visual content
TABLE VIl TARA+ Risk matrix (Values as defined in tables 1-V1and Eq. 13
Attack Attack | Description Po (Attack | Po  value Impact value R*
Scemario surface Potential) | (Eq. 1) (Eq. 2) Modified | ranking
factors Probability Impact value (Eq. | (Table VI)
(Table 1) ranking 3
(Table IV)
Remote Vehicle | Inject fake commands on | E2 Kl |6/ 27 [ 2025 HIGH
Attack  on | Wi-Fi | CAN bus via attacking [ Pr3- (MI3-
Vehicle TCU TCU via exploiting vehcle | 42 | W1 | possible HIGH)
(Highway) Wi-Fi hotspot
Lidar sensor | Lidar Spoof the vehicle's hdar by | E1 KI |7/ 23 |1 1s MEDIUM
spoofing optical  means by Pr2- (MI2-
(Highway signals  that [TEq™ ['W3 | Unlikely MEDIUM)
Traffic Jam) make
from the scene [17)
Road Static Modify zebea crossing sign | FO Ko | o . &3 S3 o3 |16 16 HIGH
infrastructure | road on the road surface creating Pré- (MI2-
attack sign the artifact of objects n [ 90 [ WO ) very Fi PO MEDIUM)
(Urban) frot (see Fig. 4 in [20]) Possible

13

TARA Controllability-aware Threat Analysis and Risk Assessment: 6: 28|38 - 6:
576|763 (0)
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Attacks on Safety: An adversary can launch an attack on the
safety of a vehicle by, for example, degrading the availability of
critical sensors (e.g., IMU) or actuators, or the control performance
(e.g., by changing PID gains). The worst-case scenario, from the
vehicle’s safety perspective, is when the attacker disables the flight
controller while the vehicle is flying. This immediately leads the
system to an open-loop state, which will cause the vehicle to crash,
To demonstrate this type of attack, we consider an extreme sce-
nario in which the flight controller is killed by an attacker. The
attacker can launch this attack by, for example, entering through a
backdoor, replacing the control program with one that self-crashes,
or installing a rootkit. We do not assume specific scenario of how
it is launched. We implemented a Linux kernel module that 1) finds
the APM autopilot process from the kernel’s process list and then
2) kills the process. The attacker could achieve the same goal by
causing the virtual machine to crash.

There could be several ways to detect this type of attack. One may
use a heartbeat mechanism, which however can be circumvented by
an attacker that impersonates the flight controller. Instead, we take
advantage of the SCE's ability to monitor the true physical state of
the vehicle. We use the attitude control performance measured at
the SCE. At each control loop, the SCE-side controller calculates the
errors of the rate control on the pitch, roll, and yaw of the copter.
During a stable flight, the rate errors are bounded, as shown in
Figure 17 in Appendix C, because the flight controller is active to
minimize the rate errors. In case of an open-loop state, the flight
controller cannot work to minimize the rate errors. Due to the fact
that a multirotor system is naturally an unstable flight platform,

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)
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Reference | Attack Impact
Message falsification attack Collision
Message spoofing Collision
[14] Message replay Collision
DoS (jamming) Dissolved platoon
System tampering Collision
Collision induction attack Collision

Reduced headway attack
Joining without radar
Mis-report attack
Non-attack abnormalities

Decreased string stability

Decreased string stability

Decreased performance

Decreased performance and string stability

8]

Destabilization attack
Platoon control taken attack

Decreased string stability
Dissolved platoon

A F;J‘nc't‘ionél éo:Désign towards Safe and Secure Vehicle Platooni: 5: 33|561 - 5:

558|790 (0)

Table 2: Attacks and impacts
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ID | Threat name System withstand
ET [EX | K | W | EQ

1 Spoofing radar 10 6 710 7
2 Tampering radar 17 6 710 7
3 Jamming radar 10 6 710 7
4 | Spoofing LIDAR NEREERE
5 Tampering LIDAR 10 3 710 7
6 Jamming LIDAR 1 3100 4
7 Spoofing Camera 0 0 (0 1 0
8 Tampering Camera 0 0 (0 1 0
9 DoS Camera 0 0|01 0
10 | Spoofing ultrasonic 10 6 710 7
11 | Jamming ultrasonic | 10 3 3|0 L
12 | Spoofing GPS 4 3 310 4
13 | Jamming GPS 1 3 0l o0 1

6

A simplified approach for dynamic security risk management in c: 7: 16|48 - 7:
302(325 (0)

7/12/2022
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Fig. 4: CAN Bus Message Timeslots

Configuration Manager Setup: The Configuration Man-

1) Scenariol: Code Injection Attack: This scenano in-
volves an autonomous vehicle starting out driving on a straight
road. At the point where the vehicle starts to take a tum
at 70 ds into the simulation, an ad y spoofs a
malicious RFA packet to exploit a buffer overflow vulnerability
in the operating neural rh ller, and execute a code

ager is responsible for initializing the underlying security
architecture, as well as providing attack detection and recon-
figuration mechanisms. For this case study, the Configuration
Manager is configured to spawn two underlying child pro-

cesses isting of a neural ller and safe con-
troller. One instance of cach will be spawned inside of a DBT
I which provides a ized vitualized envi

injection attack. The spoofed packet will contain an executable
instruction payload to start a malici ller that
false steering and throttle messages to cause the vehicle to
drive straight at full speed, failing to tum on the curve, and
consequently driving into a wall.

2) Scenario2: Code Reuse Attack: This scenario starts off
the same as the first io with an vehicle
driving on a straight road and then turning on a curve.

The adversary leverages a buffer overflow vulnerability in
the neural network controller found through reconnaissance
efforts and spoofs a malicious packet as input to the buffer
at 70 s ds into the simulation. Instead of ing code
directly on the stack like in scenario 1, the attacker will
craft the exploit specifically to overwrite the return address
of the current controller function to redirect control flow to an
existing safety-critical function in the program that causes the
vehicle to tum left. By continuously redirecting control flow
back to this function, the vehicle will move into a state of
continuously turning left in circles. The goal of the attacker
is to put the vehicle in this state with the hope of causing a
crash into a wall, or by approaching vehicles from behind.

actuation output. This time difference represents the amount
of time taken for putation by the ¢ ller. We repeat
this process for 1000 iterations of the controller with varying
inputs to identify an average execution time for the controller
process. By ing the average ion times for the CPS
controller without our architecture, and with our architecture,
we can have a relative comparison of the overhead that our
architecture presents.

When observing Figures 5, and 6, the overhead created with
both ISR and ASR enabled is minimal enough to maintain
execution times under the respective real time deadlines. For
example, when looking at the low complexity controller (safe

ller) ion times, overhead is about 10.2%, bringing

Integrated moving target defense and control reconfiguration fo: 8 - 9 (0)

7/12/2022

distance lor each car behir

Attack
Reduced Headway Attack

Joining Without Radar

Mis-report Attack
Collision Induction Attack

Non-Attack Abnormalities

Is your commute driving you crazy a study of misbehavior in veh: 5: 26393 - 5:

176|547 (0)
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3.1 Attacks against Collaborative Adaptive
Cruise Control

Collaborative adaptive cruise control (CACC) extends traditional
adaptive cruise control (ACC) by involving the preceding car into
the acceleration computation. Specifically, in addition to measure-
ment from on-board sensors like RADAR or LIDAR, the new accel-
eration computation also leverages the acceleration information of
the preceding car, obtained through DSRC ¢ ication. In such
application, messages containing safety-critical information (e.g.,
vehicle acceleration rate) are exchanged among vehicles via DSRC
BSMs. Each vehicle not only sends and receives messages, but also
works as a router for forwarding messages.

For CACC, we consider the attacks identified in [9]. Specifically,
we focus on the POS attack and VEL attack. The POS attack occurs
when the attacker has the ability to modify LIDAR (position) sensor
values. It operates by slowly increasing the distance measured to
the direct leader so that the follower will overestimate the gap and
follow too closely. Such attack is able to reduce the safety of the
algorithm and increase the likelihood of a crash. The VEL attack
takes place when the attacker can modify RADAR (velocity) sensor
values, and works similarly.

Network and system level security in connected vehicle applicat: 3 -3 (0)

7/12/2022
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Potential cyberattacks on automated vehicles: 5: 11|25 - 5: 591|753 (0)
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Table 1: SARA Threat-Security goal Models

STRIDELC Explanation AINCAAUT
Threats categories security goals*
Spoofing impersonate Authenticity
someone or
something else
Tampering to modify data or Integrity (*)
functions
Repudiation cannot traced back | Non-Repudiation
the author actions
Information to access to Confidentiality("),
Disclosure confidential data (Privacy)
Denial of Service | interrupt a system Availability (*)
legitimate
operation
Elevation of perform Authorization
Privilege unauthorized
actions
Linkability [22] deduce the owner | Unlinkability [28],
identity from (Privacy)
owner public
unidentified data
Confusion [22] a data source Trustworthy(*) [8]
confuses the
system by sending
incorrect data
within authentic
data structure

“(*) identifies prioritized goal

SARA Securit& Automotive Risk Analysis Method: 5: 12354 - 5: 290|723 (0)

7/12/2022
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A known method to realize DoS in the
VANET scenario is by using a vehicular botnet.
Mevlut ef al. (8] demonstrate the problems vehic-
ular botnets introduce to the autonomous car
setting via a simulation study. In their work, they
focus on producing physical congestion in a
given road segment and do not discuss the effects
of network level congestion through botnets of
compromised cars. It is envisioned that
autonomous cars are equipped with a tamper-
proof hardware security module (HSM), which is
responsible for storing digital keys as well as per-
forming all cryptographic operations, such as
message signing/verification, encryption, and
hashing [9]. These cryptographic operations are
complex and CPU-intensive; hence, there is an
upper bound on the number of cryptographic
operations a HSM can perform at a time. A
DoS/DDoS attack can target this limitation to
overwhelm an autonomous vehicle and make its
HSM unavailable.

Radio jamming to deliberately disrupt com-
munications over small or wide geographic areas,
as depicted in Fig. 2c, is another possible net-
work layer DoS attack. IEEE 802.11p standard
uses one control channel (CCH) with multiple
service channels (SCHs). The adversary can use
different jamming techniques like one-channel
jamming or swiping between all channels and
trying to jam them all. We would need a system
such as [10] to help detect and mitigate such
attacks. Other countermeasures for DoS attacks
in CACC vehicle streams involve traditional
solutions such as channel switching, technology
switching, frequency hopping, and utilizing mul-
tiple radio transceivers. If none of these tech-
niques are feasible, a CACC vehicle may need to
downgrade to the ACC system to help avoid a
rear-end collision.

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

7/12/2022

pendent approaches, as eventual security-related problems will
affect the system in different ways, for example, stored data
becomes a potential security concern if an unmanned vehicle
is eventually stolen or captured. Temporary data is a relevant
security concern for an unmanned vehicle under attack, as it
will likely contain control messages that should replace the

autopilot, assuming it is the attacked module.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 4 - 4 (0)
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TABLE VI

Attack Relevant Attack Expertise Equipment
Methods Required

Attack surfaces specific o AD operation

Window of C: Cs
Opportunity

~Specific Ce

Proficient Light transcervers’ Small (very  Sensor fusion should be used for Easier 1o setup in the urban use case
wlﬁ: cg sensors’ conflict detection. The  where distance between the vehicles and
for Lidars.

(radar, (provide false  operation optional) attack affects perception (1.e. the roadside and velocities applying are
sensor data), principles) depends on  system intended functionality perlower. With a static roadside setup
LiDAR) Denial of § the Ladar  ISO/PAS 14446 []) without mwltsple cars i the range can be targeted
(blind or jam pulse causing malfunctioning of the  Effects can be very critical especially in
from a distance) frequency)  sensor. Redundancy in sensors  the urban case since presence or distance
luhumavmmn) of detected objects are modified.
makes it controllable.
Vision Spoofing, Layman Light source (g Small (when Can be fairly controlled Works better if light source is mounted on
Sensors Tampering (blinding s LED matnix) n sensor assuming auto-controls of the & leading vehicle rather than a static
(Iooim;l pnmde false  camera with range) camera sensor are detecting roadside setup. Also if the light source is
extreme white anomaly or out of range values. statically placed in special places, such as
M)MLl)nnlul light not very Controllability increases with  near & traflic signal, on which victim
Service (jam difficult) sensor redundancy. Sensor vehicles stop for some time. Critical
sensor fusion should be used for effects in the urban use case since the
data channcl) sensors” conflict detection if no - camera may never recover and specific
anomaly detection in the semsor  visson tasks cannot be performed by other
itself. sensors (e.g. traffic light recognition).
Remote key Denial of Service Proficient Device that can ~ Medium Coatrollable assuming an This 15 one of the vehicle's interface that
control/ (Jamming); (BT.radio  copy BT/madio  (whenin appropriate IDS system and is open and can be jammed (¢ g. via
Smartphone  Spoofing. signal signals and vehicle's  system segregation smartphone inputs o OBU) in order to
control for  Stepstooe attack  interference)  transmit them. range) perform thefl, damage or even injury to a
parking 0 get access in passing by pedestrian
chauffer app AD ECU
Vehicle Wi- Dn- Expert or Device with WiFi Medium Coatrollable with appropnate  Might not lead to direct attack 1o ADAS
Fi Multiple (when in DS system and system ECU (elevation of privilege attack),
Swolhg (eg  Expents vehicle's  segregation. Can also be however an adversary can exploit the
inject false (Wi-Fi signal range) controlled if the gateway is infotainment syssem or TCU though Wi-
messages) mterference) sufficiently protected (e g, Fi (Telematics provides voice/data
Stepstone attack firewalls, digitals certi wireless networks and is connected to
10 get access in and ensuring that an outbound  all CAN buses ).
ADECU connection can only be initisted
by the vehicle).
Road Tampering Laymanor  Physical road Unlimited ~ Very difficult to be detected Easy to exccute for the attacker since it
structural  (modifying static pxnllmm -ufmaﬂnmc sunce HD maps of the «can be performed of the
clement or dynamic road sign mot usually vehicle presence. Affects vehicle self-
(eg traffic  traffic sign e.g h’dkxnlm (e paint) available while dynamic localtzation ability and may abso result in
sign, lancs)  adding new fake the conception Specialized localization and matching isa  false positives for objects detected based
road signs or (vision-based equipment for runtime iMtensive process. on visual ancfacts (¢.g a 3-D object
lanes) percepbon  interfenng with drawing on the rosd surface)
interference).  road displays”
visual content
TABLE VIl TARA+ Risk matrix (Values as defined in tables 1-V1and Eq. 13
Attack Attack | Description Po (Attack | Po  value Impact value R*
Scemario surface Potential) | (Eq. 1) (Eq. 2) Modified | ranking
factors Probability Impact value (Eq. | (Table VI)
(Table 1) ranking 3
(Table IV)
Remote Vehicle | Inject fake commands on | E2 Kl |6/ 27 [ 2025 HIGH
Attack  on | Wi-Fi | CAN bus via attacking [ Pr3- (MI3-
Vehicle TCU TCU via exploiting vehcle | 42 | W1 | possible HIGH)
(Highway) Wi-Fi hotspot
Lidar sensor | Lidar Spoof the vehicle's hdar by | E1 KI |7/ 23 |1 1s MEDIUM
spoofing optical  means by Pr2- (MI2-
(Highway signals  that [TEq™ ['W3 | Unlikely MEDIUM)
Traffic Jam) make
from the scene [17)
Road Static Modify zebea crossing sign | FO Ko | o . &3 S3 o3 |16 16 HIGH
infrastructure | road on the road surface creating Pré- (MI2-
attack sign the artifact of objects n [ 90 [ WO ) very Fi PO MEDIUM)
(Urban) frot (see Fig. 4 in [20]) Possible

13

TARA Controllability-aware Threat Analysis and Risk Assessment: 6: 28|38 - 6:
576|763 (0)

7/12/2022
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Integration\Security
Attacks\Attack
Mechanisms\Manipulate
System Resources

Attacks on Safety: An adversary can launch an attack on the
safety of a vehicle by, for example, degrading the availability of
critical sensors (e.g., IMU) or actuators, or the control performance
(e.g., by changing PID gains). The worst-case scenario, from the
vehicle’s safety perspective, is when the attacker disables the flight
controller while the vehicle is flying. This immediately leads the
system to an open-loop state, which will cause the vehicle to crash,
To demonstrate this type of attack, we consider an extreme sce-
nario in which the flight controller is killed by an attacker. The
attacker can launch this attack by, for example, entering through a
backdoor, replacing the control program with one that self-crashes,
or installing a rootkit. We do not assume specific scenario of how
it is launched. We implemented a Linux kernel module that 1) finds
the APM autopilot process from the kernel’s process list and then
2) kills the process. The attacker could achieve the same goal by
causing the virtual machine to crash.

There could be several ways to detect this type of attack. One may
use a heartbeat mechanism, which however can be circumvented by
an attacker that impersonates the flight controller. Instead, we take
advantage of the SCE’s ability to monitor the true physical state of
the vehicle. We use the attitude control performance measured at
the SCE. At each control loop, the SCE-side controller calculates the
errors of the rate control on the pitch, roll, and yaw of the copter.
During a stable flight, the rate errors are bounded, as shown in
Figure 17 in Appendix C, because the flight controller is active to
minimize the rate errors. In case of an open-loop state, the flight
controller cannot work to minimize the rate errors. Due to the fact
that a multirotor system is naturally an unstable flight platform,

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)

7/12/2022
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R Attack T,
Message Talsification attack Cﬁm
Message spoofing Collision
[14] Message replay Collision
Da$ (jamming) Dissolved platoon
System i Collision
Collision induction attack Collision
Reduced headway attack Decreased string stability
m Joining without radar Decreased string stability
Mis-report attack Decreased performance
Non-attack abnormalities Decreased qf:;_mmnu and string stability
) Dest fon at! string stability
Platoon control taken attack | Dissolved platoon

Tuble 2: Attacks and impacts

42
The EU project EVITA provides a risk model to measure
the security of in-vehicle systems [16]. In response to vari-
ous safety risks, 1SO 26262 severity classification defines four
soverity Jevels (S0, S1, S2 and S3) in terms of the estimated
personal injury that could result from the risk. SO refers to
no injuries. S1 refers to light or moderate injuries. S2 means
severe (o life-threatening injuries (survival probable). S3
means life threatening (survival uncertain) or fatal injuries.
The EVITA model extends the 1SO 26262 safety classifica-
tion by including a fifth level 54 which means fatal injuries
of multiple vehicles as cyber security attacks may have
i n ieation than unintended hard oF

more
software bugs can cause,

Previous work [7] his shown that message falsification and
collision induction attacks can result in serious safety issue.
However, it is not clear the severity level of such attacks. To
understand the severity level of a collision that is resulted
from a cyber attack, we introduce a new attack called leader
crash attack by extending the collision induction attack pro-
posed in [7]. In the leader crash attack, the leading car stops
suddenly (intentionally due to being remotely controlled by
an attacker or not) and causes the following cars to crash
over each other. This crash attack can bo mounted by any
insider, not just the leader, in the platoon. However it is
very likely  crash attack induced by the leader can have
the most severe consequence,

We use the PLEXE simulator to demonstrate the conse-
quence of this attack (severity). In this simulation, initially
a platoon of four vehicles is driving at the speed of 100 km/h
with a gap of 5 meters (we will use the same platoon as &
concrete example throughout the rest of the paper). At the

In this way, the leader vehicle acts just like it suddenly hits
the brake or crashes into something like a wall so that it
stops immediately. We see how the following vehicles will
respond under the CACC controller strategy. To obtain an
Insight of speed changing of the platoon in the crash, we
utilize the statistics collected from PLEXE which are shown
in Figure 2. In Figure 2, Vehicle 0 with the red line is the
leader vehicke. Vehicle 0 decelerates from 100 km/h (27.77
m/s) to 0 km/h in a very short time interval. The following
vehicles are trying to prevent crash by decelerating, but the
B-meter gap Is not long enough for them to fully stop before

85

they crash into the car before it. The above three lines ter-
minating at different time spot shows that each of them has
crashed into the leader vehicle.

»

mels
B

Figure 2: Speed Changes of Platoon during the Crash

More on severity. The above simulation clearly demon-
strates that the leader car crash attack can potentially resuit
in multiple car damage and life injuries and has the highest
level of safety severity. However, the maximum safety im-
pact of security attack demonstrated is only a local event to
several vehicles. We believe the worst security impact can
potentially be nation-wide impacting thousands or millions
of curs and suggest & new severity level of $5: nation-wide
wide spread and harmful impact. For example, in the
platoon context, suppose there Is a security weakness that
has an impact due to forged DSRC messages, also suppose
future smart-phones are DSRC enabled and malware spread
on smartphones, we can easily see a nation-wide attack plat-
form to attack the platoon mechanism. Due to the severity
of security attacks on platoon systems, we strongly argue the
importance of designing safe and secure platoon systems.

5. SAFE PLATOONING:GENERAL
APPROACH

Based on the safety-security co-design analysis, we pro-
pase a general approach to design a safe platooning. There
are three steps to take in order 10 maintain safety and secu-
rity. First, vehicles in the platoon need to keep o safe dis-
tance from preceding vehicle, so that when abnormal driving
happens, they have enough distance to brake. Second, ve-

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 301|2562 - 5:
49712745 (0)
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ID | Threat name System withstand
ET [EX | K | W | EQ

1 Spoofing radar 10 6 710 7
2 Tampering radar 17 6 710 7
3 Jamming radar 10 6 710 7
4 | Spoofing LIDAR NEREERE
5 Tampering LIDAR 10 3 710 7
6 Jamming LIDAR 1 3100 4
7 Spoofing Camera 0 0 (0 1 0
8 Tampering Camera 0 0 (0 1 0
9 DoS Camera 0 0|01 0
10 | Spoofing ultrasonic 10 6 710 7
11 | Jamming ultrasonic | 10 3 3|0 L
12 | Spoofing GPS 4 3 310 4
13 | Jamming GPS 1 3 0l o0 1

6

A simplified approach for dynamic security risk management in c: 7: 16|48 - 7:
302(325 (0)
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counter the identified threat. Response actions may include mon-
itoring reconfigurations, such as enabling detailed detection rules,
activating particular monitoring sensors, searching for specific indi-
cators of compromise, as well as actions modifying the operational
status of the CPS, such as restarting system components through
a control command, initiating the procedure of a password up-
date, adding rules to the firewall to block suspicious connections,
etc.

Let us consider an illustrative case in which the CT1 analysis func-
tion informs that a new firmware vulnerability is discovered that
affects the vast majority of the PLCs deployed in the production
network of a monitored target system. The vulnerability can be ex-
ploited to allow unauthorized remote access to the PLCs, and to
modify their ladder logic, dangerously compromising the controlled
industrial process. The security metric counting the number of vul-
nerable system components will point out that a security risk with
potentially large impact exists, and will enable the planning func-
tion. Hence, a self-adaptation policy will be invoked to opportunely
modify the monitoring function, and configure specific sensors to
inspect all access events to the PLCs affected by the vulnerability.
During the further analysis the system will then consider a security
metric reflecting the validity of the events sequence during the ac-
cess to those PLCs. If the detection results indicate that the con-
trol commands issued to any PLC, normally sent from a SCADA
MTU, are now being sent from an unknown device in the net-
work, and the anomaly detection tool detected events that prove
this process irregularity, a security alarm will be triggered. This will
indicate an abnormality in the security metric, potentially caused
by a connection hijacking attempt. A possible response action, to
be performed in the execution phase, would be: if the anomaly
detection reveals a connection hijacking attempt, targeting a PLC,
block every PLC connection attempt coming from unknown MAC
addresses.

It is important to notice that static mechanisms, such as invari-
able access control lists, permitting only a limited set of hosts with
specific IP address to communicate with field devices, are not effec-
tive when considering highly flexible and volatile environments like
CPS for Industry 4.0. Therefore, agile methods (e.g., based on the
MAPE-K model) are recommended.

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)
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Dependability against adversarial attacks. As the output of DNNs
is determined by input data, trained weights, and intermedi
results stored in memory, adversarial fault data injection attacks
such as physical laser beam [8] and row hammer attacks [50] can
easily ipulate these p and have DNNs to generate
different output. Fig. 5 shows an example adversarial DNN attack.
The model is expected to infer red traffic light and stop sign from
the driving scene. However, malicious attacker can launch a fault
injection attack that alters the critical model parameters and in-
termediate computation results of DNNs running in an untrusted
and/or uncertified software environment, which in turn leads to a
false classification result and threatens the safety of the system. For
dependable DNN execution, it is imperative to protect the parame-
ters critical to output correctness from malicious data modifications.
The leakage of the critical parameters including data structures and
location in memory should also be prevented because such informa-
tion is required by fault injection attacks to analyze the weakness
of DNN models. Even if attacks happen, the degree of faulty output
should be contained within an acceptable and predictable range.

Know the unknowns addressing disturbances and uncertainties in: 6 - 6 (0)
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Potential cyberattacks on automated vehicles: 5: 11|25 - 5: 591|753 (0)
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deviations from the self-learned system behavior (see [18] for
further details). £CID consists of two components: £CID
Central and the anomaly miner (AMiner). An AMiner instance
can be installed on distributed nodes, or deployed on a central
node and collects logs from distributed monitored systems.
The AMiner parses log lines and checks white-listing rules to
identify if the normal system behavior is violated. In cases
of an anomaly the AMiner triggers an alarm, notifies the
administrator (via e-mail or SIEM alert), and reports the alarm
to ZACID Central. £CID Central manages all the AMiner
instances deployed in the monitored network. It continuously
learns and adapts the internal system model by collecting and
analyzing unparsed log lines from the AMiner instances: it ge-
nerates, updates and distributes sets of rules to be checked by
the AMiner instances; moreover, it correlates events reported
by different AMiner instances to detect suspicious activities
spanning multiple components in the network.

In the test setup we deployed ECID in its most light-weight
configuration: only one AMiner i e was indeed installed
stand-alone, on the control server machine. The log messages,
produced by the PLC and its diagnostic buffer, were therefore
collected and analyzed off-line by the AMiner instance running
on this machine. In order to keep the resource requirements
as low as possible, thus accurately reflecting a real CPPS
scenario, no AECID Central was installed in our tests. In
this operational mode the AMiner needs to be opportunely
configured by the system administrator to: i) parse the different
input log ges, and ii) distinguish abnormal log lines
which do not match the rules reflecting the normal system
behavior.

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)

7/12/2022
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Table 1: SARA Threat-Security goal Models

STRIDELC Explanation AINCAAUT
Threats categories security goals*
Spoofing impersonate Authenticity
someone or
something else
Tampering to modify data or Integrity (*)
functions
Repudiation cannot traced back | Non-Repudiation
the author actions
Information to access to Confidentiality("),
Disclosure confidential data (Privacy)
Denial of Service | interrupt a system Availability (*)
legitimate
operation
Elevation of perform Authorization
Privilege unauthorized
actions
Linkability [22] deduce the owner | Unlinkability [28],
identity from (Privacy)
owner public
unidentified data
Confusion [22] a data source Trustworthy(*) [8]
confuses the
system by sending
incorrect data
within authentic
data structure

“(*) identifies prioritized goal

SARA Securit& Automotive Risk Analysis Method: 5: 12354 - 5: 290|723 (0)

7/12/2022
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A known method to realize DoS in the
VANET scenario is by using a vehicular botnet.
Mevlut ef al. (8] demonstrate the problems vehic-
ular botnets introduce to the autonomous car
setting via a simulation study. In their work, they
focus on producing physical congestion in a
given road segment and do not discuss the effects
of network level congestion through botnets of
compromised cars. It is envisioned that
autonomous cars are equipped with a tamper-
proof hardware security module (HSM), which is
responsible for storing digital keys as well as per-
forming all cryptographic operations, such as
message signing/verification, encryption, and
hashing [9]. These cryptographic operations are
complex and CPU-intensive; hence, there is an
upper bound on the number of cryptographic
operations a HSM can perform at a time. A
DoS/DDoS attack can target this limitation to
overwhelm an autonomous vehicle and make its
HSM unavailable.

Radio jamming to deliberately disrupt com-
munications over small or wide geographic areas,
as depicted in Fig. 2c, is another possible net-
work layer DoS attack. IEEE 802.11p standard
uses one control channel (CCH) with multiple
service channels (SCHs). The adversary can use
different jamming techniques like one-ch 1
jamming or swiping between all channels and
trying to jam them all. We would need a system
such as [10] to help detect and mitigate such
attacks. Other countermeasures for DoS attacks
in CACC vehicle streams involve traditional
solutions such as channel switching, technology
switching, frequency hopping, and utilizing mul-
tiple radio transceivers. If none of these tech-
niques are feasible, a CACC vehicle may need to
downgrade to the ACC system to help avoid a
rear-end collision.

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

7/12/2022
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TABLE VI

Attack Relevant Attack Expertise Equipment
Methods Required

Attack surfaces specific o AD operation

Window of C: Cs
Opportunity

~Specific Ce

Proficient Light transcervers’ Small (very  Sensor fusion should be used for Easier 1o setup in the urban use case
wlﬁ: cg sensors’ conflict detection. The  where distance between the vehicles and
for Lidars.

(radar, (provide false  operation optional) attack affects perception (1.e. the roadside and velocities applying are
sensor data), principles) depends on  system intended functionality perlower. With a static roadside setup
LiDAR) Denial of § the Ladar  ISO/PAS 14446 []) without mwltsple cars i the range can be targeted
(blind or jam pulse causing malfunctioning of the  Effects can be very critical especially in
from a distance) frequency)  sensor. Redundancy in sensors  the urban case since presence or distance
luhumavmmn) of detected objects are modified.
makes it controllable.
Vision Spoofing, Layman Light source (g Small (when Can be fairly controlled Works better if light source is mounted on
Sensors Tampering (blinding s LED matnix) n sensor assuming auto-controls of the & leading vehicle rather than a static
(Iooim;l pnmde false  camera with range) camera sensor are detecting roadside setup. Also if the light source is
extreme white anomaly or out of range values. statically placed in special places, such as
M)MLl)nnlul light not very Controllability increases with  near & traflic signal, on which victim
Service (jam difficult) sensor redundancy. Sensor vehicles stop for some time. Critical
sensor fusion should be used for effects in the urban use case since the
data channcl) sensors” conflict detection if no - camera may never recover and specific
anomaly detection in the semsor  visson tasks cannot be performed by other
itself. sensors (e.g. traffic light recognition).
Remote key Denial of Service Proficient Device that can ~ Medium Coatrollable assuming an This 15 one of the vehicle's interface that
control/ (Jamming); (BT.radio  copy BT/madio  (whenin appropriate IDS system and is open and can be jammed (¢ g. via
Smartphone  Spoofing. signal signals and vehicle's  system segregation smartphone inputs o OBU) in order to
control for  Stepstooe attack  interference)  transmit them. range) perform thefl, damage or even injury to a
parking 0 get access in passing by pedestrian
chauffer app AD ECU
Vehicle Wi- Dn- Expert or Device with WiFi Medium Coatrollable with appropnate  Might not lead to direct attack 1o ADAS
Fi Multiple (when in DS system and system ECU (elevation of privilege attack),
Swolhg (eg  Expents vehicle's  segregation. Can also be however an adversary can exploit the
inject false (Wi-Fi signal range) controlled if the gateway is infotainment syssem or TCU though Wi-
messages) mterference) sufficiently protected (e g, Fi (Telematics provides voice/data
Stepstone attack firewalls, digitals certi wireless networks and is connected to
10 get access in and ensuring that an outbound  all CAN buses ).
ADECU connection can only be initisted
by the vehicle).
Road Tampering Laymanor  Physical road Unlimited ~ Very difficult to be detected Easy to exccute for the attacker since it
structural  (modifying static pxnllmm -ufmaﬂnmc sunce HD maps of the «can be performed of the
clement or dynamic road sign mot usually vehicle presence. Affects vehicle self-
(eg traffic  traffic sign e.g h’dkxnlm (e paint) available while dynamic localtzation ability and may abso result in
sign, lancs)  adding new fake the conception Specialized localization and matching isa  false positives for objects detected based
road signs or (vision-based equipment for runtime iMtensive process. on visual ancfacts (¢.g a 3-D object
lanes) percepbon  interfenng with drawing on the rosd surface)
interference).  road displays”
visual content
TABLE VIl TARA+ Risk matrix (Values as defined in tables 1-V1and Eq. 13
Attack Attack | Description Po (Attack | Po  value Impact value R*
Scemario surface Potential) | (Eq. 1) (Eq. 2) Modified | ranking
factors Probability Impact value (Eq. | (Table VI)
(Table 1) ranking 3
(Table IV)
Remote Vehicle | Inject fake commands on | E2 Kl |6/ 27 [ 2025 HIGH
Attack  on | Wi-Fi | CAN bus via attacking [ Pr3- (MI3-
Vehicle TCU TCU via exploiting vehcle | 42 | W1 | possible HIGH)
(Highway) Wi-Fi hotspot
Lidar sensor | Lidar Spoof the vehicle's hdar by | E1 KI |7/ 23 |1 1s MEDIUM
spoofing optical  means by Pr2- (MI2-
(Highway signals  that [TEq™ ['W3 | Unlikely MEDIUM)
Traffic Jam) make
from the scene [17)
Road Static Modify zebea crossing sign | FO Ko | o . &3 S3 o3 |16 16 HIGH
infrastructure | road on the road surface creating Pré- (MI2-
attack sign the artifact of objects n [ 90 [ WO ) very Fi PO MEDIUM)
(Urban) frot (see Fig. 4 in [20]) Possible

13

TARA Controllability-aware Threat Analysis and Risk Assessment: 6: 28|38 - 6:
576|763 (0)

7/12/2022
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Attacks on Safety: An adversary can launch an attack on the
safety of a vehicle by, for example, degrading the availability of
critical sensors (e.g., IMU) or actuators, or the control performance
(e.g., by changing PID gains). The worst-case scenario, from the
vehicle’s safety perspective, is when the attacker disables the flight
controller while the vehicle is flying. This immediately leads the
system to an open-loop state, which will cause the vehicle to crash,
To demonstrate this type of attack, we consider an extreme sce-
nario in which the flight controller is killed by an attacker. The
attacker can launch this attack by, for example, entering through a
backdoor, replacing the control program with one that self-crashes,
or installing a rootkit. We do not assume specific scenario of how
it is launched. We implemented a Linux kernel module that 1) finds
the APM autopilot process from the kernel’s process list and then
2) kills the process. The attacker could achieve the same goal by
causing the virtual machine to crash.

There could be several ways to detect this type of attack. One may
use a heartbeat mechanism, which however can be circumvented by
an attacker that impersonates the flight controller. Instead, we take
advantage of the SCE's ability to monitor the true physical state of
the vehicle. We use the attitude control performance measured at
the SCE. At each control loop, the SCE-side controller calculates the
errors of the rate control on the pitch, roll, and yaw of the copter.
During a stable flight, the rate errors are bounded, as shown in
Figure 17 in Appendix C, because the flight controller is active to
minimize the rate errors. In case of an open-loop state, the flight
controller cannot work to minimize the rate errors. Due to the fact
that a multirotor system is naturally an unstable flight platform,

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)

7/12/2022

Integration\Security
Attacks\Type of Data\Risk
Indicators

T'he EU project EVITA provides a risk model to measure
the security of in-vehicle systems [16]. In response to vari-
ous safety risks, ISO 26262 severity classification defines four
severity levels (S0, S1, S2 and S3) in terms of the estimated
personal injury that could result from the risk. SO refers to

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5 - 5 (0)

Additionally to the events occurring within the boundaries of
the target industrial system, the monitoring process can leverage
the consideration of external security information, providing crit-
ical insights on the upcoming threats, newly discovered vulnera-
bilities affecting assets deployed in the system, available exploits,
and freshly released patches and updates. The interpretation anc
the correlation of this information, gathered from selected relevant
sources, allow to generate the so called Cyber Threat Intelligence

Countering targeted cyber-physical attacks using anomaly detect: 3 - 3 (0)
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| % of occurrence | Magnitude
15% 120
7% -
3% -

Digital Twins for Dependa‘bility Improvement of Autonomous Drivi: 9: 315|225 - 9:

471[290 (0)

7/12/2022

Fig. 3. Details on environment in the safety ontology.

Work Task  ferios TSk ['york Activity
Associated with _
o [ Requiredskil

Can perform Permitted

FIg.5. Details of hazardous event in the salety ontology.

inputs provided by the Monitor step we conduct risk assessment
that includes risk identification, risk analysis and risk evaluation. In
order to capture the k dge in this step, ctthe ired
concepts from ISO 31000: zoos OSHA, and EU-OSHA standards and
regulations,

Asa pan ol' lhe risk |denuﬁuum. monitored dau and the SWE
entity prop: d to identify
hazards that may glve rise to a risk. This incorporates detection
of out of range values !hal are considered essential ln risk

identification. To hi values for i i the

role h event, safety expens in different industries can define

Safety Indicators (SIs) considering the safety needs of the specific

Needed for Required industry. We consider four categories for (Sls), namely: Subject-
Object specific Sis (e.g., skill level, decreased mental alertness, fatigue,

Fig. 4. Details on activity in the safety ontology.

elements in the Section; and (iii) the sensors and monitoring
devices available at each Section to monitor the critical conditions
such as air pollution levels, temperature, etc.

(4) Activities, which are work procedures carried out by the
Subjects. The Activities can be broken down into simple tasks
that are the building blocks of that Activity. As shown in Fig. 4,
each Work Task in the Activity is associated to potential risks that
are usually defined in JHA documents. Activities include various
tasks as their building blocks that have properties including: (i)
potential risks for each task; (ii) required skills from the subject
who performs the task; (iii) permitted roles to perform the task
considering the subjects’ organizational role; and (iv) required
objects for performing the task. Fig. 4 shows the Work Activity class
as a part of the safety ontology.

To enable monitoring the described entities using sensing
loT Services, we define the concept of monitoring devices that
are the sensors, cameras, wearable monitoring tools, etc. Two
types of i devices are in the safety model:
passive and active. Passive devices are the monitoring tools that
are employed for sensing loT Services and are used for capturing
ambient data, such as temperature and humidity values, and for

loss of concentration); Object-specific Sis (e.g., object risk level, and
failure rate); Environment-specific Sis (e.g., fall rate); and Activity-
specific Sis (e.g., injury rate, proximity of hazardous activities to one
another, and compatibility of work activities).

Based on the defined Sls, Hazardous Events are identified.
The hazardous event is characterized by the type that indicates
the specific hazard and the entity that is causing it (i.e. the
Subject, Object, Environment, and Work Activity). The following
types of the h event are consids based on OSHA:
(i) physical (e.g., fire, heat, radiation); (ii) mechanical (e.g.. problems
in machinery and devices); (iii) electrical (e.g. voltage, current,
static charge); (iv) chemical (e.g., flammables, toxic elements);
(v) psychosocial (e.g., stress, fatigue) (see Fig. 5).

The Hazardous Event might lead to a Risk that has a type
(e.g. fire) and a source (e.g. gas wpe). This can be checked in
the risk analysis process that the probabili
of the Risk. In case the Hazardous Evem indicates a Rlsk further
analysis should take place in order to identify the consequences of
the risk (e.g., fatal injury of workers, non-fatal injury, occupational
disease, harm to infrastructure, etc.) and the probability of those
consequences. Furthermore, during the next step, namely risk
evaluation, the decision is made about the priority of attention
and the level (i.e., the intensity) of the identified Risk. Moreover,
the location in the environment affected by the Risk is another

monitoring the work activities. Active devices provide the ability to 3 i &
e & g an e e o e chvompent g s <S4t e o resment o
(i.e., used for control loT Services), e.g., air conditi P ontology,

control tools, etc.

Finally, the properties of the SWE entities (ie. Subject,
Object, Environment and Work Activity) together with the values
monitored by the Monitoring Devices (i.e.. ambient data, and
current work activities being performed) are the outputs of the
Monitor step of the MAPE-K loop which will be employed as the
input of the next step which is Analyze.

3.4.2. The safety ontology concepts for the analyze step of MAPE-K
loop

The main purpose of the Analyze step of the MAPE-K loop in
our gy is risk In this step, based on the

Ontology development for run-time safety management methodology: 5 -5 (0)

3.4.3. The safety ontology concepts for plan step of MAPE-K loop

In the Plan step, the main goal is deciding about Preventive
Strategies (PSs) as a part of risk treatment process in ISO
31000:2009. The Preventive Strategies as the main concept in this
step can be characterized based on the SWE entity that it is applied
to, namely, (i) Subject-specific PS (e.g., informing the person at risk,
controlling the correct usage of subject safety protection elements
such as hard hats, gloves, face shield, etc.); (ii) Object-specific PS
(e.g., scheduling safety inspection for machinery, turning off the
machinery, etc.); (iii) Environment-specific PS (e.g., adjusting the
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Table 9: SARA Risk Matrix
(C: Controllability, S: Severity, Al: Attack Likelihood)

[ Al®
4 5
\C STz s a5 |
1 RO | RO | R1| R2 R3
o | 2 [[ROJRI[Rz| R3 [ R4
3 R2 | R3 | R4 | R5 R6
1 RO | R1 | R2 R3 R4
1 [ 2 [[RI[R2[R3| R4 [R5
3 R3[| R4 [R5 | R6 | R7+
1 Ri |RZ | R3 | R4 R5
2 | 2 [[RE[R3|R4 [R5 | R6
3 R4 [R5 | R6e | R7 | R7+
1 R2 (R3 [R4 | RS Ré
3 [ 2 [[R3[R4|R5| R6 | R7
3 R5 | R7 | R7 | R7+ | R7+

SARA Security Automotive Risk Analysis Method: 8: 53|381 - 8: 288|598 (0)

7/12/2022

mous Vehicle Stream: We perform a study of
the security vulnerabilities and risks associated
with deploying VANET communication in con-
nected vehicle streams to achieve automated
sensing and control such as CACC. We consider

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

Integration\Security
Attacks\Type of Data\Threat

A. Knowledge-based system

cav CAV 105
context. CAV fenctions.
CAV security requirements

B. Context

monitoring
Figure 1. The proposed dynamic risk assessment model for CAV
A simplified approach for dynamic security risk management in c: 4: 36|631 - 4:

300|781 (0)
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which attack surfaces to focus. Furthermore, the threat agents
are unknown and therefore, it is not clear how to identify their
capabilities to estimate the risks. Any initial risk assessment of
the CAV will remain constant during the time it moves on the
road since there are no guidelines of when and how to update
the assessment.

A simplified approach for dynamic security risk managementinc: 6 - 6 (0)

Additionally to the events occurring within the boundaries ol
the target industrial system, the monitoring process can leverage
the consideration of external security information, providing crit-
ical insights on the upcoming threats, newly discovered vulnera-
bilities affecting assets deployed in the system, available exploits,
and freshly released patches and updates. The interpretation anc
the correlation of this information, gathered from selected relevant
sources, allow to generate the so called Cyber Threat Intelligence

Countering targeted cyber-physical attacks using anomaly detect: 3 - 3 (0)

|
(loT4CPS) Attack on external devices connected to
a vehicle (e.g. cell phone)
(loT4CPS) Unintended transfer of data (infor-
mation leakage)
(loT4CPS) Extract Data/Code- unauthorized access
to privacy information

Digital Twins for Dependability Improvement of Autonomous Drivi: 9: 133|211 - 9:
319(294 (0)

The threats are separately analyzed for autonomous and
cooperative automation systems. The autonomous systems do

Potential cyberattacks on automated vehicles: 3 - 3 (0)

Once the vehicle architecture selected, we identity assets and their
related threats using our systematic threats specification. Our metho

SARA Security Automotive Risk Analysis Method: 4 - 4 (0)

Integration\Security
Attacks\Type of
Data\Vulnerability
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Let us consider an illustrative case in which the CTI analysis func-
tion informs that a new firmware vulnerability is discovered that
affects the vast majority of the PLCs deployed in the production
network of a monitored target system. The vulnerability can be ex-
ploited to allow unauthorized remote access to the PLCs, and ta
modify their ladder logic, dangerously compromising the controlled
industrial process. The security metric counting the number of vul-
nerable system components will point out that a security risk with
potentially large impact exists, and will enable the planning func-
tion. Hence, a self-adaptation policy will be invoked to opportunely

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)

7/12/2022

buffer overflow vulnerability
Integrated moving target defense and control reconfiguration fo: 3 -3 (0)

mous Vehicle Stream: We perform a study of
the security vulnerabilities and risks associated
with deploying VANET communication in con-
nected vehicle streams to achieve automated
sensing and control such as CACC. We consider

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

Integration\Security
Attacks\Type of Data\Asset

vehicles’ intentions and dynamics through wireless vehicle to
vehicle (V2V) communication and advanced on-board sens-

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 1 - 1 (0)

Connected and autonomous vehicles (CAVs)
A simplified approach for dynamic security risk managementinc: 2 -2 (0)

Let us consider the case in which the CPS is targeted by a multi-
stage threat. The main purpose of the intruders is to cause damage
to the production facility. In particular, they aim to compromise the

Countering targeted cyber-physical attacks using anomaly detect: 6 - 6 (0)

An exemplary vehicle system model is shown in Figure 1.
Integrated moving target defense and control reconfiguration fo: 2 -2 (0)

Figure 1: In this figure, we show our prop at a high-level. The car in the back of the
platoon uses data sent via DSRC by the first car to model the expected behavior of car 2. The car then
determines whether the two expected signals differ by an gr than a threshold
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Is your commute driving you crazy a study of misbehavior in veh: 3 - 3 (0)

Consider the example of a seli-driving vehicle.

Know the unknowns addressing disturbances and uncertaintiesin: 1 - 1 (0)

In-Vehicular
Network
Component

(ECUA) [+

Component

((C2)] (ECU B)

“off
“,;I Gateway

o
~ External
Network -

Figure 1: Illustration of in-vehicle architecture and vehicu-
lar network communication.

Network and system level security in connected vehicle applicat: 2: 45|555 - 2:
300|725 (0)

Automated Vehicles

Potential cyberattacks on automated vehicles: 1 - 1 (0)

e Equipment groups ECU, sensors, and actuators (with their in-
stalled software and stored data).

* Data Flow groups communication (e.g., CAN bus, automotive
Ethernet, vehicular communications...) and sensors data flows.

« External Entity groups entities interacting with our architec-
ture (e.g., other vehicles, road infrastructures, pedestrians. .. ).

SARA Security Automotive Risk Analysis Method: 4 - 4 (0)

Analysis of Security Risks in an Autono-
mous Vehicle Stream: We perform a study of

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

IwWo cars.
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Integration\Security
Attacks\How is Severity
Measured\Continous

Integration\Security
Attacks\How is Severity
Measured\Discrete

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)

IMU, autopilot, and Wi-fi transmitter/receiver manipulate data
related to Solo’s positioning, so temporaryData is set to 0.3.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)

vehicle’s safety

TARA Controllability-aware Threat Analysis and Risk Assessment: 4 - 4 (0)

Figure 11: The attacker ('A’) tries to hijack the drone flying
along the normal path and to send it to a new waypoint (‘W’),
The attacker uses the same telemetry radio as the GCS and
the drone, and dified APM P GCS.

VirtualDrone virtual sensing actuation and communication for at: 7 - 7 (0)

6.3 Attack goal severity

Standardized severity factors are safety (Ss), privacy (Sp), financial
(S¢) and operational (S,) [31]. SARA severity relies on the previous
factors values and expert motivation for severity vector computa-
tion (Table 8): "

S =(Ss, Sp. 51, So) (3)
We choose a maximization approach by assuming that all severity
factors have equal importance. That is, SARA severity value is the
highest severity vector coefficient. For instance, we consider as
attack goal an unauthorized braking from one vehicle at low speed
with specific severity vector (e.g., S = (1, 1,0, 2)). The maximized
severity value is S = S, = 2. Therefore, we reduce risk assessment
time by avoiding the full risk vector computation. However, our
approach still supports vector approach if threat risk must be eval-
uated for each severity factor separately. SARA severity considers
attack goal scalability. For instance, if the aforementioned attack
goal occurs in a traffic jam. An unauthorized brake has a strong
impact on multiple vehicles safety and their operational state. The
severity of this situation (S = 3) is higher than in the single-vehicle
case (S = 2). That is, SARA Severity is flexible (e.g., maximization
or vector approach), supports severity absence (e.g., S = 0) and is
scalable (e.g., single or multiple attacks).

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

7/12/2022
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Integration\Security
Attacks\Affected Part of
Adaptation

Integration\Security
Attacks\Affected Part of
Adaptation\Database

Integration\Security
Attacks\Affected Part of
Adaptation\Controller

More on severity. 'I'he above simulation clearly demon-
strates that the leader car crash attack can potentially result
in multiple car damage and life injuries and has the highest
level of safety severity. However, the maximum safety im-
pact of security attack demonstrated is only a local event to
several vehicles. We believe the worst security impact can
potentially be nation-wide impacting thousands or millions
of cars and suggest a new severity level of 85: nation-wide
wide spread and harmful impact. For example, in the
platoon context, suppose there is a security weakness that
has an impact due to forged DSRC messages, also suppose
future smart-phones are DSRC enabled and malware spread
on smartphones, we can easily see a nation-wide attack plat-
form to attack the platoon mechanism. Due to the severity
of security attacks on platoon systems, we strongly argue the
importance of designing safe and secure platoon systems.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5 -5 (0)

Severity rational Financial Privacy/Legislative
S0 00 FO PO
Si 01 Fl Pl
52 02 F2 P2
S3 03 F3 P3
S4 04 F4 P4

TARA Controllability-aware Threat Analysis and Risk Assessment: 2 - 2 (0)

the vehicle dynamics |26]. By knowing the threaten data
flows, the expert forecasts the severity of attacks on assets,
the capabilities of self-observation, and self-controllability
of the automated driving system (ADS).

SARA Security Automotive Risk Analysis Method: 3 - 3 (0)

| Uptimization conhiguration

Central repository
Optimization database
HVAC controller database
Historic database

Expert knowledge database

Digital Twins for Dependability Improvement of Autonomous Drivi: 9: 121|467 - 9:

249|516 (0)

System tampering

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5 -5 (0)
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Let us consider the case in which the CPS is targeted by a multi-
stage threat. The main purpose of the intruders is to cause damage
to the production facility. In particular, they aim to compromise the
cooling process of the manufacturing machine and, at the same
time, to flood the surrounding area with the cooling liquid over-
flowing from the tank. To perform this attack, the intruders intend
to attack the PLC's ladder logic modifying its control sequence. To
achieve this they put in place an advanced persistent threat (APT),
consisting of four stages. After acquiring relevant information using

Countering targeted cyber-physical attacks using anomaly detect: 6 - 6 (0)

7/12/2022

payload into a vulnerable input buffer. This buffer was manu-
ally inserted into the high performance CPS controller to aid
in the evaluation process. At this point, the attacker can either

Integrated moving target defense and control reconfiguration fo: 8 - 8 (0)

This is an attack that could be mounted for various rea-
sons including not trusting the cooperative adaptive cruise
control system. The attacker misinforms the vehicle that
is following to increase the following car’s headway or to
cause a change in the following car’s behavior. The attacker
mounting this attack could either follow the prescribed con-
trol law or choose an alternative control law. We will assume
in this work that the attacker follows the prescribed control
law and only misreports its behavior so u, = u;. This attack
is motivated by wanting to increase the following distance
of the preceding car.

The attacker defines a mis-report percentage 3 € [0, 1] and
then implements the attack by reporting @, = (1 — 3)u, if
ug > 0 and i, = (14 Bug if us < 0.

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

such as puy:n.‘al JASCT UCALL [0 AU TUW HIAIUUET alacks |Jv) can
easily late these p ters and have DNNs to generate
different output. Fig. 5 shows an example adversarial DNN attack

Know the unknowns addressing disturbances and uncertainties in: 6 - 6 (0)

tures. The physical architecture represents interfaces, con-
trollers, sensors, actuators, and communication links. The

SARA Security Automotive Risk Analysis Method: 3 - 3 (0)

Virtual Machine Introspection

VirtualDrone virtual sensing actuation and communication for at: 9 -9 (0)
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Integration\Security
Attacks\Affected Part of
Adaptation\Sensors

capabilities tor tuture analysis. On the other hand, the spooting
attack on LIDAR and other attacks on camera will not be
considered because it targets non-critical components in
current operation.

A simplified approach for dynamic security risk managementinc: 7 -7 (0)

Sensors
Actuators

Digital Twins for Dependability Improvement of Autonomous Drivi: 9: 138|450 - 9:

250|466 (0)

For CACC, we consider the attacks identified in |9]. Specifically,
we focus on the POS attack and VEL attack. The POS attack occurs
when the attacker has the ability to modify LIDAR (position) sensor
values. It operates by slowly increasing the distance measured to
the direct leader so that the follower will overestimate the gap and
follow too closely. Such attack is able to reduce the safety of the
algorithm and increase the likelihood of a crash. The VEL attack
takes place when the attacker can modify RADAR (velocity) sensor
values, and works similarly.

Network and system level security in connected vehicle applicat: 3 -3 (0)

* In-vehicle sensors: Any on-board sensors that give infor-
mation about the internal state of the vehicle (rotational
speed of a wheel, tire pressure, etc.).

* Odometric sensors: Wheel encoders and inertial sen-
sors (accelerometers, gyroscope, etc.) used for inertial-
odometric navigation. The relative resistance of inertial
measurement to remote attacks is one reason why military
unmanned systems tend to use inertial measurement units
(IMUs) as the primary navigation sensor.

Potential cyberattacks on automated vehicles: 6 - 6 (0)

tures. The physical architecture represents interfaces, con-
trollers, sensors, actuators, and communication links. The

SARA Security Automotive Risk Analysis Method: 3 - 3 (0)

Kange
Sensors
(radar,
ultrasonic,
LiDAR)

7/12/2022
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TARA Controllability-aware Threat Analysis and Risk Assessment: 6 - 6 (0)

irtual Sensing and Actuation: C

VirtualDrone virtual sensing actuation and communication for at: 3 - 3 (0)

Integration\Safety
Hazards\Hazard Cause\Other

usea 1o perrorm sparnal COmpuraton; ana virtual Stigmergy, a
shared tuple space among all robots of a swarm. We believe that
adding model checking to models generated by PTFA on the these
top-down constructs can control the behavior of the swarm as a
single programmable machine, and provide safety from unwanted
emergent behavior.

Another current limitation of Buzz is that any predicate-preserving

Enginee'ring safety in swarm robotics: 4: 34|213 -4:302|287 (0)

in the operating neural network controller, and execute a code
injection attack. The spoofed packet will contain an executable
instruction payload to start a malicious controller that transmits
false steering and throttle messages to cause the vehicle to
drive straight at full speed, failing to turn on the curve, and
consequently driving into a wall.

2) Scenario2: Code Reuse Attack: This scenario starts off

IntAeéréFeAdA rﬁovmg t;;gé‘tﬁ‘e%n-s-é‘and—caHtAr—c;I?é-c-(A)ri{igiJArétion fo: 8:301|92 - 8:
589(182 (0)

(i) physical (e.g., fire, heat, radiation); (ii) mechanical (e.g., problems

in machinery and devices); (iii) electrical (e.g., voltage, current,

static charge); (iv) chemical (e.g., flammables, toxic elements);

(v) psychosocial (e.g., stress, fatigue) (see Fig. 5).

Ontology development for run-time safety management methodology: 5 -5 (0)

driver/iraflic disturbance

nonc

Potential cyberattacks on automated vehicles: 8: 408|297 - 8: 484|361 (0)

n the location. The VirtualDrone framework eliminates this
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possibility by not providing the RSSI information to the NCE. Note

that RSSI is needed only for the SCE (e.g., switches to the SCE

and then performs a pre-defined operation such as return-to-home

when RSSl is low due to the loss of telemetry link). Furthermore,

because of the telemetry virtualization, the NCE cannot even know

if the telemetry is communicated through a radio channel or a

network (e.g., WiFi). In case of the network-based telemetry, the

SCE can even hide the IP address of the GCS.

VirtualDrone virtual sensing actuation and communication for at: 9 -9 (0)

Integration\Safety
Hazards\Hazard Cause\String
Stability Decrease

Impact

Collision

Collision

Collision

Dissolved platoon
Collision

Collision

Decreased string stability

Decreased string stability
Decreased performance
Decreased performance and string stability

Decreased string stability
Dissolved platoon

ks and impacts

they crash into the car before it. The above three lines ter-
minating at different time spot shows that each of them has

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 303|540 - 5:
589|790 (0)
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Impact

Decreased String Stability

Decreased String Stability
Danger in wireless congestion
Decreased Performance
Collision

Loss of Life

Property Damage

Decreased Performance
Decreased String Stability

! [AFIRNS PR R

Isyourcommute driving you crazy a study of misbehavior in veh: 5: 178|389 - 5:

319|539 (0)
Integration\Safety ) Scenariol: Code Injection Attack: This scenario in-volves an autonomous vehicle
Hazards\Hazard Cause\Crash starting out driving on a straight

road. At the point where the vehicle starts to take a turn

at 70 seconds into the simulation, an adversary spoofs a

malicious RFA packet to exploit a buffer overflow vulnerability

in the operating neural network controller, and execute a code

injection attack. The spoofed packet will contain an executable
instruction payload to start a malicious controller that transmits

false steering and throttle messages to cause the vehicle to

drive straight at full speed, failing to turn on the curve, and

consequently driving into a wall.

Integrated moving target defense and control reconfiguration fo: 8 - 8 (0)

For CACC, we consider the attacks identified in [9]. Specifically,

we focus on the POS attack and VEL attack. The POS attack occurs

when the attacker has the ability to modify LIDAR (position) sensor
values. It operates by slowly increasing the distance measured to

the direct leader so that the follower will overestimate the gap and
follow too closely. Such attack is able to reduce the safety of the
algorithm and increase the likelihood of a crash. The VEL attack

takes place when the attacker can modify RADAR (velocity) sensor
values, and works similarly.

Network and system level security in connected vehicle applicat: 3 -3 (0)
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Integration\Safety
Hazards\Hazard
Cause\Component Failure

Potential cyberattacks on automated vehicles: 5: 396 |18 - 5: 504|765 (0)

seriously impact the vehicle’s safety as the on-board

system may make erroneous control decisions

threatening other vehicles on road causing multiple

injuries or deaths inflicting reputation and financial

TARA Controllability-aware Threat Analysis and Risk Assessment: 4 - 4 (0)

[13]) define domain specific processes and methods for development of safety-
critical embedded systems. They minimise systematic failures at development

(e.g. unimplemented requirement) and to control random failures during opera-tion
(e.g. component breakdown). These standards rely on quality management

Digital Twins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)
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Integration\Safety
Hazards\Hazard
Cause\Overheating

Potential cyberattacks on automated vehicles: 5: 396 |18 - 5: 504|765 (0)

To demonstrate this type of attack, we consider an extreme sce-nario in which the
flight controller is killed by an attacker. The

attacker can launch this attack by, for example, entering through a

backdoor, replacing the control program with one that self-crashes,

or installing a rootkit. We do not assume specific scenario of how

it is launched. We implemented a Linux kernel module that 1) finds

the APM autopilot process from the kernel’s process list and then

2) kills the process. The attacker could achieve the

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)

Let us consider the case in which the CPS is targeted by a multi-stage threat. The
main purpose of the intruders is to cause damage

to the production facility. In particular, they aim to compromise the

cooling process of the manufacturing machine and, at the same

time, to flood the surrounding area with the cooling liquid over-flowing from the
tank. To perform this attack, the intruders intend

to attack the PLC’s ladder logic modifying its control sequence. To

achieve this they put in place an advanced persistent threat (APT),

consisting of four stages. After acquiring relevant information using

social engineering methods, in the reconnaissance phase (stage 1),

the attackers carry out a spear phishing campaign to gain access

to the enterprise network. In the initial compromise, they infect the

victim employee’s workstation with DarkComet (a sophisticated re-mote
administration tool) and enable a back door to allow remote

access (stage Il). Consequently the attackers manage to infect other

hosts in the local network, performing the so called lateral move-ments (stage i),
and obtain administrative privilege on an engineer-ing workstation deployed in the
SCADA network. To intrude the

production network, the attackers exploit a vulnerability of a net-work switch and
establish a communication with the field devices,

including PLCs (stage IV). The attackers are now able to modify the

PLC configuration through the TIA portal and customize its logic. In

particular they apply specific changes to the ladder logic, to disable

the cool and the drain valve, change the fill limit values in the PLC

memory, and deny the HMI to send any overriding control command

7/12/2022
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Integration\Safety
Hazards\Hazard Cause\System
Failure

to the PLC. Subsequently, they upload the altered configuration set-tings to the PLC.

Countering targeted cyber-physical attacks using anomaly detect: 6 - 6 (0)

Figure 6 illustrates how the cooling process changes after

the PLC starts operating following the new logic (compare

this diagram with Figure 5). Supposing that the new logic is
uploaded before a new cooling cycle starts (as illustrated with
the red dashed line), although the temperature sensor will keep
sending high temperatures measurements to the PLC, the cool
valve will not be open, and the manufacturing machine will not
be cooled down. Assuming that no further safety precautions
are enabled, this will continue until the manufacturing machine
will overheat and stop operating. Meanwhile, the liquid level

in the tank will increase because the fill valve will remain

open, making the liquid overflow the tank, and subsequently
flood the area around the tank.

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)

the server is down, a coordinated security attack is launched against the system (a
bad

situation getting worse). In that case, the response to the attack might be to shut
down

as much of the system as possible. The system would transition to service S3 since
that

would permit the best support in the event that the situation developed into a
govern-mental crisis.

Achieving critical system survivability through software archit: 10 - 10 (0)

7/12/2022
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Potential cyberattacks on automated vehicles: 5: 396 |18 - 5: 504|765 (0)

Figure 6 illustrates how the cooling process changes after

the PLC starts operating following the new logic (compare

this diagram with Figure 5). Supposing that the new logic is
uploaded before a new cooling cycle starts (as illustrated with
the red dashed line), although the temperature sensor will keep
sending high temperatures measurements to the PLC, the cool
valve will not be open, and the manufacturing machine will not
be cooled down. Assuming that no further safety precautions
are enabled, this will continue until the manufacturing machine
will overheat and stop operating. Meanwhile, the liquid level

in the tank will increase because the fill valve will remain

open, making the liquid overflow the tank, and subsequently
flood the area around the tank.

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)

eR A RSMLAY EUteR URSUSE Y ALASIAR WEENS SSARLEARRSEEES )
System control requires system internal and external observation
to anticipate system failures caused by hazards or threats. The
fully autonomous vehicle cannot rely on human perception. We
tackle this issue with a new metric called Observation (O). The latter
defines system tolerant default and its ability to detect errors and
faults. Therefore, it controls system security risks. Observation has

SARA Security Automotive Risk Analysis Method: 7: 37|70 - 7: 306|155 (0)

Hazards relate to local or regional failures (systems, communi-cations, power)
Self-organisation for Survival in Complex Computer Architecture: 10 - 10 (0)

mitigated by the system as

system goes into fail-operational mode

(sufficient vehicle level

redundancy to continue full

operation; no reliance on

the driver; applicable to

L4 and higher).

TARA Controllability-aware Threat Analysis and Risk Assessment: 3 - 3 (0)

7/12/2022
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Integration\Safety
Hazards\Hazard
Cause\Performance Alteration

Impact

Collision
Collision
Collision
Dissolved platoon
Collision
Collision

Decreased string stability

Decreased string stability

Decreased performance

Decreased performance and string stability

Decreased string stability
Dissolved platoon

ks and impacts

they crash into the car before it. The above three lines ter-
minating at different time spot shows that each of them has

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 303|540 - 5:
589|790 (0)

In (ABCD), given the spoofing attacks on LIDAR, the

knowledge-based system suggests that attackers aim to spoof

nearby objects, which is part of a larger aim of slowing down

the CAV (e.g. see the attack tree in Figure 5). On the other

hand, LIDAR spoofing is the only attack that is recorded,

therefore we assume that attacker capabilities equal to system

A simplified approach for dynamic security risk managementinc: 6 -6 (0)

) Scenariol: Code Injection Attack: This scenario in-volves an autonomous vehicle
starting out driving on a straight

road. At the point where the vehicle starts to take a turn

at 70 seconds into the simulation, an adversary spoofs a

malicious RFA packet to exploit a buffer overflow vulnerability

in the operating neural network controller, and execute a code

injection attack. The spoofed packet will contain an executable

instruction payload to start a malicious controller that transmits

false steering and throttle messages to cause the vehicle to

drive straight at full speed, failing to turn on the curve, and

7/12/2022
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consequently driving into a wall.
Integrated moving target defense and control reconfiguration fo: 8 - 8 (0)

Impact

Decreased String Stability

Decreased String Stability
Danger in wireless congestion
Decreased Performance

Collision

Loss of Life

Property Damage
Decreased Performance
Decreased String Stability

-I;\—/Ba;—cor.n—r;u:c-e; d?i—vi;\g-\./ou crazy a study of misbehavior in veh: 5: 178|389 - 5:
319|539 (0)

instance, changing the acceleration field might

have a more significant effect than changing the

velocity

Security vulnerabilities of connected vehicle streams and their: 3 - 3 (0)

Integration\Safety
Hazards\Hazard Cause\Collision

Impact

Collision

Collision

Collision

Dissolved platoon
Collision

Collision

Decreased string stability
Decreased string stability
Decreased performance
Decreased performance and string stability
Decreased string stability
Dissolved platoon

ks and impacts

they crash into the car before it. The above three lines ter-
minating at different time spot shows that each of them has
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A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 303|540 - 5:
589(790 (0)

Impact

Decreased String Stability

Decreased String Stability
Danger in wireless congestion

Decreased Performance

Collision
Loss of Life
Property Damage

Decreased Performance
Decreased String Stability

SRS SR NPR I PR -

‘I-smyour commute driving you crazy a study of misbehavior in veh: 5: 178|389 - 5:
319|539 (0)

) Only partial agreement reached. Unsafe to

merge as vehicles 1 and 2 may collide in the middle lane. (b)

Global consensus/agreement reached. Safe to merge. (c) Par-tial agreement reached
among vehicles 1, 2 and 4. Vehicle 2

may merge into the middle lane based on its own sensors

and the communication with 4, but the case is not as safe as

in case (b). (d) Partial agreement reached between vehicles

1 and 2, and between 3 and 4. Vehicle 2 may still be able to

merge into the middle lane based on its own sensors, but the

case is not as safe as the ones in (b) and (c)

Network and system level security in connected vehicle applicat: 5-5 (0)
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Integration\Safety
Hazards\Hazard Source\External

Potential cyberattacks on automated vehicles: 5: 396 |18 - 5: 504|765 (0)

leading vehicle slows down, the adversary injects
the old beacon into the system periodically. Fol-lowing vehicles still think that the

lead vehicle is

driving at 30 m/s and do not slow down, poten-tially leading to a collision.
Security vulnerabilities of connected vehicle streams and their: 3 - 3 (0)

f an accident involving two cars. |

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)

Adversary Model: We consider insider attacks that can
lead to safety issues such as car crashes in this work. At-
tacks that result in different consequences such as system
performance, driver privacy, financial loss, etc. are not con-
sidered in this paper as they can be treated in the regular
way without considering safety. The adversary or the vehi-
cle controlled by the adversary is part of the platoon system
and thus is able to send valid V2V messages. However, there
is no guarantee on the correctness of information in the mes-
sages it sends. Also the adversary does not need to follow
the control law. The adversary is able to control one or more
vehicles, including the leader, in the platoon. However, it
cannot control all the radars or radar signals of vehicles in
the platoon because of the line-of-sight requirement.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 4 - 4 (0)

7/12/2022
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ID | Threat name System withstand
ET [EX | K | W | EQ

1 Spoofing radar 10| 6 710 7
2 Tampering radar 17 6 710 7
3 Jamming radar wile6 |70 7
4 | Spoofing LIDAR I | 3|00 4
5 Tampering LIDAR 10| 3 710 7
6 Jamming LIDAR 1 3100 4
7 Spoofing Camera 0 0|0 1 0
8 Tampering Camera 0 0 (0] 1 0
9 DoS Camera 0 0101 0
10 | Spoofing ultrasonic 10 6 710 7
11 | Jamming ultrasonic | 10 [ 3 | 3 | 0 4
12 | Spoofing GPS 4 3130 4
13 | Jamming GPS 1 3100 1

€

A simplified approach for dynamic security risk management in c: 7: 39|43 - 7:

300|323 (0)

are not tast enough. lheretore, the crash risks in these cases
are high.

A simplified approach for dynamic security risk management in c: 8 - 8 (0)

a coordinated terrorist attack
Achieving critical system survivability through software archit: 14 - 14 (0)

Let us consider the case in which the CPS is targeted by a muiti-
stage threat. The main purpose of the intruders is to cause damage
to the production facility. In particular, they aim to compromise the
cooling process of the manufacturing machine and, at the same
time, to flood the surrounding area with the cooling liquid over-
flowing from the tank. To perform this attack, the intruders intend
to attack the PLC's ladder logic modifying its control sequence. To
achieve this they put in place an advanced persistent threat (APT),
consisting of four stages. After acquiring relevant information using

Countering targeted cyber-physical attacks using anomaly detect: 6 - 6 (0)

7/12/2022
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we oy

Threat

(IoT4CPS) Attack on external devices connected to
a vehicle (e.g. cell phone)

(1oT4CPS) Unintended transfer of data (infor-
mation leakage)

(IoT4CPS) Extract Data/Code- unauthorized access
1o privacy information

Digital Twins for Dependability Improvement of Autonomous Drivi: 10: 57|196 - 10:
316|296 (0)

The attack model for this paper focuses on code injection
and code reuse attacks on a vehicle network. The authors

Integrated moving target defense and control reconfiguration fo: 3 -3 (0)

vehicle tuning. This attack causes the reaction of the car to In this attack, the attacker broadcasts an acceleration pro-
be based only on the feedforward information which is dan- file indicating that they are speeding up which causes the
gerous if wireless congestion prevents the cars from commu- following vehicle to accelerate. The attacker actually starts
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Figure 4: In this figure, we show the effect of a collision induction attack that is started at 10 seconds. On
the left is a plot of the distance between the attacker and the car under attack and on the right is a graph
of the car under attacks velocity. In under 2 seconds the attacking car is hit by the following car going at a
speed of over 55 miles per hour.

to aggressively brake which causes the error between the at- Once abnormal behavior is detected, the car switches from
tacker and following car to quickly increase. This is very operating in a cooperative platoon framework to a radar only
likely to cause an accident at high speed which makes this based adaptive cruise control framework where it is safe even
attack extremely dangerous. if the preceding car is mounting an attack. We choose this

Is your commute driving you crazy a study of misbehavior in veh: 5 - 6 (0)
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Suci as plly!ll.'ﬂl LASTT UCUL [0 AU TUW HIAIUNET alacks |[Jv) can
easily late these p and have DNNs to generate
different output. Fig. 5 shows an example adversarial DNN attack

Know the unknowns addressing disturbances and uncertaintiesin: 6 - 6 (0)

For CACC, we consider the attacks identified in |9]. Specifically,
we focus on the POS attack and VEL attack. The POS attack occurs
when the attacker has the ability to modify LIDAR (position) sensor
values. It operates by slowly increasing the distance measured to
the direct leader so that the follower will overestimate the gap and
follow too closely. Such attack is able to reduce the safety of the
algorithm and increase the likelihood of a crash. The VEL attack
takes place when the attacker can modify RADAR (velocity) sensor
values, and works similarly.

Network and system level security in connected vehicle applicat: 3 -3 (0)

Based on the defined SIs, Hazardous Events are identified,
The hazardous event is characterized by the type that indicates
the specific hazard and the entity that is causing it (ie., the
Subject, Object, Environment, and Work Activity). The following
types of the hazardous event are considered based on OSHA:
(i) physical (e.g., fire, heat, radiation); (ii) mechanical (e.g., problems
in machinery and devices); (iii) electrical (e.g., voltage, current,
static charge); (iv) chemical (e.g., flammables, toxic elements);
(v) psychosocial (e.g., stress, fatigue) (see Fig. 5).

Ontology development for run-time safety management methodology: 5 -5 (0)
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attackers carry out a spear phishing campaign to gain access
to the enterprise network. In the initial compromise, they
infect the victim employee’s workstation with DarkComet’ (a
sophisticated remote administration tool) and enable a back
door to allow remote access (stage II). Consequently the
attackers manage to infect other hosts in the local network,
performing the so called lateral movements (stage IIT), and
obtain administrative privilege on an engineering workstation
deployed in the SCADA network. To intrude the production
network, the attackers exploit a vulnerability of a network
switch and establish a communication with the field devices,
including PLCs (stage IV). The attackers are now able to
modify the PLC configuration through the TIA portal and
customize its logic. In particular they apply specific changes
to the ladder logic, to disable the cool and the drain valve,
change the fill limit values in the PLC memory, and deny the
HMI to send any overriding control command to the PLC.
Subsequently, they upload the altered configuration settings to
the PLC.

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)

7/12/2022

System control requires system internal and external observation
to anticipate system failures caused by hazards or threats. The

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

Although the above methods are well known,
there are practical challenges involved in deploy-
ment, implementation, and standardization of
such security architectures in VANETSs. This is
due to the scale of the proposed VANET and
varying interpretations of what constitutes “secu-
rity and privacy” in various areas of the world
[3]. Furthermore, in the case where the adver-
sary is a trusted insider such as a compromised
vehicle with a valid certificate, the problem is
much harder to solve. Typical approaches to

Security vulnerabilities of connected vehicle streams and their: 3 -3 (0)

affect the system in different ways, for example, stored data
becomes a potential security concern if an unmanned vehicle
is eventually stolen or captured. Temporary data is a relevant

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 4 - 4 (0)

such as image processing and networking applications. 'These typ-
ically require external networking (which could be insecure) for
status reporting, data transfer, administration, etc. Also, often they

144



MAXQDA 2022 7/12/2022

VirtualDrone virtual sensing actuation and communication for at: 2 - 2 (0)

Integration\Safety
In the current highway system the majority of motorists
Hazards\Hazard SOUrce\lnternal do not follow the recommended 2 second headway speed,
with many studies showing the average speed on freeways
being under 1 second [2]. This attack models a similar
greedy behavior where a car ignores the recommended head-
way speed that guarantees string stability and follows closer.
A driver might, for example, follow at a headway of 0.125
second speed when the vehicles in the platoon are only string
stable at headway distance greater than or equal to a 0.25
second. This attack would likely be implemented by a driver
who wants to increase fuel savings by decreasing draft or a
driver who manually drives with extremely small headways.
To implement this attack we change the attacker's head-
way parameter to figa < hd,min Where hg min is the recom-
mended minimum headway speed.

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

Based on the defined SIs, Hazardous Events are identified.
The hazardous event is characterized by the type that indicates
the specific hazard and the entity that is causing it (ie., the
Subject, Object, Environment, and Work Activity). The following
types of the hazardous event are considered based on OSHA:
(i) physical (e.g., fire, heat, radiation); (ii) mechanical (e.g., problems
in machinery and devices); (iii) electrical (e.g., voltage, current,
static charge); (iv) chemical (e.g., flammables, toxic elements);
(v) psychosocial (e.g., stress, fatigue) (see Fig. 5).

Ontology development for run-time safety management methodology: 5 -5 (0)
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Potential cyberattacks on automated vehicles: 8: 405|291 - 8: 485|708 (0)

7/12/2022
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SARA Security Automotive Risk Analysis Method: 7 - 7 (0)
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Although the above methods are well known,
there are practical challenges involved in deploy-
ment, implementation, and standardization of
such security architectures in VANETSs. This is
due to the scale of the proposed VANET and
varying interpretations of what constitutes “secu-
rity and privacy” in various areas of the world
[3]. Furthermore, in the case where the adver-
sary is a trusted insider such as a compromised
vehicle with a valid certificate, the problem is
much harder to solve. Typical approaches to

Security vulnerabilities of connected vehicle streams and their: 3 - 3 (0)

s due to a failure
STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)

can be exploited remotely, 1.e. when the attacker 1s within the
range of the asset being targeted (e.g. sensor spoofing,
Bluetooth exploitation and mobile or wireless connectivity)

TARA Controllability-aware 'I;h}ea’c_AnaIysis and Risk Assessment: 4 - 4 (0)

Integration\Safety
Hazards\Hazard Cause Old Impact

. . Collision
(Deprecated)\Collision with Collision
Another Object Collision

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 300|693 - 5:
503|739 (0)

of the car under attacks velocity. In under 2 seconds the attacking car is hit by the following car going at a
speed of over 55 miles per hour.

Is your commute driving you crazy a study of misbehavior in veh: 6 - 6 (0)

might cause several risks, namely, Tripping Over, Colliding Other
Vehicles, and Hitting Pedestrians who in our case are other workers.

Ontology development for run-time safety management methodology: 6 - 6 (0)

of the attacked vehicle. Indeed, this could be a serious satety
problem if that leads to a failure to warn or avoid a crash. A

Potential cyberattacks on automated vehicles: 9 -9 (0)
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Integration\Safety
Hazards\Hazard Cause Old
(Deprecated)\Environmental
Conditions

Integration\Safety
Hazards\Hazard Cause Old
(Deprecated)\Hardware Failure

leading vehicle slows down, the adversary injects
the old beacon into the system periodically. Fol-
lowing vehicles still think that the lead vehicle is
driving at 30 m/s and do not slow down, poten-
tially leading to a collision.

Security vulnerabilities of connected vehicle streams and their: 3 - 3 (0)

chemical (e.g., llammables, toxic elements]

Ontology development for run-time safety management methodology: 5 -5 (0)

For the ITS systems that have been considered in previous
studies of cyberattack hazards, the driver of the vehicle is
always assumed to be thoroughly engaged in the driving task
and paying attention to hazards in the driving environment.

Potential cyberattacks on automated vehicles: 3 - 3 (0)

Decreased performance )
Decreased performance and string stability
| Decreased string stability |

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 296|612 - 5:

519|646 (0)

be 1n service 5; in this case. Were this to occur during the night, the transition would
be to service Sy because the current conditions would be dy. Now suppose that while
the server is down, a coordinated security attack is launched against the system (a bad
situation getting worse). In that case, the response to the attack might be to shut down
as much of the system as possible. The system would transition to service S since that
would permit the best support in the event that the situation developed into a govern-
mental crisis.

Achieving critical system survivability through software archit: 10 - 10 (0)

have to be defined as a separate, third fault of much more significance. Such a fault
might indicate a coordinated terrorist attack or some form of common-mode hardware
or software failure. No matter what the cause, such a situation almost certainly requires
a far more extensive response. We refer to such a circumstance as a fault hierarchy. A
fault hierarchy is dealt with by a corresponding hierarchy of finite-state machines.
Compound events can be passed up (and down) this hierarchy, so that a collection of
local events can be recognized at the regional level as a regional event, regional events
can be passed up further to recognize national events, and so on.

Achieving critical system survivability through software archit: 14 - 14 (0)

7/12/2022
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Let us consider the case in which the CPS is targeted by a multi-
stage threat. The main purpose of the intruders is to cause damage
to the production facility. In particular, they aim to compromise the
cooling process of the manufacturing machine and, at the same
time, to flood the surrounding area with the cooling liquid over-
flowing from the tank. To perform this attack, the intruders intend
to attack the PLC's ladder logic modifying its control sequence. To
achieve this they put in place an advanced persistent threat (APT),
consisting of four stages. After acquiring relevant information using

Countering targeted cyber-physical attacks using anomaly detect: 6 - 6 (0)

7/12/2022

The functional safety focuses on defects, failures and errors, which have a
potential to be foreseen at design-time, as well as on mathematical models that
rely on failure probabilities and system models. The standards, (e.g. 1S026262

Digitaerwins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)

(i) physical (e.g., tire, heat, radiation); (ii) mechanical (e.g., problems
in machinery and devices); (iii) electrical (e.g., voltage, current,

Ontology development for run-time safety management methodology: 5 -5 (0)

risbehavior detection system is a software module on the OBU,  have fewer low threats but more medium threats. A Denial
rhereas the authentication mechanism might require a more  of Service (DoS) can cause a vehicle to not process any

Authorized licensed use limited 1o KIZ Abt Literaturverwaltung. Downloaded on May 18,2021 at 09:29:47 UTC from IEEE Xplore. Restrictions apply.
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new incoming message because the system is overloaded with We can conclude that mitigati hniques are similar to
messages 1o process. The consequences could be the increase  the one used to secure V2X communications [46]-[48], but

Potential cyberattacks on automated vehicles: 8 -9 (0)

‘To assess the impact ot a taulty traffic light on a driver-less vehicle,
we assess the risk of an attacked d and cted feature
called Comfortable Emergency Brake feature (CEB) [34].

SARA Security Automotive Risk Analysis Method: 9 -9 (0)

s due to a failure

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)
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‘To demonstrate this type of attack, we consider an extreme sce-
nario in which the flight controller is killed by an attacker. The
attacker can launch this attack by, for example, entering through a
backdoor, replacing the control program with one that self-crashes,
or installing a rootkit. We do not assume specific scenario of how

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)
Integration\Safety

Hazards\Hazard Cause Old
(Deprecated)\External attack

Reference | Attack

Message falsification attack
Message spoofing

[14) Message replay

DoS (jamming)

System tampering
Collision induction attack
Reduced headway attack
[7] Joining without radar
Mis-report attack
Non-attack abnormalities
Destabilization attack

(%] Platoon control taken attack
Table 2: Att.
A Funct_iah-élkto--ljé;ig»n towards Safe and Secure Vehicle Platooni: 5: 47|560 - 5:

296|781 (0)

mcidents); (ABCD) There 1s concern ol spoofing attacks on
LIDAR (e.g. these attacks have happened recently); (DEY)
There is concern of spoofing attacks on ultrasonic sensors (e.g.
these attacks were recorded with high frequency).

A simplified approach for dynamic security risk managementinc: 6 - 6 (0)

a coordinated terrorist attack
Achieving critical system survivability through software archit: 14 - 14 (0)

the risk of something going wrong because of a malicious attack
from outside the system, are both acceptably low. Considering the

Approaching runtime trust assurance in open adaptive systems: 4 - 4 (0)
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Let us consider the case in which the CPS is targeted by a multi-
stage threat. The main purpose of the intruders is to cause damage
to the production facility. In particular, they aim to compromise the
cooling process of the manufacturing machine and, at the same
time, to flood the surrounding area with the cooling liquid over-
flowing from the tank. To perform this attack, the intruders intend
to attack the PLC's ladder logic modifying its control sequence. To
achieve this they put in place an advanced persistent threat (APT),
consisting of four stages. After acquiring relevant information using

Countering targeted cyber-physical attacks using anomaly detect: 6 - 6 (0)

DIEFS LI IISK ASSCSSICNT (THC Pronanimy |
ofits

Threat

(IoT4CPS) Attack on external devices connected to

a vehicle (e.g. cell phone)

(IoT4CPS) Unintended transfer of data (infor-

mation leakage)

(IoT4CPS) Extract Data/Code- unauthonzed access
1o privacy information

Digital Twins for Dependability Improvement of Autonomous Drivi: 9: 65176 - 9:

315|305 (0)

The attack model for this paper focuses on code injection
and code reuse attacks on a vehicle network. The authors
in [2] note that the biggest current threat to self driving
vehicles is exploitation through remote avenues. As such, the
attack vector utilized in this paper consists of the adversary
compromising the TCU through the remote cellular interface,
and consequently pivoting to hijack the RFA. With access to
a direct communication channel with the driving controller,
the adversary can craft a message payload to take advantage
of the buffer overflow vulnerability and alter control. At this
point two options are presented: a code injection attack which
inputs executable code directly on the driving controller stack,
and a code reuse attack which strategically diverts the driving
controller control flow to other locations in program memory.
By utilizing these two attack techniques, the physical dynam-
ics of the vehicle can be significantly altered consequently
compromising safety.

Integrated moving target defense and control reconfiguration fo: 3 -3 (0)

7/12/2022
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In this attack, the attacker broadcasts an acceleration pro-
file indicating that they are speeding up which causes the
following vehicle to accelerate. The attacker actually starts

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

7/12/2022

such as plly!ll.'ﬂl LASTT UCUL [0 AU TUW HIAIUNET alacks |ov) can
easily pulate these p ters and have DNNs to generate
different output. Fig. 5 shows an example adversarial DNN attack

Know the unknowns addressing disturbances and uncertainties in: 6 - 6 (0)

driving task that the driver is no longer required to monitor
the driving environment for external threats. This means that

Potential cyberattacks on automated vehicles: 3 - 3 (0)

attackers carry out a spear phishing campaign 10 gain access
to the enterprise network. In the initial compromise, they
infect the victim employee’s workstation with DarkComet’ (a
sophisticated remote administration tool) and enable a back
door to allow remote access (stage II). Consequently the
attackers manage to infect other hosts in the local network,
performing the so called lateral movements (stage I1T), and
obtain administrative privilege on an engineering workstation
deployed in the SCADA network. To intrude the production
network, the attackers exploit a vulnerability of a network
switch and establish a communication with the field devices,
including PLCs (stage IV). The attackers are now able to
modify the PLC configuration through the TIA portal and
customize its logic. In particular they apply specific changes
to the ladder logic, to disable the cool and the drain valve,
change the fill limit values in the PLC memory, and deny the
HMI to send any overriding control command to the PLC.
Subsequently, they upload the altered configuration settings to
the PLC.

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)
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SARA 1SO metrics [24, 25] SARA
Attacker Expertise | Knowledge | Equipment || Cap
Profiles (A) || (Ex) (K) (Eq)
Thief, Layman Public Standard 0
Mr.Nobody (0) (0) (0)
Researchers || Experts Public Specialized 12
(8) 0) (4)
Evil Expert Restricted | Specialized 13
Mechanic (6) 3) (4)
Organized || Proficient | Sensitive | Specialized 16
Crime (2) (10) (4)
Hacktivist Experts Sensitive Multi- 21
(8) (4) bespoke
9)
Foreign Experts Critical Multi- 28
Government! (8) (11) bespoke
9)

SARA Security Automotive Risk Analysis Method: 6: 30|348 - 6: 307|561 (0)

7/12/2022

outsider or insider adversary

Sécurity vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

money supply. Hazards relate to local or regional failures (systems, communi-
cations, power); security threats include compromised services and co-ordinated

76 F.A.C. Polack

attacks. Changes in requirements are not considered [22]. The anthors identify
Self-organisation for Survival in Complex Computer Architecture: 10 - 11 (0)

becomes a potential secunity concern 1f an unmanned vehicle
is eventually stolen or captured. Temporary data is a relevant

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 4 - 4 (0)
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can be exploited remotely, 1.e. when the attacker is within the
range of the asset being targeted (e.g. sensor spoofing,
Bluetooth exploitation and mobile or wireless connectivity)

TARA Controllability-aware Threat Analysis and Risk Assessment: 4 - 4 (0)

such as image processing and networking applications. 'These typ-
ically require external networking (which could be insecure) for
status reporting, data transfer, administration, etc. Also, often they

VirtualDrone virtual sensing actuation and communication for at: 2 -2 (0)

Integration\Safety
B Let us consider the case in which the CPS is targeted by a multi-
Hazards\safety Quallty stage threat. The main purpose of the intruders is to cause damage
Factors\Environmental to the production facility. In particular, they aim to compromise the
cooling process of the manufacturing machine and, at the same
time, to flood the surrounding area with the cooling liquid over-
flowing from the tank. To perform this attack, the intruders intend

Countering targeted cyber-physical attacks using anomaly detect: 6 - 6 (0)

Environment-specific Sis (e.g., fall rate):

Ontology development for run-time safety management methodology: 5 -5 (0)

and environment, so
STUART ReSilient archiTecture to dynamically manage Unmanned ae: 2 - 2 (0)

Integration\Safety

B tance of the preceding car. Collision induction attack can
Hazards\Safety Quallty cause dangerous accidents by broadcasting an acceleration

Factors\Property message indicating that they are speeding up, while the at-
tacker starts to aggressively brake. The work of [7] suggests

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 6 - 6 (0)

are not tast enough. lheretore, the crash risks in these cases
are high,

A simplified approach for dynamic security risk managementin c: 8 - 8 (0)
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Let us consider the case in which the CPS is targeted by a muiti-
stage threat. The main purpose of the intruders is to cause damage
to the production facility. In particular, they aim to compromise the
cooling process of the manufacturing machine and, at the same
time, to flood the surrounding area with the cooling liquid over-
flowing from the tank. To perform this attack, the intruders intend

Countering targeted cyber-physical attacks using anomaly detect: 6 - 6 (0)

but safety can be compromised. In the case of a safety-critical
CPS such as an automobile, alteration to normal controller
functionality can lead to physical damage. Additionally, a

Integréted moving target defense and control reconfiguration fo: 3 -3 (0)

Property Damage
Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

tollow too closely. Such attack is able to reduce the satety ol the
algorithm and increase the likelihood of a crash. The VEL attack

Network and system level security in connected vehicle applicat: 3 -3 (0)

(1) physical (e.g., tire, heat, radiation); (ii) mechanical (e.g., problems
in machinery and devices); (iii) eIe_cm’cal (e.g., voltage, current,

Ontology development for run-time safety management methodology: 5 -5 (0)

downgrade to the ACC system to help avoid a
rear-end collision.

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

an accident involving two cars, It
STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)

be handled quickly, as in scenario 2, where there was a
failure in the engine, and an alert was issued to prioritize its
communication. On the other hand, when it comes to ensuring

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)
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Integration\Safety
Hazards\Safety Quality
Factors\Health

seriously impact the vehicle’s safety as the on-board
system may make erroneous control decisions
threatening other vehicles on road causing multiple

TARA Controllability-aware Threat Analysis and Risk Assessment: 4 - 4 (0)

controller while the vehicle is flying. This immediately leads the
system to an open-loop state, which will cause the vehicle to crash,

VirtualDrone virtual sensing actuation and communication for at: 6 - 6 (0)

T'he EU project EVITA provides a risk model to measure
the security of in-vehicle systems [16]. In response to vari-
ous safety risks, ISO 26262 severity classification defines four
severity levels (S0, S1, S2 and S3) in terms of the estimated
personal injury that could result from the risk. SO refers to

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5 - 5 (0)

are not tast enough. lheretore, the crash risks in these cases
are high,

A simplified approach for dynamic security risk managementin c: 8 - 8 (0)

n the operating neural network controller, and execute a code
injection attack. The spoofed packet will contain an executable
instruction payload to start a malicious controller that transmits
false steering and throttle messages to cause the vehicle to
drive straight at full speed, failing to turn on the curve, and
consequently driving into a wall.

Integrated moving target defense and control reconfiguration fo: 8 - 8 (0)

continuously turning left in circles. The goal of the attacker
is to put the vehicle in this state with the hope of causing a
crash into a wall, or by approaching vehicles from behind.

Integrated moving target defense and control reconfiguration fo: 9 -9 (0)

Loss of Life
Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

7/12/2022
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tailure rate); Environment-specific Sis (e.g., tall rate); and Activity-
specific Sls (e.g., injury rate, proximity of hazardous activities to one
another, and compatibility of work activities).

Ontology development for run-time sa'fAetyArr‘\anagement methodology: 5 -5 (0)

nty vulnerability ol in-vehicle networks. With an infection rate
of 1% (virus or malware infection), the total number of fatalities
and injuries becomes 4230, which is equal to 10% of all traffic
fatalities in the United States nationwide per year (2008) [39].

Potential cyberattacks on automated vehicles: 7 - 7 (0)

tioning vehicles on an accurate map. Therefore, manipulating
GNSS data could provoke erratic and inaccurate maneuvers,
which could endanger passengers’ lives. Hence, secure GNSS

Potential cyberattacks on automated vehicles: 9 -9 (0)

Safety
No injuries
single light to moderate injury
single severe injury or multiples
moderates injuries
single life threatening injury or
multiple severe injuries

N=o|ln

w

SARA Security Automotive Risk Analysis Method: 8: 14600 - 8: 221|720 (0)

downgrade to the ACC system to help avoid a
rear-end collision.

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

e safety of people
STUART ReSilient archiTecture to dynamically manage Unmanned ae: 2 - 2 (0)

threatening other vehicles on road causing multiple
injuries or deaths inflicting reputation and financial

TARA Controllability-aware Threat Ahalysis and Risk Assessment: 4 - 4 (0)
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Integration\Integration of
Security and Safety\Loosely
Integrated

A simplified approach for dynamic security risk management in c: 4: 302|130 - 4:
351265 (0)

As an 1llustration of how survivability might be applied to a safety-critical system,
consider a hypothetical automatic landing system for a commercial aircraft. Assume
four functional specifications, as shown in Fig. 2. The primary specification (Sg) will
have all of the functionality the pilot desires for the system. The consequences of any
failures will be minor because, if they have the potential to be more severe, the system
can transition to one of the other three specifications. Therefore, using the FAA's criti-
cality levels (see section 2.2), any failure in the primary specification may be “proba-
ble” provided that failure of a transition to another specification is “extremely
improbable”.

Achieving critical system survivability through software archit: 11 - 11 (0)

Consequently it 1s essential to advance existing safety engineering
hnologies to their application on OAS. Before we describe the

idea of ConSerts as a possible solution, it is important to
understand the principle idea of safety certification in general.

Approaching runtime trust assurance in open adaptive systems: 2 - 2 (0)

|7]. This potential risk underlines the high importance ot satety, re-
liability, privacy and resilience beyond the levels expected in many
traditional IT environments. Such systems may also have data flows
that include multiple intermediary organizations, requiring security
approaches beyond simple link encryption. Moreover, having long
lifetimes, industrial CPS include legacy installations and are exten-
sively regulated because human health and safety is at stake. All
these aspects have implications on how these systems need to be
secured against modern attacks [4].

Countering targeted cyber-physical attacks using anomaly detect: 2 - 2 (0)
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Software model checking [2] is the algorithmic analysis of pro-
grams to prove properties of their executions. While originating
from the logic and theorem proving fields, it has now evolved as a
hybrid technique, simul ly making use of analysis classified
as theorem proving, model checking, or data-flow analysis [7].

A well-known limitation of model checking techniques is the
combinatorial “state space explosion problem” forcing the model
checker to explore a bi ial ber of states in the system
under study. Several papers proposed exploration strategies, heuris-
tics and specialized data str to circ this problem and
analyze increasingly large systems.

As previously mentioned, PTFA models are finite and upper
bounded to four times the number of distinct privileges times the
size of the corresponding CFG. Further: while PTFA property
models can be queried using arbitrary queries written in LTL that
offer different ion time complexity—many useful safety and
security queries are simple and can be efficiently computed by
“ad-hoc” reachability algorithms as in [8].

A major challenge towards the validation of swarm safety is the
evaluation of those properties that are emerging. These properties
are a distinctive trait of swarms and they are not easily recognizable
within the code of individual robots. Complex formations [9] are
sometimes implemented by seemingly trivial controllers. To miti-
gate this problem, again, we propose to intervene at the program-
ming language level, through new Buzz constructs (see Table 1). In
our vision, the swarm programmer should be able to forfeit the im-
plementation of low-level safety checks and use Buzz primitives and
best practices instead. In particular, Buzz offers “swarm-oriented”
programming [10] through three constructs: swarm, with which a
developer can assign tasks to group of robots based on tags (i.e. the
id of one or more “swarms”) associated with the robots; neighbors,
used to perform spatial computation; and virtual stigmergy, a
shared tuple space among all robots of a swarm. We believe that
adding model checking to models generated by PTFA on the these
top-down constructs can control the behavior of the swarm as a
single programmable machine, and provide safety from unwanted
emergent behavior.

Another current limitation of Buzz is that any predicate-preserving
function at runtime and at the swarm level must be coded by the
developer. Providing an automatic swarm-level assertion mecha-
nism would reduce errors and maintain desirable safety properties
at runtime. (Table 1, preserve construct).

Engineering safety in swarm robotics: 4 - 4 (0)

With the possibility of a code injection or code reuse attack
on the vehicle network, data integrity is not just threatened
but safety can be compromised. In the case of a safety-critical

Ihtegrated moving target defense and control reconfiguration fo: 3 - 3 (0)

7/12/2022
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One major type ol uncertainty during the operation ot autonomous
systems is timing uncertainty in the execution of system functions,
i.e., how much time it takes for certain function to complete and
whether that meets the deadline. Traditionally, there are two main

app! to ge such uncertainties. In hard real-time systems,
designers rem the consideration of all timing uncertainties in
execution th h exhausti g to achieve strict bounds on

the timing behawor of the system, and do not allow any deadlines
to be missed. Soft real-time systems, on the other hand, permit the
system to arbitrarily violate bounds and miss deadlines; in this case,
system designers can achieve at best probabilistic guarantees on
the system’s behaviors. However, only using hard deadlines often

leads to over-pessimistic designs or over-provisioning of system
resources, while soft dcadlmes cannot provide the safety guarantees
ded by many aut systems.

To address these challenges, we advocate to develop systems
with a cross-layer weakly-hard paradigm, where deadline misses
are d in a bounded [6]. This is motivated by the
fact that many system components can tolerate a certain degree of
timing uncertainties and deadline violations and still satisfy their
functional and extra-functional properties such as safety, stabil-
ity and performance, as long as those violations are bounded and
properly managed. Fig. 1 highlights the concept of our cross-layer
weakly-hard system design. At the functional layer, verification and
validation of functional properties, such as correctness, safety and
stability, are conducted with ¢ ideration of potential deadline
misses. At the software layer, system functionalities are synthe-
sized into the form of software tasks and their communication
mechanisms, while the weakly-hard timing behavior (e.g., deadlme
miss pattern) is analyzed and eval d against the req s
at the functional layer. At the OS layer, schcduhng algorithms and
runtime mechanisms are provided to ensure correct execution of
weakly -hard lasks in the presence of deadhne misses.

Know the unknowns addressmg disturbances and uncertainties in: 2 - 2 (0)

7/12/2022

connected vehicle environment, where the participants (vehicles
and infrastructures) have to reach certain level of agreement to
ensure the desired system properties, such as safety, liveness and
deadlock-free.

Network and system level security in connected vehicle applicat: 5-5 (0)

In the Execute Step, we consider the execution of automatic
PSs that are realized using the control-based loT Services. Having a
security system controlling the access to the loT Services, the safety
management system should be authorized to employ the required
10T Services for executing the automatic preventive strategies. loT

Ontology development for run-time safety management methodology: 6 - 6 (0)
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With high and tull automation systems, the vehicle automation
system is required to bring the vehicle to a safe (“minimal
risk™) state even if the driver takes no action, placing a much
higher burden on the designer of the system to manage any
consequences of a cyberattack without compromising safety.

Potential cyberattacks on automated vehicles: 3 -3 (0)

7/12/2022

Figure 6 illustrates how the cooling process changes after
the PLC starts operating following the new logic (compare
this diagram with Figure 5). Supposing that the new logic is
uploaded before a new cooling cycle starts (as illustrated with
the red dashed line), although the temperature sensor will keep
sending high temperatures S to the PLC, the cool
valve will not be open, and the manufacturing machine will not
be cooled down. Assuming that no further safety precautions
are enabled, this will continue until the manufacturing machine
will overheat and stop operating. Meanwhile, the liquid level
in the tank will increase because the fill valve will remain
open, making the liquid overflow the tank, and subsequently
flood the area around the tank.

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)

tive and false positive rates. There is much lelt
to be done in the anomaly detection field to
ensure acceptable performance of these algo-
rithms to ensure the safety of passengers in the
fully autonomous driving scenario.

Security vulnerabilities of connected vehicle streams and their: 3 - 3 (0)

mance criteria. In a critical information system, the performance criteria should
be determined in the design process, and much of the required monitoring in-
formation would be routinely logged for audit trails. However, determining the
most effective information to store and the most useful way to represent it is a
task that requires careful analysis and design. The analysis task is closely related

to existing safety and security analysis.

Self-organisation for Survival in Complex Computer Architecture: 12 - 12 (0)

Integration\Integration of
Security and Safety\Fully
Integrated
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4. SAFETY AND SECURITY CO-DESIGN

Safety has a long tradition in many engineering disciplines
and has had successful standardization efforts. In automo-
tive systems, the international standard ISO 26262 is the
state of the art standard for safety critical system devel-
opment. J3061 Cybersecurity Guidebook [19] is an overall
guidebook on implementing cybersecurity for the entire ve-
hicle. The safety-security co-design is being discussed in the
secure software SAE committee at the moment and there
is no final product yet. We are able to work with several
key members of the SAE cybersecurity committee to under-
stand the concepts and requirements as well as discuss the
proposed safety-security engineering process.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 4 - 4 (0)

STEP 1: ldentification of assets and relevant security and safety objectives and
their modelling. The outcomes are asset data sets, asset lifecycle data (e.g. time-
series sensor data), inferred and historical data, and data describing security
and safety objectives. The functionality of a Digital Twin improves over time as
more data is accumulated and processed by effective algorithms.

Digital Twins for Dependability Improvement of Autonomous Drivi: 6 - 6 (0)

Safety
No injuries
single light to moderate injury
single severe injury or multiples
moderates injuries
single life threatening injury or
multiple severe injuries

Ni=oln

w

SARA Security Automotive Risk Analysis Method: 8: 32|597 - 8: 225|710 (0)

and treat safety and security in UAV together. Based on this,
this architecture investigates the incorporation of security and
safety metrics as a unified concept in the development of
UAVs.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 3 -3 (0)
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Resilience module: Bearing in mind that safety and
security flaws can be exploited by malicious entities, the
architecture proposed will include a module for resilience.
The resilience module will be responsible for the recovery
and restoration of the UAV, in case it is subjected a under
attack. Resilience is a relevant safety attribute to maintain
the level of system operation of a stabilized UAV, even in
the face of successful exploration. For the implementation
of the resilience module, different techniques are being
analyzed to verify which is the most appropriate. The
resilience module will estimate the states of the system
for the control and restoration of the UAV. Therefore, it
will recover the states through historical data, or a state
machine, techniques that are still in the definition phase.
The advantages of these ways of recoveries are that they
allow knowing the states of the system, even when some
components are compromised. The resilience module will
be located within the security and safety platform of
SPHERE, as shown in Figure 1.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 3 - 3 (0)

mechanisms utilized) in terms of functional safety |19],
namely fail-operational, fail-silent, fail-safe, fail-safe+tMRM
and zero fault-tolerance; then, based on the requirement of
driver reliance associated with each fault-tolerant system
design, CD is also assigned when applicable.

TARA Controllability-aware Threat Aﬁalysi.s and Risk Assessment: 3 - 3 (0)

Saftety and cyber-secunty engineering have tor a long tme
been regarded as two separate disciplines, which has resulted
in separate cultures, regulations, standards and practices. Given
the facts gathered in the literature [13), [39], [40], we can
state that the need of joint safety and cyber-security work are
increasingly understood and accepted, but that the state-of-the-
practice has not reached the same level of maturity. There is

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 - 4 (0)

7/12/2022
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3.4 Security and Safety Monitoring

Figure 6 shows an example configuration of the security and safety
monitor and data flow, based on the prototype implementation pre-
sented in Section 4. Notice from the figure (and also from Figure 4)
that the monitor receives the sensor data for analysis. Because
the data are fetched from the trusted environment, the monitor
is guaranteed to use the true measurement for a safety analysis.
Hence, we can detect attacks that, for example, try to put the vehicle
in an open-loop state or to set wrong control parameters. In our
prototype quadcopter, we analyze the attitude (i.e., roll, pitch, and
yaw) errors, which are bounded in normal conditions, to detect an
unsafe physical state. One can also implement a control-theoretic
analysis [27]. The monitor also analyzes the actuation outputs from
the NCE, as shown in Figure 16 in Appendix A, to prevent potential
safety violations. For example, the monitor can upper-bound on
the motor outputs to prevent motor failure due to the attacker's at-
tempt to apply abrupt voltage changes. The monitor can also check
if it receives actuation commands from the NCE at the defined
frequency - abnormal patterns could be an indicator of a potential
security breach. In order to handle physical attacks to the sensors,
one can also implement a sensor attack detection technique [18, 19]
using the true measurements available in the SCE.

VirtualDrone virtual sensing actuation and communication for at: 5 - 5 (0)

7/12/2022

Modeling Approach

curity and safety risks, we put emphasis on safety-
security co-design and make recommendations related
to security and safety in automated vehicle platooning
by integrating cybersecurity into safety design strate-
gies. To our best knowledge, we are the first to apply

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 2 - 2 (0)

which consists of four main steps: (1) Define the safety goal
for the system; (2) Define attack model; (3) Derive security
goals; (4) Derive functional security requirements.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 4 - 4 (0)

of RAMIRES. Moreover, Protégé 5.0 beta automatically provides
graphical user interfaces as forms that can be used to create
the instance of the classes for designing the abstract model of a

scenario or use cases for safety management.
Implementation

Ontology development for run-time safety management methodology: 12 - 12 (0)
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Modeling
Approach\Model@Runtime

“occurrence.” Attack trees are another formal methodology for
analyzing the security of systems and subsystems. For example,
attack trees were used in [19] to formalize attacks on V2V
communication. However, in our context, the large number of
attacks makes the trees too large and unwieldy. Moreover, at-
tack trees do not specifically integrate the detection part, which

is necessary to assess the probability of success of the attack.

Potential cyberattacks on automated vehicles: 4 - 4 (0)

will recover the states through historical data, or a state
machine, techniques that are still in the definition phase.

Implementation

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 3 - 3 (0)

run in the cloud. Our aim 1s that the model uses and
extends classical real-time systems scheduling theory, in-
cluding resource models and virtualization technologies.

Towards a Framework for Safe and Secure Adaptive Collaborative: 5 -5 (0)

dynamic negotiation of safety As 1 dels have
shown to be a feasible approach to tackle the management tasks in
OAS [18][19], we chose to transform ConSerts into suitable
runtime models. Since it is also well-known that each Boolean

Approaching runtime trust assurance in open adaptive systems: 3 - 3 (0)

end, corresponding quality properties to characterize trust as well
as corresponding mapping functions need to be established and

bedded in an adeq; trust engineering p These model.
must then be transferred into runtime models that can be
evaluated dynamically whel the OAS changes due to

dynamic integration or reconfiguration. For such non-safety-

Approaching runtime trust assurance in open adaptive systems: 6 - 6 (0)

Given the existence of misbehavior that can be mounted
in a platoon of vehicles we propose using a model based
detection scheme to detect and mitigate the impact of ma-
licious behaviors. We propose each vehicle model the ex-
pected behavior of the vehicle proceeding them using DSRC
information provided from cars farther up the platoon. Ve-
hicles can use this model to calculate the error between the
modeled states and the measured state of the proceeding
car. The error calculations can then be used with a simple

Is your commute driving you crazy a study of misbehavior in veh: 2 - 2 (0)

7/12/2022
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Modeling Approach\Context of
the Model\Modeling the
System\State and behavior

In our approach the main goal 1s to develop run-time
behavioral models for collaborative adaptive distributed sys-
tems, analysis techniques for continuous safety and cyber-
security assurances, with real-time guarantees for the assump-
tions made in the model. To enable this, we need to design

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

the level of transition systems or automata. We believe that us-
ing actors in building the architecture and the model @ run-time
will give us the opportunity to use compositional verification
and reduction techniques that can exploit the structure of the
model. Our aim is to build upon our experience [7], [8], but

Towards a Framework for Safe and Secure Adaptive Collaborative: 2 - 2 (0)

speed until CC is switched off by the driver. PLEXE im-
plements the classic Cruise Control algorithm (Equation 1)
which is already available on several commercial cars [15].

Fges = —kp(& — Eges) = 1 (1)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

CC |15] used in PLEXE is defined as

1
Tides = *T(E'. + Adi) (2)
bi=zi—zi1+ i1+ T (3)
£ =i — di (4)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

between vehicles. If a vehicle is less than 20 meters from the
preceding one, the vehicle follows instructions from CACC:
Fdes = Teacce, otherwise, the policy is the same as ACC:
Fdes = min(Ecce,Fcacc).

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

The control law of the i-th vehicle in the platoon is defined
as

Tides = 1T + a2Fo + azé; + ag(Ei — 20) + ass;  (6)

€

i =i = i1 + lic1 + 9aPdcs (7)

™.

i = &i = %i-1 (8)
A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

7/12/2022
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through the use of both ACC and CC controllers. When the
ACC driving mode is selected, a car follows the instruction
of the one which predicts smaller acceleration rate:

Fdes = min(Ecc, Facc) (5)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 - 3 (0)

We use the PLEXE simulator to demonstrate the conse-
quence of this attack (severity). In this simulation, initially
a platoon of four vehicles is driving at the speed of 100 km/h
with a gap of 5 meters (we will use the same platoon as a

A Functional Co-Désign towards Safe and Secure Vehicle Platooni: 5 - 5 (0)

Fy = —0.4x) — 0.04(x1 — z0 + lo + 9aPycs) (12)

Obviously, Equation (12) is a second order differential equa-
tion and x¢, lo, gapd., are constant values. xy is the location
where the leader vehicle crashes. [y is the length of vehicle 0
and gapae. is the distance between two vehicles. By solving

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 7 - 7 (0)

7/12/2022

In our testbed, no real liquid tank is deployed. The change ot liquid
level (Nlev) is, in fact, not measured by a sensor, but is calculated
following the expression: Nlev = pl + ts x r, where pl is the liquid
level at the previous stage, r is the rate at which the liquid is flowing
in or out the tank, and ts is the period of time that a valve remains
open.

Countering targeted cyber-physical attacks using anomaly detect: 5 -5 (0)

advertising their respective acceleration profiles. 'I'hus car 5
has a model

Aerr|itn
Vers |ty
P, (32)
Aepr|tiz
Verr |ti2
Ugrr |l
to base its detection results on. We hand tune our detec-
tion parameters to & = [0.23,0.48,0.9,0.46,0.9,0.9]". We
assume that if any element of err > 4 the system is under
attack and instantly switch to an ACC.

Is your commute driving you crazy a study of misbehavior in veh: 8 - 8 (0)

167



MAXQDA 2022

In our work, the teatures we supply are p,4, Pnew: Vold> Unews
Aolds Anews Pleads Vieads dead> Where pojg and ppeyy are the old
and new position values of the ego vehicle, vy;4 and vpeyy are the
old and new velocities of the ego vehicle, a,;4 and apey are the
old and new acceleration of the ego vehicle, and pead. Vjead: Glead
are DSRC-transmitted position, velocity, and acceleration of the
leading vehicle. We select the first two principal components as we
find this to model the original data and its interactions between
variables well.

Note that with these fe a model is rep d by up to
9 vectors of dimension 9; anomaly detection is also fast — up to 9
projections onto these dimension 9 vectors. Data storage is only
6 points per observation — position, velocity, and acceleration of
both the car and its leader. This gives a detection technique with
very low storage and computation overhead.

Network and system level security in connected vehicle applicat: 4 - 4 (0)

nitude. Due to these weaknesses, we have also looked to Hidden
Markov Models (HMMs) to fill these gaps.

Network and system level security in connected vehicle applicat: 4 - 4 (0)

change (lane merging) s that are all d in traffic. Let
¢ = (Is,l4.pi) denote a lane-change maneuver for vehicle p;
to go from a starting lane Is to a destination lane I . Let C =
{c},....cm. ¢} denote the set of allowed lane-change maneuvers,
including the special case of no lane-change, denoted by ¢. Every
time a vehicle p; intends to make a lane-change, it has to first
propose an x; € C and broadcast x; to all other vehicles. Let
X = {xj|]1 € i £ n} € C be the collective set of all the initial
proposed lane changes. Finally, we define k-set consensus as: each
vehicle p; has to decide on a single choice y; € X and the size of
the collective set of the decided values F = {y;} is at most k.

Network and system level security in connected vehicle applicat: 6 - 6 (0)

in Algorithm 2. Each vehicle p; keeps a state vector T; to record
the state (in this case the lane-change proposals) of all vehicles. In
Step 1, if vehicle p; proposes a lane-change choice x; € C, it sets
corresponding entry Ti[i] = x;, otherwise T;[i] = ¢. An partial
order < is defined on these state vectors. T; < T; if Vk < n, Tik] =
¢ v Tilk] = Tjlk]. Moreover, T; < T; if T; < T; AT; # Tj.

Network and system level security in connected vehicle applicat: 6 - 6 (0)

7/12/2022
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venicie app INote tnat in puting systems , it
has been long shown that consensus without nmﬁcmg liveness
is impossible for asynch distrib synems known as the
FLP Impossibility [8]. In ti itical d vehicle applica-

tions, waiting for a long time to reach global consensus not only
affects liveness property, it may significantly worsen system per-
formance and even cause incorrect functionality — as the physical
environment and system dynamics evolve over time.

On the other hand, for many connected vehicle applications,
partial agreement among participants may already be sufficient
to achieve the desired functionality and performance. As shown
in Figure 6 (c) and Figure 6 (d), the lane mergmg could be ufely

performed with partial ag and

how vehicles 3 and 4 may operate. Next, wewﬂhdd:mnmhno(m

of partial agr in lane i We

will leverage the strategy as di din [3] and (5],

to coordlmle a local group of n autonomous vehicles with the
ion of B ine faults in an h system.

4.3 Partial Consensus for Lane Merging

System Model. We assume that vehicles are free to propose lane-
change (lane merging) maneuvers that are allowed in traffic. Let
= (ls,l4.pi) denote a lane-change maneuver for vehicle p;

to go from a starting lane /s to a destination lane /4. Let C =
{€11 ... €m. §} denote the set of allowed lane-change maneuvers,
including the special case of no lane-change, denoted by ¢, Every
time a vehicle p; intends to make a lane-change, it has to first
propose an x; € C and broadcast x; to all other vehicles. Let
X = {x]1 5 i 5 n} € C be the collective set of all the initial
proposed lane changes. Finally, we define k-set consensus as: each
vehicle p; has to decide on a single choice y; € X and the size of
the collective set of the decided values F = {y} is at most k.
Rroad We leverage the broadcast primitive pre-
sented in [3] to facilitates all correct vehicles to communicate with
each other and valld.llelaccepl values (an abstract notion repre-
senting any in practice), as shown in Algo-
rithm 1. Three types of messages are used during the broadcast
primitive procedure: Initial, Echo and Ready. We require vehicle py
to first broadcast its value v; through an initial message Initial(v;).
When any vehicle p; receives Initial(v;) or enough number of Echo
or Ready messages from other vehicles, p; broadcasts a message
Echo(v; pj) to inform all other vehicles. When pj knows that enough
number of vehicles have received messages about vy, it broadeasts a
message Ready(v; p;). Finally, once vehicle p; has received enough
Ready(vi,pj) messages, it validates and accepts v;.
The k-set C Pry L We i the above broad,
primitive procedure into the k-set agreement protocol proposed
in [5], and apply it to our lane changing application, as shown
in Algorithm 2. Each vehicle p; keeps a state vector Tj to record
the state (in this case the lane-change proposals) of all vehicles. In
Step 1, if vehicle p; proposes a lane-change choice x; € C, it sets
corresponding entry T[i] = x;, otherwise Tj[i] = ¢. An partial
order < is defined on these state vectors. T; < T; if Vk < n, Ti[k] =
¢ VTilk] = Tj[k]. Moreover, T; < T; if Ti < Ty ATi # T}

In Step 3, the Update(T}. T;) function updates the state vector
of a vehicle p;, following two rules: a) if Ty[k] = ¢ A Tjlk| =

Algorithm 1: Broadcast Primitive: B imi i)

1 Vehicle p; broad Initial(v;) to all other vehicl

2 for each vehicle p; do

s | Step 1: wait until the receipt of Initial(v;), or (n + t)/2
Echo{vi i), or (t + 1) Ready(v; pi) messages from other
vehicles (with various k indices), p; broadcasts an
Echo(vi,p;) to all other vehicles;

+ | Step 2: wait until the receipt of (n + 1)/2 Echo{v;py.) or
(t + 1) Ready(v,p)) messages, p; broadcasts a
Ready(vy py) to all other vehicles;

s | Step 3: wait until the receipt of (2t + 1) Ready(vi,py)
messages, p; validates and accepts value v;;

then T[k] = ¢, and b) if Ty[k] = x; v Tj[k] = x; then T[k] = x,
We use a Timeout() function to help terminate the process in cas(
of long ication delay or persi packet losses (eithe
due to liabl ion ch Is or malicious attack:
such as jamming or flooding). In Step 4, the Decide(T;) functior
makes a lane-changing decision y; € X from the proposals in T,
The decision could be based on the priority among vehicles, the
urgency of the merging, the estimated time for merging, etc. If the
Timeout() function is not evoked, the protocol ensures that theny
are at most k decisions at the end of the protocol.

Algorithm 2: Asynch k-set C Protocol
1 for each vehicle i do
Step 1: Construct an initial vector T;:
Ti[i] = x; if p; decide to change lane or ¢ otherwise
Vi#iTilj]=¢
Step 2: BroadcastPrimitive(T;, p;); set r = 1

2
3
‘.
s
. Step 3:
7
s
s
w

while not Timeout() do

for each received vector Ty do
if received vector T; is not a decision vector then
if Tj <T; then

n | continue ;
12 else if T; == T; then
) rer+l
" if r < n-k+1then
1 | continue ;
" else
v | break; /1 go to step 4
" else
" | Ti=Update(Ti, Tj). goto step 2 ;
2 else
n L | seTi=T7;;

z | Step 4:y; = Decide(T;); broadcast T; as a decision vector

System Safety Objective Evaluation. Note that the partial con
sensus protocol in Algorithm 2 ends whenever there are no mon
than k different decisions. It does not distinguish b differen

Network and system level security in connected vehicle applicat: 6 - 6 (0)

7/12/2022
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In our testbed, no real liquid tank is deployed. The change
of liquid level (Nj.,) is, in fact, not measured by a sensor,
but is calculated following the expression: Ny, = py + 1, * 7,
where pj; is the liquid level at the previous stage, r is the rate
at which the liquid is flowing in or out the tank, and ¢, is the
period of time that a valve remains open.

Protecting cyber physical production systems using anomaly dete: 5 -5 (0)

Modeling Approach\Context of

the Model\Modeling the An exemplary vehicle system model is shown in Figure 1.
This model includes 6 components: a sensor cluster, actuator
cluster, driving controller, telematics control unit (TCU), re-
mote function actuator (RFA), and RFID sensor. The sensor

System\For illustration purposes

Integrated moving target defense and control reconfiguration fo: 2 - 2 (0)

a Business Process Management diagram shows assessment and
decisions steps and the involved components. The Gateway,

Ontology development for run-time safety management methodology: 8 - 8 (0)

Modeling Approach\Context of

the ModeI\ModeIing the From sensing events, independent diagnosis and synthesis components build

Syst \St ' models of application state and determine required application state changes. Synthe-
ystem\State

Achieving critical system survivability through software archit: 13 - 13 (0)

a specified resource model

Achieving critical system survivability through software archit: 17 - 17 (0)

Building run-time models. We need to keep run-time
models, so called models@run-time, as light-weight ab-
stract reflections of the system, to be able to perform effi-
cient and effective analysis, including formal verification
and optimization, whenever necessary.

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 - 4 (0)

Modeling Approach\Context of

the ModeI\Mo deling the The reacti\fe controller is a fully automatic structure that i§ organi?ed asa sel' of finite
. state machines. The detection of the erroneous state associated with a fault (i.e., error
System\Behavior detection) is carried out by a state machine because an erroneous state is just an appli-

cation system state of interest. As the effects of a fault manifest themselves, the state
changes. The changes become input to the state machine in the form of events, and the
state machine signals an error if it enters a state designated as erroneous. The various
states of interest are described using predicates on sets that define part of the overall
state. The general form for the specification of an erroneous state, therefore, is a col-
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Achieving critical system survivability through software archit: 14 - 14 (0)

7/12/2022

Given the existence of misbehavior that can be mounted
in a platoon of vehicles we propose using a model based
detection scheme to detect and mitigate the impact of ma-
licious behaviors. We propose each vehicle model the ex-
pected behavior of the vehicle proceeding them using DSRC
information provided from cars farther up the platoon. Ve-
hicles can use this model to calculate the error between the
modeled states and the measured state of the proceeding
car. The error calculations can then be used with a simple

Is your commute driving you crazy a study of misbehavior in veh: 2 - 2 (0)

lane and that their order can not change. We indicate the
spatial position, velocity, and acceleration of car i as g, v;,
and a; respectively. We indicate the distance between the
front bumper of car ¢ and the rear bumper of car i — 1 as
d; = qi—1 — qi with dp = 0 and the desired distance between
car i and car i — 1 as d,; with d,o = 0. We define the error
for car i as e; = d; — dy.;.

The cars desire to follow a constant headway policy such
that d, ; = hg;v: + L; where L, is a constant distance offset
and hg is the the desired headway of car i. We can sub-
stitute the constant headway policy into our error equations
to get

€ = gi—1 — i — havi — L;. (1)

We can set the distance L; = 0 in (1) by assuming a change
of basis to provide for the safe stopped distance such that
€ = qi-1 — ¢i — ha,ivi.

‘We model the cars using a double integrator model with a
lag constant of 7y for each car. Given a desired acceleration
of u;, car i has the following continuous time differential
equations.

i = -n; e + 1y ws (2)
v = a; (3)

qg=uv (4)

éi = vi—y — v — haai. (5)

Is your commute driving you crazy a study of misbehavior in veh: 3 -3 (0)

this setup |6]. This controller uses a combination of a DSRC
based feedforward input, uyss;, and a measurement based
feedback input, ugs i, such that

Ui = Ugp; +Uff;. (6)

Is your commute driving you crazy a study of misbehavior in veh: 3 -3 (0)
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‘I'he mter-vehicle distance 1s measured using radar and used
to calculate error which allows for PD feedback controller
such that

ugp,i = kpei + kaé;. (7)

The feedforward controller is provided via DSRC using the
update equation

iy gi = —hgiugra+ hg i, (8)

where 1, is received via DSRC. In the case that all vehi-
cles are behaving then i;_y = u;_; during update periods.
However, in general, we assume this equation may not hold
in order to account for malicious behavior.

Is your commute driving you crazy a study of misbehavior in veh: 3 -3 (0)

7/12/2022
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We define the vector 7 = [e;, vi, a:, uysy,] for the state of
car i. The update equation for a vehicle can be written as
a linear system such that

&y = A + Aii1xi-y + Bojui + Bejiti-y, Yi> 0 (9)

and
To = Aoxo + B, iu, (10)
where
0 -1 —hgi 0
0 0 1 0
Ay = 0 0 -t 0 , (11)
0 0 0 —hg!
0100
0000
Ava=0 000 (12)
0000
Bl,=(0 0 57" 0), (13)
Bii=(0 0 0 h3}), (14)
and
00 0 0
oo 1 o0 s
Ao = 00 __,_'0—1 0 (15)
00 0 0
We define X as the state of the whole systems so that
XT = [« .x],..xk_,). We define the inputs to the sys-
tem as UT = [uo, ilo, w1, 1,...,uk—1] where each vehicle

chooses its input values u; and #,;. This allows us to write
the linear equations for the whole system as

X =AX +BU (16)
where
Ao 0 0 0 0
Aicr A 0 0 0
A=l 0 Ao A 0o 0 an
0 0 0 . A A
and
B, 0 0 a 0 0
0 Bei Bei ... 0 0
B= . . « N (18)
0 0 0 eese Beg Bsyg

Is your commute driving you crazy a study of misbehavior in veh: 4 - 4 (0)
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We assume homogeneous cars such that A, ,_;, A, , B,
and B, ; are known and the same for all vehicles. This allows
us to write our discrete matrices as

Aao 0 0 _— 0 0

Aga Aaoz 0 - 0 0

Ag= 0 Agy Aa2z ... 0 0
0 0 0 ... Aay Aa2

where Aao € R*™, A4, € R™, and Ag2 € R'™. Likewise
we define

Bio O 0 ... 0 0 0 0
Bay Baz Bas ... 0 0 0 0

Ba = " :
0 0 0 ... Bax Ba2 Bus 0

where By € Rhl, By, € R By; € Rul. and Bys €
R,

Is your commute driving you crazy a study of misbehavior in veh: 4 - 4 (0)

for the communication input variable. We thus use the up-
date equations

X[k +1] = AgX[k] + BaUK] (19)

where A, and By represent an exact discretized version of
(16).

For cars that follow the control law we can similarly define
the controller equations for car i in term of x; and =i, as

u; = kyxi[k] + kazilk — 1) (20)
where

ki=(kp+ 44 0 0 1) (21)
and

k2= (-4& 0 0 0). (22)

The input u,[k] is updated every 1 ms while ii;[k] is up-
dated every 100 ms and kept constant otherwise. We model

Is your commute driving you crazy a study of misbehavior in veh: 4 - 4 (0)

To model abnormal driving in our system we vary the
value of r, for a vehicle that we call the attacker even though
their intent may not be malicious.

Is your commute driving you crazy a study of misbehavior in veh: 6 - 6 (0)

abnormal behavior in a platoon of cars. Our approach has
every car model the expected behavior of the vehicle directly
in front of them. The vehicles then compare the calculated

Is your commute driving you crazy a study of misbehavior in veh: 6 - 6 (0)

7/12/2022
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4.5 Non-attack abnormalities

Our detection method is also able to detect non-malicious
abnormal behaviors in the system. For example, our de-
tection scheme would detect if the acceleration or breaking
parameters of a vehicle were to change due to normal wear

from car 1 — j. We define z,, ;- as the modeled state of
car i — 1. We can then define the state of all the cars in the
model as X = [Zyn,i—j Tmyimjd1see oy Tmi-1]. Likewise, we
define the feedback inputs and feedforward inputs of car i -1
a8 Uy, 1 and Gy -y respectively. This allows us to define
the inputs at each time as.

7/12/2022

on the system. This could be used in conjunction with a

global monitoring system to help alert drivers when their

vehicle might need maintenance. Unm = [ttn,i=3y Gm =gy Umd=j+1s Bmbmgtir e« s Umi=1s] -
To model abnormal driving in our system we vary the

value of 7, for a vehicle that we call the attacker even though

their intent may not be malicious. We can write the system update equation for the model
as
5. MODEL BASED ATTACK DETECTION Xen[k + 1) = A Xon [k] + BunUn[K] (23)
In Figure 5, we show our proposed approach to detecting where

abnormal behavior in a platoon of cars. Our approach has
every car model the expected behavior of the vehicle directly

in front of them. The vehicles then compare the calculated Ago 0 0 eaw 0 0

expected behavior with the observed behavior. Using these Ay Aga 0 PROGII | | 0

comparisons the car is then able to detect both malicious & 0 A4y Ag2a ... 0 0 (24)
" . - :

and benign abnormalities. The ability to detect malicious as
well as benign but dangerous behavior is one of the greatest : . :
strengths of our approach. 0 0 0 ... Agy Ag2

[ Error
__; Calculations

Via \
d; | Use ACC? [ (TRTY )
J\_)
L Controll Y DSRC
> ontroller u |
CACC hg = 355 or
— ACC hy=1s

v A
—y al Powertrain
h

Figure 5: In this figure, we show a detailed diagram of our proposed detection scheme. A model of the
uxpocu.vd behavior of the car hl front of the monlturlng car is made from the broadcasted upstream control
r This is 1 to the ed behavior of the car in front of the monitoring car. If the
error is larger than expected, the monitoring car switches to a non-cooperative ACC algorithm.

and where
Bup 0 0 ... 0 0 0 00 0 ... 0 0 0 0 ... 0
Bsy Baz Bas ... 0 0 0 00 0 ... 0 00 0 ... 0
Bm=| . 5 o 0k 0 ... 0 0k 0 ... 0
¢ - 00 0 ... 0 00 0 ... 0
0 0 0 ... Bux Bua Bu a Dk P o0 P

Is your commute driving you crazy a study of misbehavior in veh: 6 - 7 (0)
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and where
Bao 0 o0 0 0 0 0 0 0 0 0 0 0 0
Bayr Baa Buaa 0 0 0 00 o0 0 0o 0 0 0
Ba=] , - 0 ki 0 0 0 k: 0 0
X ’ : 00 0 0 00 0 0
0 0 0 ... By Byz Bus | R b 0| s-]o 0 ka 0
00 o0 0 0o o0 o0 0
We assume that the cars in the model behave according : : . .
the control law given in (20) with lms radar update times |
and 100ms state broadeast times. 00 0 by 00 o0 k2
During an update period we can use (20) to define 0 0 0 0 0 0 o0 0
Umnlk] = @1 X [k] + @2 Xom [k — 1] + oiti—; [k] (25) and
1000 0
where 0100 0
0000 0
%= 10 0 (28)
00 0 0 00 0 0 it )
00 0 0 00 0 0 - 5 3
0k 0 0 0 k2 0 0 0000 ..0
T2 - B : We used the linear double integrator for modeling the ve-
&= : 101 = » hicles in the system but in an actual implementation more
00 k 0 0 0 k 0 advanced models could be used. The techniques used for
0 . 0 deling could be as plex as desired idering trade-
00 0 k 00 0 ks offs in accuracy, calculation cost, and time for calculation.
8 o . Improvements that could be considered in the modeling in-
00 0 -k 0 0 0 ka clude capturing non-linear behavior of the vehicles drive-
train and using terrain mapping to predict variations.
and
63 =(1,1,0,...,0)". (26) 5.2 Thresholding Techniques

Likewise, during a non-update period we can define our
update input as

Once we have a model of %,-1]ii,—; we can then predict
whether the model error is acceptable or not. We indicate
the measured values for ;.1 and assume we can measure
acceleration and velocity. It is not possible to measure the

Unlk] = daXm|k] + @5 Xm[k — 1] + deUm[k —1]  (27) error since we do not have a line of site to car i — 2.

Is your commute driving you crazy a study of misbehavior in veh: 7 - 7 (0)

posed in Section 3.1. When an attack is detected the control
law changes to a non-adaptive cruise control law such that
u; = ugpi = kaé; + kye; where the error is now calculated
with a larger headway constant, for example 1 second. In

Is your commute driving you crazy a study of misbehavior in veh: 8 - 8 (0)

Another design decision 1s how to model the vehicles given
DSRC packets. In the real system this involves modeling the
dynamics of the car and its interaction with the environ-
ment; for example, a car performs differently going up hill.
The cars have to have a trusted way to choose parameters for
each car which could either be through a cloud-based service
or through a trusted broadcast scheme. Modeling the dy-
namics with the environment could easily be supplemented
with GPS data to estimate environmental impact.

Is your commute driving you crazy a study of misbehavior in veh: 10 - 10 (0)

7/12/2022
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Modeling Approach\Context of
the Model\Adaptation

Modeling Approach\Context of
the Model\Security

In our approach the main goal 1s to develop run-time
behavioral models for collaborative adaptive distributed sys-
tems, analysis techniques for continuous safety and cyber-
security assurances, with real-time guarantees for the assump-
tions made in the model. To enable this, we need to design

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

an appropriate execution order for reconfiguration requests. It does this using a distrib-
uted workflow model that represents formally the intentions of a reconfiguration
request, the temporal ordering required in its operation, and its resource usage. Com-

Achieving critical system survivability through software archit: 17 - 17 (0)

‘The main contribution of this part lies in various models
addressing adaptive features of the system, formal analysis,

Towards a Framework for Safe and Secure Adaptive Collaborative: 3 - 3 (0)

Our goal is to use various models to address adaptive
features of the system. Formal analysis and verification tech-

Towards a Framework for Safe and Secure Adaptive Collaborative: 3 - 3 (0)

Typical attack goals and sub-goals: the exploitation of
attack surfaces is linked to the typical attack goals, which
are represented through the attack tree. Attack trees allow
to trace back the motivations behind the attack and to
check the conditions whether the attackers can achieve
their goals.

A simplified approach for dynamic security risk managementin c: 4 - 4 (0)

simplicity, we will assume that the capability of attacker at the
time of launching 7; successfully equal to the system
withstand. We consider attacker capability a dynamic risk
element which is assessed by attack records. Consequently,
this element can be updated if more sophisticated attacks are
being detected during operations. Therefore, given n
successfully launched threats, the maximum attacker

capability can be estimated as GA = max{DC; } = [DCiax
i=1n

DCEEy DCK oy DCYoy DCES,]  in which  DCh,e =
ax [DC‘.' }. Information regarding attacker

m
[eletexkweqli=1n

A simplified approach for dynamic security risk managementinc:5-5 (0)

7/12/2022
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mstead ol identitying capabilitics for all attackers, we only
need to estimate the maximum capabilities of all attackers in
the group, which can be represented by GA: GA = [GA®
GA®™ GA* GA™ GA®) in which cA’ =

max _ {AC, l’ }. To launch T, successfully, the
feletexkweq)j=1m

attackers should be able to bypass the system withstand for 7},
which means their group attack capability GA should be
greater than defender capabilities DC;: GA®* > DCf*,GA®™* >
DCE*,GA* = DCF,GAY = DCY,GA™ > DCfe. For

A sfmplified 'a'pproac'h for dynérmic>sec‘urity risk managementinc:5-5 (0)

threat 7 in T, the ITS knows the corresponding defender
capability vector DC; = [DCE* DCE* DCF DCY DC{] which
represents the system withstand regarding elapsed time,
expertise, knowledge, windows of opportunities, and
equipment respectively. Similarly, assume that each attacker j

A simplified approach for dynamic security risk managementinc:5-5 (0)

capabilities. An example of the attack tree can be shown in
Figure 5, while the system withstands for attacks in this tree
are shown in Table 1. Assume that the CAV is only interested

A simplified approach for dynamic security risk managementinc: 6 - 6 (0)

Figure 5. Example of an attack tree regarding the physical sensors
A simplified approach for dynamic security risk managementinc: 7 -7 (0)

Provided sensor data was available from elements such as host intrusion-detection
systems, network traffic monitors, and liveness monitors, a scenario such as this could
generate an appropriate set of events as the different elements of the attack took place.
A finite-state-machine hierarchy that might be used in such circumstances is shown in

Achieving critical system survivability through software archit: 15 - 15 (0)
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models of a digital ecosystem. They use security metrics and threat models to
predict risks, prioritise responses and aid cybersecurity awareness.

Digital Twins for Dependability Improvement of Autonomous Drivi: 4 - 4 (0)

STEFP 3: Threat modelling and test case demonstrators based on security and
safety risk assessment and forecasting.

Digital Twins for Dependability Improvement of Autonomous Drivi: 7 - 7 (0)

broadcasted control signal. We assume that the attacker’s
signal is non-additive so the state update equation for the
attacker become x4 [k + 1] = Az, [k] + Bug[k].

Is your commute driving you crazy a study of misbehavior in veh: 4 - 4 (0)

To implement this attack we change the attacker’s head-
way parameter to haa < hdmin Where g min is the recom-
mended minimum headway speed.

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

The attacker defines a mis-report percentage 5 € |0, 1] and
then implements the attack by reporting 1, = (1 — F)u, if
g >0 and @, = (1 + Bug if ug < 0.

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

This attack is implemented by changing the attacker’s
control law to us = ugf. and ignoring the feedback por-
tion of the control law.

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

To model abnormal driving in our system we vary the
value of i, for a vehicle that we call the attacker even though
their intent may not be malicious.

Is your commute driving you crazy a study of misbehavior in veh: 6 - 6 (0)

threat specification step. Then, we deline the attacker as the
minimally required profile to perform a threat using SARA
attacker list. Therefore, we compute the attack likelihood

SARA Security Automotive Risk Analysis Method: 3 - 3 (0)

Risk assessment returns the risk value of an attack. SARA
attack tree defines the attack goal as the tree root and se-
lects its related threats from those identified in the previous
threat specification step. Then, we define the attacker as the

SARA Security Automotive Risk Analysis Method: 3 - 3 (0)
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CAAUT) . Then, SARA attack method to asset maps a set
of assets categories and threats/security goals to an attack
method. The latter is a single threat or a set of threats per-
formed by an attacker on an asset. SARA attackers list maps
an attacker profile and its attacker capability score. The lat-

SARA Secu rity Automotive Risk Analysis Method: 3 -3 (0)

inition. The SARA threat to security goal map associates our
threat model (STRIDELC) to our security goal model (AIN-
CAAUT)?. Then, SARA attack method to asset maps a set

SARA Security Automotive Risk Analysis Method: 3 -3 (0)

Feature definition describes the defense perimeter’ of the
assessed system. The system definition follows two architec-
tures. The physical architecture represents interfaces, con-
trollers, sensors, actuators, and communication links. The
logical architecture represents the data flows issued by afore-
mentioned physical entities. Indeed, an ADS-DV rely on data
flows to observe its surrounding environment and control
the vehicle dynamics [26]. By knowing the threaten data
flows, the expert forecasts the severity of attacks on assets,
the capabilities of self-observation, and self-controllability
of the automated driving system (ADS).

SARA Secu rity Automotive Risk Analysis Method:
‘lo identity considered threats, we define a new threat model named
STRIDELC (Table I)',Th' latter gx!en@s STRIDE by adding two cgt
SARA Security Automotive Risk Analysis Method:

dential information as mentioned. Finally, Table 2 maps STRIDELC

threats to our defined assets categories.

SARA Security Automotive Risk Analysis Method:

are straighttorward. Then, we match our asset categories to our
STRIDELC threat model. As defined in Table 1, only data emitters

SARA Security Automotive Risk Analysis Method:

dure (CIA model). That is, Table 1 depicts the considered threat

model and security goal model in SARA.

SARA Security Automotive Risk Analysis Method:

5.2.2 Defining attack methods classes. Once the threats-assets
map defined, we need to define the attack methods classes. Indeed

SARA Security Automotive Risk Analysis Method:

3-3(0)

4-4 (0)

4-4 (0)

4-4 (0)

4-4 (0)

5-5 (0)

7/12/2022
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‘Table 1: SARA Threat-Security goal Models
SARA Security Automotive Risk Analysis Method: 5 -5 (0)

5.3.1 SARA attackers profiles definition. We define an attacker
as the combination of an attacker profile and an attacker capability.
To define the attacker profile, we refer to previous methods [21, 22]
and the attacker model defined in [8].

SARA Security Automotive Risk Analysis Method: 5 -5 (0)

gories map (Table 2). As a result, we obtain the SARA attack method
per asset map (Table 2). This map allows a systematic tool to map
multiple threats/security objectives to assets which can be useful
to build attack tree, Petri-nets or graphs. Also, non-security experts

SARA Security Automotive Risk Analysis Method: 5 -5 (0)

To detine attack method, we use CIA model and TVRA Threal
Tree [7]. To impact the system of study, we assume that attack

SARA Security Automotive Risk Analysis Method: 5 -5 (0)

Security expert sums factor values (C;) to compute the capability
Cap of an attacker A as follows:

Cap = E C (1)
je(K.Ex.Eq}

SARA Security Automotive Risk Analysis Method: 6 - 6 (0)

An attack tree defines threats used by attackers to reach an attacking
goal (Figure 4). Attackers reach their goal through attacked auto:

SARA Security Automotive Risk Analysis Method: 6 - 6 (0)

motive functions. Attacked functions simplify targeted components
identification within the vehicle and clarify the attack description
for automotive experts. Then, SARA attack method (Section5.2)
maps an attack method the impacted assets using SARA attack
method to asset map (Table 3). Finally, we associate a minimally
required attacker (Table 4) to the attack on an asset which maps one
or multiple threats to the impacted asset(Table 3). Experts compute

SARA Security Automotive Risk Analysis Method: 6 - 6 (0)

Experts compute attack potential (AP4) using the values of at-
tacker capability Caa, normalized elapsed time T and opportunity
metrics WO as follows:

AP = Cap + T+ WO (2)
SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

7/12/2022
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The proposed threat model 1s named TARA+ and 1t
features:

e Quantification of the threat based on attack potential
and attack impact as defined in the SoA (see Sec. I11.1-
2);

e A novel “controllability” factor (see Sec. I11.3);

e A modified attack impact calculation which integrates
the proposed ‘controllability” (see Sec. I11.C);

e A 2D risk matrix based on attack potential and
proposed modified impact (see Sec. I11.D);

e An attack surface analysis that extends beyond the
vehicle itself and includes considerations on the
controllability of an attack (see Sec. IV).

TARA Controllability-aware Threat Analysis and Risk Assessment: 2 - 2 (0)

The impact of a specific asset/threat pair (here denoted as I)
is an estimate of the expected loss for different stakeholders
when the threat is realised. Four factors which are proposed by
[9] namely Severity (S), Operational (O), Financial (F) and
Privacy/Legislative (P) are also used in this work. Table II

TARA Controllability-aware Threat Analysis and Risk Assessment: 2 - 2 (0)

21434. Each factor can be assigned with a level between 0
(corresponds to highest attack potential) and 3 (corresponds to
lowest attack potential) as described in Table I (their values
corresponding to an integer range of 0 to 3). The four factors
are listed hereafter:

o Specialist technical expertise required (denoted as
E).

o Knowledge of the target design and operation
(denoted as K);

o IT hardware/software or other equipment
required for target exploitation (denoted as Eq);

¢ Window of opportunity (denoted as W).

TARA Controllability-aware Threat Analysis and Risk Assessment: 2 - 2 (0)

System-based controllability (C*) quantifies the system fault-
tolerance and it shall be the factor that prevails in higher levels
of automation. This due to the fact that the driver gets out of

TARA Controllability-aware Threat Analysis and Risk Assessment: 2 - 2 (0)

‘T'he attack probability (Pr), captures the relative hkelithood
of an attack to be successful [18]. Its numerical ranking is
higher for attacks associated with lower attack potentials, Po,
and lower for attacks associated with higher attack potentials.

TARA Controll-ability-aware Threat Analysis and Risk Assessment: 3 - 3 (0)
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Modeling Approach\Context of
the Model\Safety

Driver-based controllability (CP) shall be used in parallel in
all cases where reliance on the driver remains. CP levels

TARA Controllability-aware Threat Analysis and Risk Assessment: 3 - 3 (0)

Now, the above impact value (1) 1s weighted by the product
of the CS, CD unit normalized controllability factors as
defined in (3). Eq. (3) differentiates between systems that rely
on the driver (i.e. C1S, C2S), and therefore CD is part of the
equation, and those which do not (i.e. C0S, C3S, C4S). This
results in a Modified Impact value, denoted as MI, that is a
scalar and ranges also from [0, 28].

TARA Controllability-aware Threat Analysis and Risk Assessment: 3 - 3 (0)

Since nsk 1s often represented in two-dimensions by the
attack’s Probability and Impact, the controllability (C) will be
applied in the Impact calculation in order to derive a modified
impact value that takes into account both the machine/driver
system’s fault-tolerance (i.e. the two components of the

TARA .Controllabiliz\-/-aware Threat Analysis and Risk Assessment: 3 - 3 (0)

The impact of an attack (I) captures the loss to the
stakeholders. As proposed in [9], its value is calculated as a
weighted sum of the four / factors (defined in Table II) as
described in (2). As you may note, higher weights have been

TARA Controllability-aware Threat Analysis and Risk Assessment: 3 - 3 (0)

Combining the five possible Attack Potential (Pr) values
with the five possible Modified Impact (MI) values, the
attack’s associated risk (R*) is also classified in five levels as

TARA Controllability-aware Threat Analysis and Risk Assessment: 4 - 4 (0)

notation ot a Boolean exp Ihe op of this

expression can be exported safety requirements on used services,
which are called safety-demands. They can be used to model
dependencies on the safety of required services. In order to model

d on the envi of a system, it is also possible to
d

define so-called ime evi as an operand of the condition.

Approaching runtime trust assurance in open adaptive systems: 3 - 3 (0)

In order to support these dynamic conditions, a ConSert does not
define a single safety guarantee but a series of alternative
g as itisill d in Fig. 3. For each of these variants a

dition is defined. As illus i this is mainly a graphical

Approaching runtime trust assurance in open adaptive systems: 3 - 3 (0)

7/12/2022
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OAS [I¥][1Y], we chose to transtorm Conderts mto suitable
runtime models. Since it is also well-known that each Boolean

fi can be rep d by a Binary Decision Diagram
(BDD), and BDDs yield further sngmﬁcant advantages, we
lected the BDD rep ion as an inter formation

target. Thus, for each Boolean function of a ConSert, we generate
a distinct BDD. The benefits from that are manifold. The

Approaching runtime trust assurance in open adaptive systems: 3 - 3 (0)

approacha ()ne approach would be to use ConSerts and trust

her would be to use a
trust enhanced ConSert as one integrated model. We believe that
the second approach would be more feasible, because it would be
easier for developers to prevent adverse interaction between safety
properties and other trust properties. The dynamic safety

Approaching runtime trust assurance in open adaptive systems: 5 -5 (0)

and prescribes which values are actually allowed. Apart from the
trust properties we also need cor functions in
between trust properties of requnrcd and pmvnded services of
component configurations. These mapping functions should be
specified as Boolean expressions, in the same way as it has been
done for the safety properties in the ConSerts. The operands of
that Boolean expression comprise trust requirements regarding the
safety properties of the required services and tmst-rclatcd r\mume
evidences. The result of the Bool

PPHE

Approaching runtime trust assurance in open adaptive systems: 5 -5 (0)

7/12/2022

ory in [29]. Sepcifically, we hirst discretize the sate state set X into
grids, and then try to find the grid set that satisfies both local safety
and inductiveness. For each property, we build a directed graph.
where each node corresponds to a grid and each directed edge
represents the mapping between grids with respect to reachability

Know the unknowns addressing disturbances and uncertainties in: 3 - 3 (0)

including the concepts related to the SWE. Using this use case, we
show how this generic safety ontology can be instantiated to build
an abstract model for speaf C use cases and we show how |t is

Ontology development for run-time safety management methodology: 2 - 2 (0)
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that Indicate the range of responsibilities and abilities of the
employees (i.e., subjects). Therefore, the organizational role of the
subject has an important impact on his/her ability to perform the

potential nisks. As depicted in Hig. 3, environment includes Sections
as its building blocks and is represented considering: (i) the
potential risks for different Sections; (ii) available safety protection

4312 M M. Fugini /

Fig. 3. Details on environment in the safety ontology.

Has Task
Work Task 22 T | Work Activity

e

d for

Required skill

]
S -l

Needed for Required
Object

Fig. 4 Details on activity in the safety ontology.

elements in the Section; and (iii) the sensors and monitoring
devices available at each Section to monitor the critical conditions
such as air pollution levels, temperature, etc.

Ontology development for run-time safety management fnet:hodology: 4-5 (0)

‘omputer Systems 68 (2017 ) 428-441

Has Type Has Cause

Fig. 5. Details of hazardous event in the safety ontology.

inputs provided by the Monitor step we conduct risk assessment
that includes risk identification, risk analysis and risk evaluation. In
order to capture the knowledge in this step, we extract the required
concepts from ISO 31000:2009, OSHA, and EU-OSHA standards and
regulations,

As a part of the risk identification, monitored data and the SWE
entity properties are evaluated to identify bly f bl
hazards that may give rise to a risk. This incorporates detection
of out of range values that are considered essential in risk
identification. To highlight the imp values for il ifying the
hazardous event, safety experts in different industries can define
Safety Indicators (Sls) considering the safety needs of the specific
industry. We consider four categories for (SIs), namely: Subject-
specific Sls (e.g.. skill level, decreased mental alertness, fatigue,
loss of concentration); Object-specific Sls (e.g.. object risk level, and
failure rate); Environment-specific Sls (e.g., fall rate); and Activity-
specific Sls (e.g., injury rate, proximity of hazardous activities to one
another, and compatibility of work activities).

Based on the defined Sls, Hazardous Events are identified.
The hazardous event is characteri: by the hat indicates

Al et bt ot aa

to design a core safety model with its generic classes capturing the
_sa_fety kn_ovyledge (01). Tq gchigve this. OSHA I_IS_l and EU-OSI}A

Ontology development for run-time safety management methodology: 4 - 4 (0)

such as the engine, the wheels, etc. In the safety model, the
following properties are represented for a tool or machinery: (i) the
current safety guards and controls; (ii) the overall risk identified
for the tool or machinery; and (iii) the current state of the safety
inspection on the device. Fig. 2, depicts the Object class and its

Ontology development for run-time safety management methodology: 4 - 4 (0)

7/12/2022
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Important concepts, which can attect the satety are extracted
from OSHA and EU-OSHA directives and regulations. Therefore,
Subjects are represented by: (i) their organizational roles; and
(ii) their safety related skills and experience gained from
organizational safety training; and (iii) the safety protection
elements that they are currently using. Fig. 1 depicts the subject

Ontology development for run-time safety management methodology: 4 - 4 (0)

are the sensors, cameras, wearable monitoring tools, etc. 1wa
types of monitoring devices are represented in the safety model:
passive and active, Passive devices are the monitoring tools that
are employed for sensing loT Services and are used for capturing
ambient data, such as temperature and humidity values, and for
monitoring the work activities. Active devices provide the ability to
operate a change on the state of the environment using actuators
(i.e., used for control loT Services), e.g., air conditioning, pressure
control tools, etc.

Ontology developme>nt for run-time safety management methodology: 5-5 (0)

are usually detined in JHA documents. Activities include various
tasks as their building blocks that have properties including: (i)
potential risks for each task; (ii) required skills from the subject
who performs the task; (iii) permitted roles to perform the task
considering the subjects’ organizational role; and (iv) required
objects for performing the task. Fig. 4 shows the Work Activity class

Ontology development for run-time safety management methodology: 5 -5 (0)

Fig. Y shows an example, helping to illustrate the abstract model
in the SWE. The example is created around a work environment
where humans perform work activities with tools in a potentially
dangerous environment, like an industrial plant. Here, instances of
the safety ontology classes model a scenario taken from OSHA di-
rectives for Forklift Operations. However, this example is adapted

Ontology development for run-time safety management methodology: 6 - 6 (0)

Using the satety ontology, an abstract model can be created
using OWL subclasses to capture the entities in a specific SWE and
describing the specific safety concepts for different work activities.

Ontology development for run-time safety management methodology: 6 - 6 (0)

according to the ISO 31000:2009. Furthermore, Satety Indicators
are defined in four categories that are: Subject-Specific, Object-
Specific, Environment-Specific, and Activity-Specific, which define
the relevant aspects that should be monitored based on the needs
of specific industries.

Ontology develop-me-nt.for run-fihw-e‘sa}e.t\} ménagement methodology: 6 - 6 (0)

logic | 36] in Semantic Web. The rule language is adopted to specify
the safety rules and constraints for run-time safety management,
as it can be easily integrated with the safety ontology. To show the

7/12/2022
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Modeling Approach\Meta-
Model Type / Modeling
Language\Logic

Ontology development for run-time safety management methodology: 7 - 7 (0)

SWRLTab which provides SWRL rule editor to implement the
constraints on the ontology that reflect the safety regulations of
a specific industry (e.g., the temperature of a specific machinery
should be below a value). The development of ontology can be

Ontology development for run-time safety management methodology: 12 - 12 (0)

‘The Web OUntology Language (OWL) 1s used to specity satety
ontology concepts. For implemgnta_tion. Prptégéﬁ 5.0 l?eta is

Ontology development for run-time safety management methodology: 12 - 12 (0)

a distinct BDD. The benefits from that are manifold. The
transformation process itself is easy and well understood and there
exist established algorithms and techniques for BDD analyses and
optimization. Moreover, the BDD representation is easy to
impl and the impl ion of a Boolean function as BDD
is known to be efficient in terms of both, memory consumption
and calculation time.

Approaching runtime trust assurance in open adaptive systems: 3 - 3 (0)

i

can be rep i by a Binary Decision Diagram
(BDD), and BDDs yield further significant advantages, we

Approaching runtime trust assurance in open adaptive systems: 3 - 3 (0)

Boolean expressions

Approaching runtime trust assurance in open adaptive systems: 5 -5 (0)

fied by traversing the model. Policies can be expressed in Linear
Temporal Logic (LTL) queries and verified against the model.

Engineering safety in swarm robotics: 3 - 3 (0)

n LTL

Engineering safety in swarm robotics: 4 - 4 (0)

actions). The Semantic Web Rule Language (SWKL) 1s a standard
language, developed by W3C that is used to express rules as well as
logic [ 36] in Semantic Web. The rule language is adopted to specify

Ontology development for run-time safety management methodology: 7 - 7 (0)

7/12/2022
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SWRLTab which provides SWRL rule editor to implement the
constraints on the ontology that reflect the safety regulations of
a specific industry (e.g., the temperature of a specific machinery
should be below a value). The development of ontology can be

Ontology development for run-time safety management methodology: 12 - 12 (0)

Modeling Approach\Meta-
Model Type / Modeling

Language\Functional A simplified approach for dynamic security risk managementin c: 4 - 4 (0)
(Fault/Attack Tree)

attack tree

capabilities. An example of the attack tree can be shown in
Figure 5, while the system withstands for attacks in this tree
are shown in Table 1. Assume that the CAV is only interested

A simplified approach for dynamic security risk managementinc: 6 - 6 (0)

Figure 5. Example of an attack tree regarding the physical sensors
A simplified approach for dynamic security risk managementinc: 7 -7 (0)

an appropriate execution order for reconfiguration requests. It does this using a distrib-
uted workflow model that represents formally the intentions of a reconfiguration
request, the temporal ordering required in its operation, and its resource usage. Com-

Achieving critical system survivability through software archit: 17 - 17 (0)

Fig. 3. Design and implementation methodology for automotive security and safety
validation using Digital Twin

Digital Twins for Dependability Improvement of Autonomous Drivi: 7 - 7 (0)

Risk assessment returns the risk value of an attack. SARA
attack tree defines the attack goal as the tree root and se:

SARA Security Automotive Risk Analysis Method: 3 - 3 (0)
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attack tree

SARA Security Automotive Risk Analysis Method: 5 -5 (0)

An attack tree defines threats used by attackers to reach an attacking
goal (Figure 4). Attackers reach their goal through attacked auto:

SARA Security Automotive Risk Analysis Method: 6 - 6 (0)

Modeling Approach\Meta-

Model Type / Modeling OWL subclasses to capture the entities in a specific SWE

Language\Structural Ontology development for run-time séfety management methodology: 6 - 6 (0)
(Component Diagram)

‘The Web OUntology Language (OWL) i1s used to specily satety
omo_logy _concepts. _For implemgn(a_tion. Prp(égéﬁ 5:0 l_)eta is

Ontology development for run-time safety management methodology: 12 - 12 (0)

Modeling Approach\Meta-

A Figure 2 shows a stripped-down example of a safety model re-
Model Type / quelmg garding telemetry and take-off operations. If we suppose that a
Language\BehaworaI safety policy requires telemetry to always be checked prior to take-

off, it is clear that the model in Figure 2 violates such a policy. On
the other hand, the model in Figure 3 satisfies it.

Engineering safety in swarm robotics: 3 - 3 (0)

(Automata)

(CFG) through the Buzz parser. Then, PTFA can be used to transtorm
it into an automaton M suitable for model checking as follows:

M = (Qm. Ly, Tm. g0, VM. Gum. Am) (1)
Engineering safety in swarm robotics: 3 - 3 (0)

We propose to produce an inter-procedural Control Flow Graph
(CFG) through the Buzz parser. Then, PTFA can be used to transform

Engineering safety in swarm robotics: 3 - 3 (0)

nitude. Due to these weaknesses, we have also looked to Hidden
Markov Models (HMMs) to fill these gaps.

Network and system level security in connected vehicle applicat: 4 - 4 (0)

Petri-nets

SARA Security Automotive Risk Analysis Method: 5 -5 (0)
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Modeling Approach\Meta-
Model Type / Modeling
Language\Behavioral
(Automata)\Mathematical
Model

speed until CC is switched off by the driver. PLEXE im-
plements the classic Cruise Control algorithm (Equation 1)
which is already available on several commercial cars [15].

Fgos = —kp(& — Eges) = M (1)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

CC [15] used in PLEXE is defined as

1
Fides = — (6 + A0 (2)
6 =i — i1+ Lia + T (3)
& =& = &i1 (4)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

between vehicles. If a vehicle is less than 20 meters from the
preceding one, the vehicle follows instructions from CACC:
Fdes = Fcace, otherwise, the policy is the same as ACC:
ZEdes = min(Ecc,Ecacc)-

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

The control law of the i-th vehicle in the platoon is defined
as

Fides = 1Ei_1 + 2F0 + azéi + ag(Fi — 30) + assi  (6)
€i = Zi — Ti—1 + li1 + 9aPacs (7)
éi = & — Eica (8)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

through the use of both ACC and CC controllers. When the
ACC driving mode is selected, a car follows the instruction
of the one which predicts smaller acceleration rate:

Faes = min(Ecc,facc) (5)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

Fy = =043 — 0.04(xy — z0 + lo + gapaes) (12)

Obviously, Equation (12) is a second order differential equa-
tion and xo, lo, gapd., are constant values. xg is the location
where the leader vehicle crashes. [y is the length of vehicle 0
and gapae., is the distance between two vehicles. By solving

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 7 - 7 (0)

7/12/2022
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In our testbed, no real liquid tank is deployed. The change ot liquid
level (Nlev) is, in fact, not measured by a sensor, but is calculated
following the expression: Nlev = pl + ts x r, where pl is the liquid
level at the previous stage, r is the rate at which the liquid is flowing
in or out the tank, and ts is the period of time that a valve remains
open.

Countering targeted cyber-physical attacks using anomaly detect: 5 -5 (0)

7/12/2022

lane and that their order can not change. We indicate the
spatial position, velocity, and acceleration of car i as g;, v;,
and a; respectively. We indicate the distance between the
front bumper of car ¢ and the rear bumper of car i — 1 as
d; = gi—1 — qi with dg = 0 and the desired distance between
car i and car i — 1 as d,; with d, o = 0. We define the error
forcari as e; =d; — d, ;.

The cars desire to follow a constant headway policy such
that d, ; = hg;vi + L; where L, is a constant distance offset
and hg; is the the desired headway of car i. We can sub-
stitute the constant headway policy into our error equations
to get

€ = gi-1 — ¢ — havi — Li. (1)

We can set the distance L; = 0 in (1) by assuming a change
of basis to provide for the safe stopped distance such that
€ = gi-1— ¢i — ha,ivi.

‘We model the cars using a double integrator model with a
lag constant of 7, for each car. Given a desired acceleration
of u;, car i has the following continuous time differential
equations.

di=—n i+ 0w (2)
v = a; (3)

Gg=w (1)

éi = vi—1 — vi — haai. (5)

Is your commute driving you crazy a study of misbehavior in veh: 3 - 3 (0)

this setup |6]. This controller uses a combination of a DSRC
based feedforward input, usys;, and a measurement based
feedback input, ugs i, such that

Ui = Ugp +Uff. (6)

Is your commute driving you crazy a study of misbehavior in veh: 3 - 3 (0)
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‘I'he mter-vehicle distance 1s measured using radar and used
to calculate error which allows for PD feedback controller
such that

ugp,i = kpei + kaé;. (7)

The feedforward controller is provided via DSRC using the
update equation

iy gi = —hgiugra+ hg i, (8)

where 1, is received via DSRC. In the case that all vehi-
cles are behaving then i;_y = u;_; during update periods.
However, in general, we assume this equation may not hold
in order to account for malicious behavior.

Is your commute driving you crazy a study of misbehavior in veh: 3 - 3 (0)

7/12/2022
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We define the vector 7 = [e;, vi, a:, uysy,] for the state of
car i. The update equation for a vehicle can be written as
a linear system such that

&y = A + Aii1xi-y + Bojui + Bejiti-y, Yi> 0 (9)

and
To = Aoxo + B, iu, (10)
where
0 -1 —hgi 0
0 0 1 0
Ay = 0 0 -t 0 , (11)
0 0 0 —hg!
0100
0000
Ava=0 000 (12)
0000
Bl,=(0 0 57" 0), (13)
Bii=(0 0 0 h3}), (14)
and
00 0 0
oo 1 o0 s
Ao = 00 __,_'0—1 0 (15)
00 0 0
We define X as the state of the whole systems so that
XT = [« .x],..xk_,). We define the inputs to the sys-
tem as UT = [uo, ilo, w1, 1,...,uk—1] where each vehicle

chooses its input values u; and #,;. This allows us to write
the linear equations for the whole system as

X =AX +BU (16)
where
Ao 0 0 0 0
Aicr A 0 0 0
A=l 0 Ao A 0o 0 an
0 0 0 . A A
and
B, 0 0 a 0 0
0 Bei Bei ... 0 0
B= . . « N (18)
0 0 0 eese Beg Bsyg

Is your commute driving you crazy a study of misbehavior in veh: 4 - 4 (0)
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We assume homogeneous cars such that A, ,_;, A, , B,
and B, ; are known and the same for all vehicles. This allows
us to write our discrete matrices as

Aao 0 0 _— 0 0

Aga Aaoz 0 - 0 0

Ag= 0 Agy Aa2z ... 0 0
0 0 0 ... Aay Aa2

where Aao € R*™, A4, € R™, and Ag2 € R'™. Likewise
we define

Bio O 0 ... 0 0 0 0
Bay Baz Bas ... 0 0 0 0

Ba = " :
0 0 0 ... Bax Ba2 Bus 0

where By € Rhl, By, € R By; € Rul. and Bys €
R,

Is your commute driving you crazy a study of misbehavior in veh: 4 - 4 (0)

for the communication input variable. We thus use the up-
date equations

X[k +1] = AgX[k] + BaUK] (19)

where A, and By represent an exact discretized version of
(16).

For cars that follow the control law we can similarly define
the controller equations for car i in term of x; and =i, as

u; = kyxi[k] + kazilk — 1) (20)
where

ki=(kp+ 44 0 0 1) (21)
and

k2= (-4& 0 0 0). (22)

The input u,[k] is updated every 1 ms while ii;[k] is up-
dated every 100 ms and kept constant otherwise. We model

Is your commute driving you crazy a study of misbehavior in veh: 4 - 4 (0)

broadcasted control signal. We assume that the attacker’s
signal is non-additive so the state update equation for the
attacker become x4 [k + 1] = Az, (k] + Bua k.

Is your commute driving you crazy a study of misbehavior in veh: 4 - 4 (0)

To implement this attack we change the attacker’s head-
way parameter to haa < hd,min Where g min is the recom-
mended minimum headway speed.

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

7/12/2022
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The attacker defines a mis-report percentage 5 € |0, 1] and
then implements the attack by reporting @, = (1 — 5)u, if
ug > 0and it, = (1 + Fug if ug < 0.

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

This attack is implemented by changing the attacker’s
control law to us = ujs. and ignoring the feedback por-
tion of the control law.

Is your commute driving you crazy a study of misbehavior in veh: 5 -5 (0)

To model abnormal driving in our system we vary the
value of ), for a vehicle that we call the attacker even though
their intent may not be malicious.

Is your commute driving you crazy a study of misbehavior in veh: 6 - 6 (0)

Assuming that cars have a range on their inputs delined as
U; € [Umin, Umaz] We can implement this attack by setting
the attackers control parameters to ua = Upmin and i, =

Umax-

Is your commute driving you crazy a study of misbehavior in veh: 6 - 6 (0)

7/12/2022
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4.5 Non-attack abnormalities

Our detection method is also able to detect non-malicious
abnormal behaviors in the system. For example, our de-
tection scheme would detect if the acceleration or breaking
parameters of a vehicle were to change due to normal wear

from car 1 — j. We define z,, ;- as the modeled state of
car i — 1. We can then define the state of all the cars in the
model as X = [Zyn,i—j Tmyimjd1see oy Tmi-1]. Likewise, we
define the feedback inputs and feedforward inputs of car i -1
a8 Uy, 1 and Gy -y respectively. This allows us to define
the inputs at each time as.

7/12/2022

on the system. This could be used in conjunction with a

global monitoring system to help alert drivers when their

vehicle might need maintenance. Unm = [ttn,i=3y Gm =gy Umd=j+1s Bmbmgtir e« s Umi=1s] -
To model abnormal driving in our system we vary the

value of 7, for a vehicle that we call the attacker even though

their intent may not be malicious. We can write the system update equation for the model
as
5. MODEL BASED ATTACK DETECTION Xen[k + 1) = A Xon [k] + BunUn[K] (23)
In Figure 5, we show our proposed approach to detecting where

abnormal behavior in a platoon of cars. Our approach has
every car model the expected behavior of the vehicle directly

in front of them. The vehicles then compare the calculated Ago 0 0 eaw 0 0

expected behavior with the observed behavior. Using these Ay Aga 0 PROGII | | 0

comparisons the car is then able to detect both malicious & 0 A4y Ag2a ... 0 0 (24)
" . - :

and benign abnormalities. The ability to detect malicious as
well as benign but dangerous behavior is one of the greatest : . :
strengths of our approach. 0 0 0 ... Agy Ag2

[ Error
__; Calculations

Via \
d; | Use ACC? [ (TRTY )
J\_)
L Controll Y DSRC
> ontroller u |
CACC hg = 355 or
— ACC hy=1s

v A
—y al Powertrain
h

Figure 5: In this figure, we show a detailed diagram of our proposed detection scheme. A model of the
uxpocu.vd behavior of the car hl front of the monlturlng car is made from the broadcasted upstream control
r This is 1 to the ed behavior of the car in front of the monitoring car. If the
error is larger than expected, the monitoring car switches to a non-cooperative ACC algorithm.

and where
Bup 0 0 ... 0 0 0 00 0 ... 0 0 0 0 ... 0
Bsy Baz Bas ... 0 0 0 00 0 ... 0 00 0 ... 0
Bm=| . 5 o 0k 0 ... 0 0k 0 ... 0
¢ - 00 0 ... 0 00 0 ... 0
0 0 0 ... Bux Bua Bu a Dk P o0 P

Is your commute driving you crazy a study of misbehavior in veh: 6 - 7 (0)
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and
Bao 0 o0 0 0 0
Bax Baa Bas 0 0 0
By = v
0 0 0 ... Byy Byz Bus

We assume that the cars in the model behave according
the control law given in (20) with 1ms radar update times
and 100ms state broadcast times.

During an update period we can use (20) to define

Unmlk] = 61 Xm[K] + @2 Xom [k — 1) + Gyiti—s k] (25)

where
o0 0 ... 0 0 0 0 0
0O 0 0 ... 0 0 0 o0 0
0k 0 0 0k 0 0
0 ks 0 0 0 ka2 0 0
b=]0 0 K 0] 6,=]0 0 ks ... 0
00 Kk 0 0 0 ko ... 0
0 : 0
0O 0 0 B 0o 0 o0 ka
0 0 0 .k 0 0 0 k2
and
T
¢ =(1,1,0,...,0)" . (26)

Likewise, during a non-update period we can define our
update input as

Unlk] = 0aXm[k] + @5 Xm[k — 1] + dsUm[k —1]  (27)

where
00 0 0 00 0 0
00 0 0 00 0 0
0k 0 0 0 kx 0 0
00 0 0 00 0 0
ba=|0 0 K 0 g=|0 0 0
00 0 0 00 0
00 0 ky 00 0 Kz
00 0 0 00 0 0
and
1000 0
0100 0
0000 0
=100 01 0 (28)
0000 ...0

We used the linear double integrator for modeling the ve-
hicles in the system but in an actual implementation more
advanced models could be used. The techniques used for

leling could be as plex as desired idering trade-
offs in accuracy, calculation cost, and time for calculation.
Improvements that could be considered in the modeling in-
clude capturing non-linear behavior of the vehicles drive-
train and using terrain mapping to predict variations.

5.2 Thresholding Techniques

Once we have a model of %,-1]ii,—; we can then predict
whether the model error is acceptable or not. We indicate
the measured values for ;.1 m and assume we can measure
acceleration and velocity. It is not possible to measure the
error since we do not have a line of site to car i — 2.

Is your commute driving you crazy a study of misbehavior in veh: 7 - 7 (0)

posed in Section 3.1. When an attack is detected the control
law changes to a non-adaptive cruise control law such that
u; = ugpi = kaé; + kye; where the error is now calculated
with a larger headway constant, for example 1 second. In

Is your commute driving you crazy a study of misbehavior in veh: 8 - 8 (0)

7/12/2022

ge (lane

ging)

s that are in traffic. Let

¢ = (ls,l4.pi) denote a lane-change maneuver for vehicle p;
to go from a starting lane I to a destination lane I . Let C =
{c1.....cm. ¢} denote the set of allowed lane-change maneuvers,
including the special case of no lane-change, denoted by ¢. Every
time a vehicle p; intends to make a lane-change, it has to first
propose an x; € C and broadcast x; to all other vehicles. Let
X = {xi]1 £ i £ n} C C be the collective set of all the initial
proposed lane changes. Finally, we define k-set consensus as: each
vehicle p; has to decide on a single choice y; € X and the size of
the collective set of the decided values F = {y;} is at most k.

Network and system level security in connected vehicle applicat: 6 - 6 (0)
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in Algorithm 2. Each vehicle p; keeps a state vector T; to record
the state (in this case the lane-change proposals) of all vehicles. In
Step 1, if vehicle p; proposes a lane-change choice x; € C, it sets
corresponding entry Tj[i] = x;, otherwise T;[i] = ¢. An partial
order < is defined on these state vectors. T; < T; if Vk < n, Ti|k] =
¢V Tilk] = Tjlk]. Moreover, T; < Tj if T; < Ty AT; # Tj.

Network and system level security in connected vehicle applicat: 6 - 6 (0)
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venicie app INote tnat in puting systems , it
has been long shown that consensus without nmﬁcmg liveness
is impossible for asynch distrib synems known as the
FLP Impossibility [8]. In ti itical d vehicle applica-

tions, waiting for a long time to reach global consensus not only
affects liveness property, it may significantly worsen system per-
formance and even cause incorrect functionality — as the physical
environment and system dynamics evolve over time.

On the other hand, for many connected vehicle applications,
partial agreement among participants may already be sufficient
to achieve the desired functionality and performance. As shown
in Figure 6 (c) and Figure 6 (d), the lane mergmg could be ufely

performed with partial ag and

how vehicles 3 and 4 may operate. Next, wewﬂhdd:mnmhno(m

of partial agr in lane i We

will leverage the strategy as di din [3] and (5],

to coordlmle a local group of n autonomous vehicles with the
ion of B ine faults in an h system.

4.3 Partial Consensus for Lane Merging

System Model. We assume that vehicles are free to propose lane-
change (lane merging) maneuvers that are allowed in traffic. Let
= (ls,l4.pi) denote a lane-change maneuver for vehicle p;

to go from a starting lane /s to a destination lane /4. Let C =
{€11 ... €m. §} denote the set of allowed lane-change maneuvers,
including the special case of no lane-change, denoted by ¢, Every
time a vehicle p; intends to make a lane-change, it has to first
propose an x; € C and broadcast x; to all other vehicles. Let
X = {x]1 5 i 5 n} € C be the collective set of all the initial
proposed lane changes. Finally, we define k-set consensus as: each
vehicle p; has to decide on a single choice y; € X and the size of
the collective set of the decided values F = {y} is at most k.
Rroad We leverage the broadcast primitive pre-
sented in [3] to facilitates all correct vehicles to communicate with
each other and valld.llelaccepl values (an abstract notion repre-
senting any in practice), as shown in Algo-
rithm 1. Three types of messages are used during the broadcast
primitive procedure: Initial, Echo and Ready. We require vehicle py
to first broadcast its value v; through an initial message Initial(v;).
When any vehicle p; receives Initial(v;) or enough number of Echo
or Ready messages from other vehicles, p; broadcasts a message
Echo(v; pj) to inform all other vehicles. When pj knows that enough
number of vehicles have received messages about vy, it broadeasts a
message Ready(v; p;). Finally, once vehicle p; has received enough
Ready(vi,pj) messages, it validates and accepts v;.
The k-set C Pry L We i the above broad,
primitive procedure into the k-set agreement protocol proposed
in [5], and apply it to our lane changing application, as shown
in Algorithm 2. Each vehicle p; keeps a state vector Tj to record
the state (in this case the lane-change proposals) of all vehicles. In
Step 1, if vehicle p; proposes a lane-change choice x; € C, it sets
corresponding entry T[i] = x;, otherwise Tj[i] = ¢. An partial
order < is defined on these state vectors. T; < T; if Vk < n, Ti[k] =
¢ VTilk] = Tj[k]. Moreover, T; < T; if Ti < Ty ATi # T}

In Step 3, the Update(T}. T;) function updates the state vector
of a vehicle p;, following two rules: a) if Ty[k] = ¢ A Tjlk| =

Algorithm 1: Broadcast Primitive: B imi i)

1 Vehicle p; broad Initial(v;) to all other vehicl

2 for each vehicle p; do

s | Step 1: wait until the receipt of Initial(v;), or (n + t)/2
Echo{vi i), or (t + 1) Ready(v; pi) messages from other
vehicles (with various k indices), p; broadcasts an
Echo(vi,p;) to all other vehicles;

+ | Step 2: wait until the receipt of (n + 1)/2 Echo{v;py.) or
(t + 1) Ready(v,p)) messages, p; broadcasts a
Ready(vy py) to all other vehicles;

s | Step 3: wait until the receipt of (2t + 1) Ready(vi,py)
messages, p; validates and accepts value v;;

then T[k] = ¢, and b) if Ty[k] = x; v Tj[k] = x; then T[k] = x,
We use a Timeout() function to help terminate the process in cas(
of long ication delay or persi packet losses (eithe
due to liabl ion ch Is or malicious attack:
such as jamming or flooding). In Step 4, the Decide(T;) functior
makes a lane-changing decision y; € X from the proposals in T,
The decision could be based on the priority among vehicles, the
urgency of the merging, the estimated time for merging, etc. If the
Timeout() function is not evoked, the protocol ensures that theny
are at most k decisions at the end of the protocol.

Algorithm 2: Asynch k-set C Protocol
1 for each vehicle i do
Step 1: Construct an initial vector T;:
Ti[i] = x; if p; decide to change lane or ¢ otherwise
Vi#iTilj]=¢
Step 2: BroadcastPrimitive(T;, p;); set r = 1

2
3
‘.
s
. Step 3:
7
s
s
w

while not Timeout() do

for each received vector Ty do
if received vector T; is not a decision vector then
if Tj <T; then

n | continue ;
12 else if T; == T; then
) rer+l
" if r < n-k+1then
1 | continue ;
" else
v | break; /1 go to step 4
" else
" | Ti=Update(Ti, Tj). goto step 2 ;
2 else
n L | seTi=T7;;

z | Step 4:y; = Decide(T;); broadcast T; as a decision vector

System Safety Objective Evaluation. Note that the partial con
sensus protocol in Algorithm 2 ends whenever there are no mon
than k different decisions. It does not distinguish b differen

Network and system level security in connected vehicle applicat: 6 - 6 (0)
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Modeling Approach\Analysis
Objectives\Detection

In our testbed, no real liquid tank is deployed. The change
of liquid level (Nj.,) is, in fact, not measured by a sensor,
but is calculated following the expression: Ny, = py + 1, * 7,
where pj; is the liquid level at the previous stage, r is the rate
at which the liquid is flowing in or out the tank, and {, is the
period of time that a valve remains open.

Protecting cyber physical production systems using anomaly dete: 5 -5 (0)

and inductiveness. For each property, we build a directed graph,
where each node corresponds to a grid and each directed edge
represents the mapping between grids with respect to reachability

Know the unknowns addressing disturbances and uncertainties in: 3 - 3 (0)

graphs
SARA Security Automotive Risk Analysis Method: 5 -5 (0)

tus; (ii) the analysis of how the application of anomaly detection
(AD) techniques can be steered by the means of security metrics,
which are derived from an organization’s individual risk and threat
situation; (iii) a proof of concept of the proposed approach and a

Countering targeted cyber-physical attacks using anomaly detect: 2 - 2 (0)

not respect the expected system behavior [13]. Furthermore, in the
approach we propose, the analysis function considers the previously
acquired CTl data, and correlates it with the security events identi-
fied by the detection mechanisms, to gain a thorough view on the
current security situation of the target system, to activate further

Countering targeted cyber-physical attacks using anomaly detect: 3 - 3 (0)

data acquired in the monitoring phase. In order to promptly iden-
tify system events indicating potential security threats, we claim that
the analysis process can benefit from the application of advancec
anomaly detection approaches.” Anomaly detection allows to ex-
amine information related to the security status of the system, anc
to timely recognize suspicious activities within the system that dc
not respect the expected system behavior [13]. Furthermore, in the

Countering targeted cyber-physical attacks using anomaly detect: 3 - 3 (0)

During the analysis phase, security metrics are observed based
on the alerts triggered by both the anomaly detection and the CTI
management mechanism. If any metric indicates a non-secure CPS,
a change request is generated and forwarded to the planning func-
tion, as an input for selecting the most appropriate self-adaption
policy.

7/12/2022
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Countering targeted cyber-physical attacks using anomaly detect: 3 - 3 (0)

7/12/2022

in front of them. The vehicles then compare the calculated
expected behavior with the observed behavior. Using these
comparisons the car is then able to detect both malicious
and benign abnormalities. The ability to detect malicious as
well as benign but dangerous behavior is one of the greatest
strengths of our approach.

Is your commute driving you crazy a study of misbehavior in veh: 6 - 6 (0)

Once we have a model of Z;_|i;—; we can then predict
whether the model error is acceptable or not. We indicate

Is your commute driving you crazy a study of misbehavior in veh: 7 - 7 (0)

We propose an ly detection sch based on the Princi-
pal Component Analysis (PCA). PCA fits a Gaussian model to the
data, and uses this representation of normal behavior to detect
anomalies. This allows the model to construct a rich representa-

Network and system level security in connected vehicle applicat: 3 -3 (0)

Note that, because the variance-covariance matrix is positive semi-

definite, all eig lues are gative. In order to compute the
probability of a sample s, we write the sample as a linear combina-
tion of the eigenvectors

5= 51X +52X2 + - SpXp,

and compute the Mahalanobis di from the mean as
st
dl =§ L.
=) ~ Ai

Network and system level security in connected vehicle applicat: 4 - 4 (0)

invocation ol an adaptation policy. The following step consists,
hence, in analyzing the acquired data from the CPPS through
anomaly detection mechanisms. This provides information

Protecting cyber physical production systems using anomaly dete: 3 - 3 (0)
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aim to compromise the cooling process of the manufacturing
machine and, at the same time, to flood the surrounding area
with the cooling liquid overflowing from the tank. To perform
this attack, the intruders intend to attack the PLC's ladder
logic modifying its control sequence. To achieve this they
put in place an advanced persi threat [19], consisting of

HIMGICU @ ANIIET IGRE UL WS CUIIUL WEU 3E1VEL WE
collected the PLC logs and the diagnostic buffer messages,
captured during the same time interval the PLC was compro-
mised, and we let the AMiner analyze them. Differently from
the anomaly-free data, every log line not respecting the normal

e dark com/
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TABLE |
DETECTED SECURITY EVENTS AND CORRESPONDING SECURITY METRICS
Security Event Security Metric
SEOI: Liquid level out of range SMOI: Amount of secunity events ind 3 Tiquid level higher than 16dm™
SEDZ: Cool valve erroneously disabled SMO2: Amount of security events indi g cool valve disabled when should be enabled
[SED3: Unauthorized access 1o control server | SMO3: Presence of unauthorized IP address accessing the control server
[ SEDS: Tneil HMI control i SMO4: Amount of securily events inds Tailed HMT

process, corresponding to the previously defined white-listing
rules, triggered an alert. For example, a log line reporting

o SEO4 Ineffective HMI control command: commands sent
by the operator from the HMI could not override the PLC

Protecting cyber physical production systems using anomaly dete: 6 - 7 (0)

‘T'he AMiner parses log hines and checks white-histing rules to
identify if the normal system behavior is violated. In cases
of an anomaly the AMiner triggers an alarm, notifies the
administrator (via e-mail or SIEM alert), and reports the alarm
to ZECID Central. £CID Central manages all the AMiner

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)

7/12/2022

that the monitor receives the sensor data for analysis. Because
the data are fetched from the trusted environment, the monitor
is guaranteed to use the true measurement for a safety analysis
Hence, we can detect attacks that, for example, try to put the vehicle
in an open-loop state or to set wrong control parameters. In our

VirtualDrone virtual sensing actuation and communication for at: 5 -5 (0)

Modeling Approach\Analysis
Objectives\Requirements
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and gapges 1s the distance between two vehicles. By solving
this equation, we acquire the relation between vehicle loca-
tion = and time t. By differentiating the equation between
vehicle location x and time ¢, we can obtain the relation of
a vehicle speed # and the time t. With the time ¢ when
the vehicle speed decreases to 0, we are able to obtain the
location = where the vehicle stops. If location z is smaller
than the location of the leader vehicle o, we say there is
enough safe distance for the platoon.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 7 - 7 (0)

7/12/2022

the system. To support safety in open systems, we recently
introduced conditional safety certificates (ConSerts) as a means to
enable light-weight integration time safety evaluations. ConSerts
are predefined variable safety certificates nf componcn!s or
systems which are made ilable for dy [ as
runtime models.

Approaching runtime trust assurance in open adaptive systems: 1 -1 (0)

properties. 10 this end, we perform a salety analysis ol the
different services to identify possible failure modes and to derive
di safcty qui These safcty requirements bwomc

Approachlng runtime trust assurance in open adaptive systems: 3 -3 (0)

torm a P ot P g Betore the actual
instantiation of the service it is to be checked via ConSert
evaluatlon whether gwen safety requirements are met or not. The
corresp: g ¢ n procedure starts in the “leaf component

figurations” of the position hierarchy, which propagate up
their safety guarantees to the next hierarchy level. Slep by step,
the ConSerts of the respecti are
analyzed until the top-level ConScrl is reachcd and the potential
safety g of the p can be hed with the safety

requirements of the service.

Approaching runtime trust assurance in open adaptive systems: 3 - 3 (0)

properties and other trust propertiecs. The dynamic safety
assurance would in any case remain unaffected by the new
properties and would still be executed according to the description
in Section 2. The trust properties, however, provide additional
means for service selection and optimization.

Approaching runtime trust assurance in open adaptive systems: 5 -5 (0)

evidences. lhe result ot the Boolean mapping function indicates
whether a certain level of trust can be offered with the provided
service or not.

Approaching runtime trust assurance in open adaptive systems: 5 -5 (0)
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end, corresponding quality properties to ch 1ze trust as well
as corresponding mapping functions need to be established and

bedded in an adequate trust engineering p These model
must then be transferred into runtime models that can be
evaluated dynamically wh the OAS changes due to

dynamic integration or reconfiguration. For such non-safety-

Approaching runtime trust assurance in open adaptive systems: 6 - 6 (0)

software with cyber-security patches). Such requirements need
to be analyzed through suitable behavioral models, not only at
design-time, but also at run-time to possibly intervene and take
corrective actions to deal with unprecedented events. Whereas

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

tions made in the model. To enable this, we need to design
behavioral models, and techniques to analyze and check the
safety and cyber-security requirements at both at design-, and
run-time. The analysis of such models will be executed in

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 -1 (0)

security in separate processes. Our approach is novel as it will
enable joint safety and cyber-security analysis, independent
of the domain, with feedback within the analysis process.

Towards a Framework for Safe and Secure Adaptive Collaborative: 2 - 2 (0)

7/12/2022
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verification techniques and tools to verify that safety and
cyber-security requirements are valid for a given system con-
figuration. Run-time verification techniques cater for automatic
(re)configuration of systems during adaptation, being scalable
and able to guarantee the dependability of service in normal
and adaptation phase.

CASSA (see Section III-B) puts focus on providing rele-
vant safety and cyber-security requirements fed into both the
analysis models defined within SP1, and the time-predictive
methods defined in RTCloud (see Section I1I-C). Moreover, in
order to cope with the dynamic and adaptive nature of such
systems, CASSA contributes by extending hazard analysis
and risk assessment techniques, as well as proposing methods
for (semi-)automatic adaptation of safety and cyber-security
assurance cases in such systems. The knowledge gathered
with respect to safety relevant cyber-security and its mitigation
strategies in CASSA is the starting point for including cyber-
security aspects to detect and prevent attacks. RTCloud focuses
on providing timing guarantees on the execution of real-time
applications in the cloud.

A. Actor-based Platform for Adaptive Collaborative Systems
(APAC)

In our approach we aim at developing an architecture that
can capture different features of heterogeneous components,
dynamic configuration and open environments of collaborative
systems. The envisioned architecture of the system is based
on the MAPE-K model of IBM (Monitor - Analysis - Plan -
Execute - together with a Knowledgebase).

Our goal is to use various models to address adaptive
of the system. Formal analysis and verification tech-

£
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niques and tools will enable to verify that safety and cyber-
security requirements are valid for a given system configu-
ration. We envision the need to contribute to run-time veri-
fication techniques in order to build the analysis component,
and to support automatic (re)configuration of systems during
adaptation. These analysis techniques should be scalable and
able to guarantee the dependability of service in a normal
and adaptation phase. For the analysis and planning compo-
nents, we also need performance evaluation, optimization, and
decision-making policies.

Integrating the MAPE-K feedback loop with decentralized
agent inspired approaches has been one of the challenges in
the research community [32]. Actor model is among the pio-
neering approaches to address concurrent and distributed ap-
plications. The actor language has been originally introduced
by Hewitt [33] as an agent-based language for programming
secure distributed systems. Later on, it has been developed as a
concurrent object-based language by Agha [34], and its formal
semantics has been provided by Talcott [35]. The first formal
verification tool, and the theory for compositional verification
of an imperative actor-based language, Rebeca, is developed
by Sirjani et al. [36). With their loosely coupled units of
concurrency, asynchronous message passing, and event-driven
computation, actors are natural candidates to model a highly
dynamic distributed system. The so-called isolation of actors

7/12/2022
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Towards a Framework for Safe and Secure Adaptive Collaborative:

ration. We envision the need to contribute to run-time veri-
fication techniques in order to build the analysis component,
and to support automatic (re)configuration of systems during
adaptation. These analysis techniques should be scalable and
able to guarantee the dependability of service in a normal
and adaptation phase. For the analysis and planning compo-

Towards a Framework for Safe and Secure Adaptive Collaborative:

teatures of the system. Formal analysis and verification tech-
niques and tools will enable to verify that safety and cyber-
security requirements are valid for a given system configu-
ration. We envision the need to contribute to run-time veri-

Towards a Framework for Safe and Secure Adaptive Collaborative:

systems, CASSA contributes by extending hazard analysis
and risk assessment techniques, as well as proposing methods
for (semi-)automatic adaptation of safety and cyber-security
assurance cases in such systems. The knowledge gathered

Towards a Framework for Safe and Secure Adaptive Collaborative:

methods. Build Tormal venncation and analysis tech-
niques for adaptive systems by focusing on change, tc
come up with more efficient techniques instead of heavy
design-time techniques.

Towards a Framework for Safe and Secure Adaptive Collaborative:

stract reflections of the system, to be able to perform effi-
cient and effective analysis, including formal verification
and optimization, whenever necessary.

Towards a Framework for Safe and Secure Adaptive Collaborative:

End-to-end analysis of real-time cloud applications.
The fundamental properties of real-time applications have
to be guaranteed at the level where the data is generated,
and where the results of the computation is needed. For

Towards a Framework for Safe and Secure Adaptive Collaborative:

3-3(0)
3-3(0)
3-3 (0)

3-3(0)

4-4 (0)

4-4 (0)

5-5 (0)
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Figure 1: Simplex architecture.

potential security violations. The software components running
in the SCE are static since they are designed for safety purpose

144
VirtualDrone Architecture for Attack-Resilient UAS ICCPS, April 2017, Pittsburgh, PA USA
Normal Control Secure Control
Envi Envi Host)
Figure 2: Switching between the SCE and the NCE. Host 0S|
and thus require simple software structure and that a significant ¥ I } !
amount of analysis is carried out post-design/implementation. Also, g L T — T B

VirtualDrone virtual sensing actuation and communication for at: 2 - 3 (0)

The VirtualDrone framework benetits from a multicore processor
by being able to run the normal and secure environments in parallel
The latter can continuously perform safety and security checks
and real I/O operations while the former is carrying out its normal

VirtualDrone virtual sensing actuation and communication for at: 3 -3 (0)

analysis |27]. The monitor also analyzes the actuation outputs from
the NCE, as shown in Figure 16 in Appendix A, to prevent potential
safety violations. For example, the monitor can upper-bound on
the motor outputs to prevent motor failure due to the attacker's at-
tempt to apply abrupt voltage changes. The monitor can also check

VirtualDrone virtual sensing actuation and communication for at: 5 -5 (0)

7/12/2022
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gure 1. The proposed d risk model for CAV

knowledge-based system should comprise of the
wing essential parts regarding the security knowledge:

A reference architecture for CAV operation: As most
of the cyb ks target the functionalities of a system
(e.g. to create disruption or system abuse), the security
assessment should start from understanding the system’s
intended functionalities and how they can be attacked.
Ideally for this purpose, security analysts will need to be
provided with a system architecture, which is “the
descriptive representation of the sys(cm s component

functions and the ion flows b these
components”™ [l 7] This architecture needs to cover all the
CAV's and ionalities to

support the functional anllysm of any specific CAV
system. As such a full reference architecture can provide
the context of where the CAV system sits within the
Internet of Vehicles system of systems. While there exist
different reference architectures for CAVs [5, 10, 18, 19],
they either failed to consider some critical functions of the
system or the scope is too broad or too demllod, ladmg o
difficulties in application. We have therefi ped a
new reference architecture that focuses specifically on the
arcas that allow effective security analyses. As CAV
technologies are still being developed, this reference
architecture will need to be maintained.

A comprehensive attack surface analysis of the
reference architecture: information of security threats
(likelihood and |mpac( of testing, md a record of real

attacks) are collected and group ding to the
p functi and icati in lhc
fi hi For d
physical attacks regarding the sensors (cnmcu. LIDAR
radar, etc.) are ded and d at the rel

components. The aim of maintaining the attack surface

kmwledge is to support effective cross-referencing of any
Incrabilities for all comp

Typical attack goals and sub-goals: the exploitation of

attack surfaces is linked to the typical attack goals, which

are represented through the attack tree. Attack trees allow

to trace back the motivations behind the attack and to

check the diti hether the kers can achieve
their goals.
Threat agent lysis: this includes a list of p ial

threat agents, their goals and capabilitics. This
information can be obtained from the literature but needs
to be reviewed periodically to ensure it is up-to-date. The

threat agent analysis allows an understanding of the
motivations, methods and capabilitics of the attackers
when exploiting the attack surfaces.

Note that the knowledgc-busod systcm also collects
information regarding the rel the parts (see
Figure 2), repmemed through the attack trees [5). For
example, a threat agent will have typical attack goals, which
are aimed to disrupt specific CAV functionalities (sub-goals).
The likelihood of achicving a sub-goal can be retrieved from
the attack surface information that lists the vulnerabilities of
the corresponding components. On the other hand, when an
attack is detected, the system will be able to determine the
likely relevant goals and further techniques that are required to
reach these goals. This information can suggest the threat
agents behind this attack. Checking the profiles of these threat
agents (i.c. goals and capabilitics), the system can predict other
high likelihood attacks that have not yet occurred (i.c. similar
attacks caused by the same agent).

The knowledge-based system can support and shape the focus
of security analysis from different levels such as components,
functionalities, threat agents, or stakeholders. For example, to
analyse a system with ifi p and functi the
knowledge-based sys!cm can suggest a reduced list of threats
to focus, instead of the large number of threats derived from
traditional lhteal modcllmg Given this reduced list, analysis
of the i the stakeholders’ interest and
attackers’ goals will help to further identify the most critical
threats among the others.

The knowledge-based _system is also responsible for

itoring and g the real time security context
of environment to CAVs that are in transportation. Typical
information includes recent threats or incidents reported by
momtormg system or olher CAVs; potential threat impacts;
and orl ditions that may create impact
to CAV functionalities. This information will be uscful to
suggest mitigation update to adapt with security incident that
happens.

Figure 2. The knowledge-based system of security risk assessment

A simplified approach for dynamic security risk managementin c: 4 - 4 (0)

7/12/2022
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— Asset modelling 1s about designing the structure ot Digital 'I'wins assets
(physical things) and components, measurable physical parameters and other
digital manufacturing information that describe the assets (e.g. maintenance
history). Asset modelling adds value to connected sensor data and con-
tributes to new insights, e.g. provides insight on sensor health through in-
ferring, correlates and transforms measured sensor values and asset states,

6 O.Veledar et al.

conditions and maintenance records [17]. It may also include a different visu-
alisation forms for different user groups, e.g. some users may require insights
into operational data, while the others could have interest into devices.

Digital Twins for Dependability Improvement of Autonomous Drivi: 6 - 7 (0)

Analytics in Digital Twin applications consists of a predictive and a de-
scriptive analysis of assets. Predictive analytics comprises a training phase
(learning a model from training da-ta) and a predicting phase (using the
model for predicting future outcomes). The most used predictive models

Digital Twins for Dependability Improvement of Autonomous Drivi: 7 - 7 (0)

Our method for security and safety validation is based on the multi-metrics
security approach [15] that requires security metrics to be: (i) measurable (con-
sistently measured, with objective criteria), (ii) context specific e.g. relevant to
the CPS assets, (iii) expressed as a cardinal number, average or percentage and
(iv) expressed using at least one unit of measure. The adoption of the multi-

Digital Twins for Dependabilify Improvement of Autonomous Drivi: 8 - 8 (0)

to select the right metrics. Finally, CPS risks and threats are evaluated based on
metrics and models for cybersecurity defence, including the probability of their
occurrence and the magnitude of possible consequences (Table 2). Note that in

209



MAXQDA 2022

Digital Twins for Dependability Improvement of Autonomous Drivi: 8 - 8 (0)
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inputs provided by the Monitor step we conduct risk assessment
that includes risk identification, risk analysis and risk evaluation. In
order to capture the knowledge in this step, we extract the required
concepts from ISO 31000:2009, OSHA, and EU-OSHA standards and
regulations.

As a part of the risk identification, monitored data and the SWE
entity properties are evaluated to identify reasonably foreseeable
hazards that may give rise to a risk. This incorporates detection
of out of range values that are considered essential in risk
identification. To highlight the important values for identifying the
hazardous event, safety experts in different industries can define
Safety Indicators (Sls) considering the safety needs of the specific
industry. We consider four categories for (Sls), namely: Subject-
specific Sls (e.g., skill level, decreased mental alertness, fatigue,
loss of concentration); Object-specific Sls (e.g., object risk level, and
failure rate); Environment-specific Sis (e.g., fall rate); and Activity-
specific Sls (e.g., injury rate, proximity of hazardous activities to one
another, and compatibility of work activities).

Based on the defined Sls, Hazardous Events are identified.
The hazardous event is characterized by the type that indicates
the specific hazard and the entity that is causing it (i.e., the
Subject, Object, Environment, and Work Activity). The following
types of the hazardous event are considered based on OSHA:
(i) physical (e.g., fire, heat, radiation); (ii) mechanical (e.g., problems
in machinery and devices); (iii) electrical (e.g., voltage, current,
static charge); (iv) chemical (e.g., fl bles, toxic el s):
(v) psychosocial (e.g., stress, fatigue) (see Fig. 5).

The Hazardous Event might lead to a Risk that has a type
(e.g. fire) and a source (e.g., gas pipe). This can be checked in
the risk analysis process that eventually calculates the probability
of the Risk. In case the Hazardous Event indicates a Risk, further
analysis should take place in order to identify the consequences of
the risk (e.g., fatal injury of workers, non-fatal injury, occupational
disease, harm to infrastructure, etc.) and the probability of those
consequences. Furthermore, during the next step, namely risk
evaluation, the decision is made about the priority of attention
and the level (i.e., the intensity) of the identified Risk. Moreover,
the location in the environment affected by the Risk is another
concept that is required in the risk treatment. As depicted in Fig. 6,
the mentioned concepts are defined as part of the main safety
ontology.

3.4.3. The safety ontology concepts for plan step of MAPE-K loop

In the Plan step, the main goal is deciding about Preventive
Strategies (PSs) as a part of risk treatment process in ISO
31000:2009. The Preventive Strategies as the main concept in this
step can be characterized based on the SWE entity that it is applied
to, namely, (i) Subject-specific PS (e.g., informing the person at risk,
controlling the correct usage of subject safety protection elements
such as hard hats, gloves, face shield, etc.); (ii) Object-specific PS
(e.g., scheduling safety inspection for machinery, turning off the
machinery, etc.); (iii) Environment-specific PS (e.g., adjusting the
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Ontology development for run-time safety management methodology: 5 -5 (0)

Based on the defined SIs, Hazardous Events are identified,
The hazardous event is characterized by the type that indicates
the specific hazard and the entity that is causing it (ie., the
Subject, Object, Environment, and Work Activity). The following
types of the hazardous event are considered based on OSHA:
(i) physical (e.g., fire, heat, radiation); (ii) mechanical (e.g., problems
in machinery and devices); (iii) electrical (e.g., voltage, current,
static charge); (iv) chemical (e.g., flammables, toxic elements);
(v) psychosocial (e.g., stress, fatigue) (see Fig. 5).

Ontology development for run-time safety management methodology: 5 -5 (0)

identification. To highlight the important values for identifying the
hazardous event, safety experts in different industries can define
Safety Indicators (Sls) considering the safety needs of the specific
industry. We consider four categories for (Sls), namely: Subject-
specific Sls (e.g., skill level, decreased mental alertness, fatigue,
loss of concentration); Object-specific Sis (e.g., object risk level, and
failure rate); Environment-specific Sis (e.g., fall rate); and Activity-
specific Sls (e.g., injury rate, proximity of hazardous activities to one
another, and compatibility of work activities).

Ontology development for run-time séfety}‘nianagement methodology: 5 -5 (0)

As a part of the risk identification, monitored data and the SWE
entity properties are evaluated to identify reasonably foreseeable
hqurds that may give rise to a risk. This incorporates detection

Ontology development for run-time safety management methodology: 5 -5 (0)
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tures. 1ne prysical T con-
trollers, sensors, actuators, and communication links. The
logical architecture represents the data flows issued by afore-
mentioned physical entities. Indeed, an ADS-DV rely on data
flows to observe its surrounding environment and control
the vehicle dynamics [26]. By ing the th data
flows, the expert forecasts the severity of attacks on assets,
the capabilities of self-observation, and self-controllability
of the automated driving system (ADS).
« Threat specification describes SARA threat to security goal
map, attack method to asset map, and SARA attacker list def-
inition. The SARA threat to security goal map associates our
threat model (STRIDELC) to our security goal model (AIN-
CAAUT)?. Then, SARA attack method to asset maps a set
of assets categories and threats/security goals to an attack
method. The latter is a single threat or a set of threats per-
formed by an attacker on an asset. SARA attackers list maps
an attacker profile and its attacker capability score. The lat-
ter is the sum of the dardized metrics values (exp
knowledge, and equipment) required as a minimum to per-
form an attack®. The attacker capability serves to compute
the attack likelihood in the next building block.
Risk assessment returns the risk value of an attack. SARA
attack tree defines the attack goal as the tree root and se-
lects its related threats from those identified in the previous
threat specification step. Then, we define the attacker as the
minimally required profile to perform a threat using SARA
attacker list. Therefore, we compute the attack likelihood
of a threat. Then, security and safety experts define attacks
goal severity, observation and control values. Finally, experts
compute the risk value of an attack goal from the foll

Figure 2: SARA Iramework

metrics: severity, observation, controllability and the high-
est attack likelihood. Section 6 details the risk computation
using SARA attack tree.

. C inimize the puted risk from an
attack tree. The applied countermeasures refine the risk level
or end the risk assessment process. Indeed, risk analysis is
an iterative process that ends once countermeasures have
been applied to critical threats until the risk value converges
to an acceptable level.

4 AUTONOMOUS VEHICLE ARCHITECTURE

Risk assessment requires security experts to define the evaluated
vehicle architecture and its features. The detail level of the system
description reflects the archi maturity and affects risk assess-
ment results. In this section, we present our considered connected
and vehicle archi

4.1 Vehicle Physical and Logical Architecture
Our physical and logical vehicle architecture (Figure 3) is based on
state of the art disclosed archi Our idered archi

is composed of Electronic Control Unit (ECU), sensors and actuators
connected to each other through several field buses (CAN, FlexRay,
Ethernet. ..). Each ECU achieves an automotive function (i.e., pow-
ertrain, infotainment, body, chassis, safety, communication, DAS...)
by collecting and processing data from various sources. For instance,
sensors (e.g., camera, lidar and radar) sense vehicle internals and

FDefense perimeter is defined in Target of Evaluation from Common Critersa [23]
STRIDELC and AINCAAUT ase detailed later in section 5.1.
* Attacker capability metrics are detailed later In section 5.3.1

its envi to detect mechanical probl road lines, and
traffic signs. ECUs study these sensors perceived information us-
ing data fusion and tracki hniques to extract ad d data

features (e.g., obstacle cl.ln.usprcd value, localization. ... ). Then, the

SARA Security Automotive Risk Analysis Method: 3 -3 (0)

Experts compute attack potential (AP4) using the values of at-
tacker capability Caa, normalized elapsed time T and opportunity

metrics WO as follows:
APy = Cap + T+WO

(2)

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

SARA computes the risk score using the SARA matrix function (f)

defined in Table 9.
R = f(C, S, Al)

“4)

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)
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Modeling Approach\Analysis
Objectives\Adaptation

able because of the scale of the networked applications that it seeks to address. The
greatest challenge comes from the need to send reconfiguration commands to sets of
nodes (those that have to act in the face of damage or an attack) where the relevant set

is determined by analysis of the state.

Achieving critical system survivability through software archit: 15 - 15 (0)
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Modeling Approach\Analysis
Objectives\Evaluation

The software subsystems that interact with the SCRAM layer can leverage the
simpler analysis that protection shells afford to achieve the goal of obtaining a high
level of assurance that the subsystem will, in fact, be survivable. Each major software

Achieving critical system survivability through software archit: 19 - 19 (0)

capability or provide assurance that failures are acceptably improbable. Whichever
capability is needed, the analysis associated with the shell will be much simpler than
that associated with the full system because the shell for each component is much sim-
pler than the component itself and is explicitly designed to facilitate that analysis.

Achieving critical system survivability through software archit: 19 - 19 (0)

speed until CC is switched off by the driver. PLEXE im-
plements the classic Cruise Control algorithm (Equation 1)
which is already available on several commercial cars [15].

Zges = —kp(& — £qes) — 1 (1)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

In order to study the safety and security of a CACC ve-
hicle system, we utilize the PLEXE platform [17] for its
built-in communication (IEEE 802.11p) and mobility mod-
els. PLEXE is an Open Source extension to the known and

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

CC [15] used in PLEXE is defined as

1
Fides = — (6 + A0 (2)
6 =i — i1+ Lia + T (3)
& =& = &i1 (4)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)

between vehicles. If a vehicle is less than 20 meters from the
preceding one, the vehicle follows instructions from CACC:
#des = Fcacce, otherwise, the policy is the same as ACC:
Edes = min(Zcc,Ecacc)-

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)
The control law of the i-th vehicle in the platoon is defined
as
Z; des = Q1Ei—1 + @2¥o + a3éi + as(Ei — F0) +assi  (6)
€i = Ti — Ti—1 + li-1 + 9aPdes (7)
€i = &i — Zi (8)

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 3 -3 (0)
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through the use of both ACC and CC controllers. When the
ACC driving mode is selected, a car follows the instruction
of the one which predicts smaller acceleration rate:

Z4es = min(Ecc,Facc) (5)

A Functional Co-Design towards Safe and Secure Vehicle Platooni:

either from the leading vehicle or from the preceding vehicle,
SimplePlatooningApp extends BaseApp and it tells the ve-
hicle to use the controller requested by the user. We modify
the SimplePlatooningApp so that to let vehicles follow the
instructions of what we want them to do.

A Functional Co-Design towards Safe and Secure Vehicle Platooni:

We use PLEXE for all the (attack and defense) simula-
tions carried out in this work. As mentioned earlier, PLEXE

A Functional Co-Design towards Safe and Secure Vehicle Platooni:

work simulator and the SUMO mobility simulator. T'he
coupling between the network and the mobility simulation
framework is done through the TraCl interface which SUMO
exposes, PLEXE extends the interaction through the TraCl
interface in order to fetch vehicles’ data from SUMO to be
sent to other vehicles in the platoon to realize CACC. Pla-

A Functional Co-Design towards Safe and Secure Vehicle Platooni:

We use the PLEXE simulator to demonstrate the conse-
quence of this attack (severity). In this simulation, initially
a platoon of four vehicles is driving at the speed of 100 km/h
with a gap of 5 meters (we will use the same platoon as a

A Functional Co-Design towards Safe and Secure Vehicle Platooni:

¥y = =043, — 0.04(z1 — 20 + lo + 9aPaes) (12)

Obviously, Equation (12) is a second order differential equa-
tion and x¢, lo, gapd., are constant values. xy is the location
where the leader vehicle crashes. [y is the length of vehicle 0
and gapae, is the distance between two vehicles. By solving

A Functional Co-Design towards Safe and Secure Vehicle Platooni:

quested one. When it comes to CACC controller strategy,
we use CACC proactive algorithm to calculate the desired
acceleration. If the difference between CACC and ACC ac-

A Functional Co-Design towards Safe and Secure Vehicle Platooni:

3-3(0)

4-4 (0)

4-4 (0)

4-4 (0)

5-5 (0)

7-7 (0)

8-8 (0)
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We modify the PLEXE to make sure that platoon can
switch between CACC and ACC whenever it needs. MSCF-
Model_CC is a vehicle driving model which implements the
CACC, ACC and other control strategies, like Cruise Con-
trol (CC) and human driving mode. Within the _v() method

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 8 - 8 (0)

The testbed simulates a simplitied process that could be deployed in
a semiconductor manufacturing environment to manage the level
of cooling liquid in a tank used to control the temperature of a
manufacturing machine. The PLC is programmed to open or close

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)

hardware and open source simulation software for ana-
lyzing the effects of cyber-attacks and our security archi-
tecture in CPS environments consistent with deployment
settings.

Integrated moving target defense and control reconfiguration fo: 2 - 2 (0)

Autonomous Vehicle Simulator: The autonomous vehicle
simulator utilized in our testbed is the TORCS Racing Simu-
lator [49]. TORCS can be run on Windows, Linux, and Mac
computers, but for our setup we have the simulator running on
Ubuntu 16.04. A socket based communication is provided to
access variables in the simulation, but we built a customized
python API interface for easing variable access from external
processes in our testbed. The simulator can be customized
to output sensor values such as lidar, speed, brake, gear,
track position, distance from start position, vehicle heading,
and position in the race. Among the outputs, the user can
change variables such as steering, acceleration, braking, and
gear value.

Integrated deing targef defense and control reconfiguration fo: 7 -7 (0)

2) Software Architecture: The software architecture of the
testbed provides the capability to implement real time CPS
control algorithms to interact with and operate an autonomous
vehicle within a connected simulator.

Integrated moving target defense and control reconfiguration fo: 7 - 7 (0)

7/12/2022

215



MAXQDA 2022

‘We simulate the above attacks, detection, and mitiga-
tion schemes to provide a proof-of-concept.

Is your commute driving you crazy a study of misbehavior in veh: 2 - 2 (0)

We simulate our attacks as well as the detection scheme to
provide a proof-of-concept in a five car platoon. We use the
following parameters for our platoon: 5 = 0.1, hy = 0.35s,
ky = 0.2, k¢ = 0.7, and K = 5 cars. We set the sampling
time for the radar at T, = 0.001s and assume that the up-
date for the feedforward information occurs every 100ms.
For each trial we assume that the lead car in the platoon
accelerates from standstill for 5 seconds at a constant rate,
maintains the maximum speed for 20 seconds, decelerates
at a constant rate for 5 seconds, and remains at rest for 3
seconds. We do not make assumptions on the acceleration
rate used in the test. We assume a model delay of 250ms,
which was determined by empirical tuning.

We assume that the 4" car in the platoon mounts the
attack so a = 3. We assume that the 5" car is monitoring for
the attack and can react if an attack occurs. The monitoring
car receives DSRC communications from the 2" and 3™
advertising their respective acceleration profiles. Thus car 5

Is your commute driving you crazy a study of misbehavior in veh: 8 - 8 (0)

We simulate the system without an attacker present to
explore the impact of noise on the false positive rate of our
detection scheme. In Figure 7 we model two acceleration

Is your commute driving you crazy a study of misbehavior in veh: 9 -9 (0)

7/12/2022

exploring valid deadline hit/miss patterns. We also build an event-
based simulator to capture the exact deadline hit/miss pattern and
use it to obtain the worst-case control performance.

Know the unknowns addressing disturbances and uncertainties in: 3 - 3 (0)

We focus on VEL and POS attacks, i.e., modifying the values of
velocity and position, respectively. We experiment with the number
of principal comp ts and the dist threshold in order to
minimize false positives.

Network and system level security in connected vehicle applicat: 4 - 4 (0)

The testbed simulates a simplified process that could be
deployed in a semiconductor manufacturing environment to
manage the level of cooling liquid in a tank used to control
the temperature of a manufacturing machine. The PLC is
programmed to open or close three valves (fill, drain or cool)
on the tank, depending on specific configurable conditions.

Protecting cyber physical production systems using anomaly dete: 5 -5 (0)
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CACC. Our simulation results show that an
insider attack can cause significant instability in
the CACC vehicle stream. We also illustrate how

Security vulnerabilities of connected vehicle streams and their: 1 -1 (0)

cations. A CACC car-following model based on
one-vehicle look-ahead communication utilizing
IEEE 802.11p was implemented in VENTOS in
order to study various what-if scenarios involving
security attacks on a CACC vehicle stream. In

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

sensing and control such as CACC. We consider
various types of what-if scenarios when commu-
nications between autonomous vehicles partici-
pating in CACC are compromised. In addition,

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

to simulate the wireless communication. Out
ACC and CACC car-following models are imple-
mented to replace the default car-following
model in SUMO. Morcover, the traffic control
interface (TraCl), which is responsible for
data/command exchange between SUMO and
OMNET+ +, is extended with a new set of com-
mands to gain necessary control over parameters
exchange for ACC/CACC vehicles. Detailed
packet-level simulation is performed in
OMNET+ +, and IEEE 802.11p protocol, the
standard protocol adopted for V2V communica-
tion in Vehicles in Network Simulation (Veins)
framework,? is used for wireless communication
between CACC vehicles.

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

and OMNET+ +/Veins. SUMO? is adopted as
our traffic simulator, while OMNET + +5 is used
to simulate the wireless communication. Out

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

In order to study some of the discussed attacks
on a CACC vehicle system, we utilize the VEN-
TOS platform.? VENTOS is an integrated simu-

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

7/12/2022
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of how the systems interact. Simulation can be derived from the abstract design
models of the system, using operational and log data, to express transaction
volumes and variation etc. On this simple-as-possible simulation of the host sys-
tem, the immune-inspired system can be run directly, in the same way that code
modules are tested on a test harness. The design of tests for the AIS running on
the abstract simulation of the host system should follow guidelines for conven-
tional testing. For instance, testing should seek to establish sufficient coverage

Only discusses the usage of simulation
Self-organisation for Survival in Complex Computer Architecture: 15 - 15 (0)

Modeling Approach\Analysis

Objectives\Other — Asset‘mode_llmg 15 about demgrfmg tl-m structun?_ ot Ihgital 1\\-rms assets
(physical things) and components, measurable physical parameters and other
digital manufacturing information that describe the assets (e.g. maintenance
history). Asset modelling adds value to connected sensor data and con-
tributes to new insights, e.g. provides insight on sensor health through in-
ferring, correlates and transforms measured sensor values and asset states,

6 O.Veledar et al.

conditions and maintenance records [17]. It may also include a different visu-

Digi;(.al Twi.ns for D“éE)endabiIity Improvement of Autonomous Drivi: 6 - 7 (0)

Traversal Flow Analysis [8] that extracts a safety and security model
by tracing Buzz primitives in the code. In Section 5, we outline how

Engineering safety in swarm robotics: 2 - 2 (0)

the analysis. By merging together contexts and propagating an
equivalent privilege satisfaction value, PTFA reduces the number
of inter-procedural contexts to be considered during analysis. Nev-
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Engineering safety in swarm robotics: 3 - 3

values. The possible privilege satisfaction contexts are thus intra-
procedurally limited to true and false, depending on whether the
privilege was previously g d or ked. Since a p dure can
only be called from a true or false privilege satisfaction context,
this limits to four the ber of distinguishable in which
a model state can be for a single privilege. This constitutes a finite

Engineering safety in swarm robotics: 3 - 3

In the perspective of inter-procedural analysis, PTFA performs
a privilege satisfacti iti lysis. Unlike

Engineering saféty in swarm robotics: 3 - 3

granted. Satety and liveness properties of privileges can be veri-
fied by traversing the model. Policies can be expressed in Linear

Engineering safety in swarm robotics: 3 - 3

size of the corresponding CFG. Furthermore—while PTFA property
models can be queried using arbitrary queries written in LTL that
offer different execution time complexity—many useful safety and
security queries are simple and can be efficiently computed by
“ad-hoc” reachability algorithms as in [8].

Engineering safety in swarm robotics: 4 - 4

As previously mentioned, PTFA models are finite and upper
bounded to four times the number of distinct privileges times the
size of the corresponding CFG. Further —while PTFA property

Engineering safety in swarm robotics: 4 - 4

shared tuple space among all robots of a swarm. We believe that
adding model checking to models generated by PTFA on the these
top-down constructs can control the behavior of the swarm as a
single programmable machine, and provide safety from unwanted
emergent behavior.

Engineering safety in swarm robotics: 4 - 4

caller/callee contexts to be processed. PTFA runs in linear time and
memory with respect to the number of intra and inter-procedural
edges in the CFG [8].

Engineering safety in swarm robotics: 4 - 4

(0)

(0)

(0)

(0)

(0)

(0)

(0)
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Safety. One of the most important functional properties is safety. In
our weakly-hard framework, we consider whether the system with
(m, K) constraints will ever enter a pre-specified unsafe state set.
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Modeling Approach\Adaptation
Property Checked

Know the unknowns addressing disturbances and uncertainties in: 2 - 2 (0)

side the unit circle. In [44], we use the typical worst-case analysis
(TWCA) [63] to bound the number of deadline misses in the pres-
ence of transient fault and approximate control performance by
exploring valid deadline hit/miss patterns. We also build an event-

Know the unknowns addAres_sing disturbancés and uncertainties in: 3 -3 (0)

system would be infeasible. In |33, we motivate the weakly-hard
paradigm to model disturbances and uncertainties in wireless net-
worked systems as a promising tool to obtain the deterministic
guarantees required to prove safety and liveness properties. Our

Know the unknowns addressing disturbances and uncertainties in: 3 - 3 (0)

the techniques introduced above in Section 2.1. For instance, for
a control function, we will analyze the deadline miss pattern of
its software implementation, i.e., what (m, K) constraints it can
satisfy, considering execution resources and other software tasks in
schedulability analysis. We will then evaluate whether such (m, K)
constraints can ensure the safety, stability, and performance require-
ments of this control function. Moreover, based on such cross-layer

Know the unknowns addressing disturbances and uncertainties in: 3 - 3 (0)

At the software layer in our framework, the key issue is to an-
alyze the weakly-hard behavior of software implementations for
system functionalities (e.g., deadline miss patterns in their execu-
tion) based on schedulability analysis that will be introduced later

Know the unknowns addressing disturbances and uncertainties in: 3 - 3 (0)

tections, output range analysis provides the certitied bound of a
neural network with a given input space, which theoretically eval-
uates the robustness of a neural network.

Know the unknowns addressing disturbances and uncertainties in: 6 - 6 (0)

7/12/2022
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influence on the real world. If not assured, certification bodies
will not accept the systems and thus prevent their introduction and
operation — the killing factor for many innovative application
scenarios. Beyond safety there are other qualities as availability,
reliability, integrity etc. that have to be assured as well in order to
make systems trustworthy and hence achieve the necessary
acceptance of markets and users. As it has been motivated for
safety, these other properties as well can not be assured through

design time only. We therefore require d trust
munme hcnlmes, which, however, pose snguﬁmnl engineering

larly for domai lhudcmmdccmfauon The
state of the art credential- and hes to

trust assurance, for instance, are not sulﬁcnenl beuuse they would
not be acceptable for certification bodies. ConSerts on the other
hand seem to be conceptually well suited as a solution approach
since they build on predefined certificates and rely on pre-
eng.meeved ldapuuon behavior. This means, that the different

i (Le. variants) that a p might
assume at runtime have already been cnyneemi at design time
and are not result of any evolutionary development within the
system at runtime. In other words, as a result of an appropriate
trust engineering process, ench service offered by sudl a

2. confidentiality, which means preserving authorized
restrictions on access and disclosure, including means
for protecting personal privacy and proprietary
information.

3. availability, which means ensuring timely and reliable
access to and use of information.

Note the slightly different definitions of the integrity and
availability properties for dependability and security. The
definition of integrity differs with respect to the viewpoint as it
would be expected. For dependability integrity is defined from an
intrinsic viewpoint as the general absence of improper system
alterations. For security, on the other hand, integrity is defined
from an extrinsic viewpoint specnfmlly with respect to mnhclous
attacks l‘mm the outside,

and henticil As for availability, the
d 1l ivalent (with services being a
concept I‘or access and use of mfnmnuon) despite being worded
differently

In an OAS context it is not sufficient that all participating (sub-
)systems comply with given requirements regarding their
dependability and security. It is in fact inevitable to consider the

configuration could be d with a actual cumpnsxlms within the OAS that render the service. Such
conditional trust certificate. In the foll g we elab the P isc a set of devices in specific
different facets of trust and how trust could dingly be figurati as wcll as tl\e dq:endm-:ucs hctwecn thcse
Ildledlhmughlhecumeptslhnhnveb::nskmchcd om in A etal i

Section 2.

3.1 Facets of Trust

From a user poml of view, a scmce can be trusted if it is
bly d d: and ptably secure. In other words, the

nsk of some\hmg going wrong from wulhm the system, as well as

the risk of something going wrong because of a malicious attack

from outside the system, are both acceptably low. Considering the

fact that services in OAS are usually rendered in collaboration of

dlffcrem services of different sysmm and on the basis of the
p by A I ., [16], we come to the

e i J
Dependability is an integrating quality attribute that
the following quality attrib

1. availability, which means readiness for correct service.

2. reliability, which means continuity of correct service.

3. safety, which means absence of catastrophic

consequences on the user(s) and the environment.
4. integrity, which means absence of improper system

foll.

alterations.
5. maintainability, which means ability to undergo
modifications and repairs.

ISOMEC 9126 [15] defines security as: The capability of the
software product to protect information and data so that
unauthorized persons or systems cannot read or modify them and
authorized persons or systems are not denied access to them. In
literature, security is decomposed into the three attributes
confidentiality, integnity and availability [16][17], which can be
described as follows:

ohmﬂumwddcpammbetm-mmmmdl
service provider [16]. We augment this definition and define the
following notion of dependence based on the above definitions
and the characteristics of OAS: Consider a system requiring a
service S2 and providing a service S1. The dependence of service
S1 on service S2 represents the extent to which S1°s dependability
and security is (or would be) affected by that of S2

For the context of OAS we consequently define trust as follows:
A service S can be trusted when it is acceptably dependable and
acceptably secure. This implies that all (lower level) services, that
are involved in rendering the service S, comply with
comresponding requirements with respect to their dependability
lndsecumyaswdl lndlhmmedependenoebaweenmese
services (and resp can be
Among these quality attributes, we can identify the following
interrelationships. Safety is a property that shows of at the system
boundary of the OAS and its environment. Catastrophic
consequences can be caused by OAS internal-failures or failures
in the interaction of the OAS with the environment. Internal
availability, reliability, integrity and inability issues might
generally cause the first and security issues might generally cause
both, the former and the latter kind of failures. Depending on the
effect of the OAS on its environment, all facets of trust in general
could be interrelated with safety. In a ConSert-based approach,
however, all safety related requirements are already covered
through safety engineering measures at design time and ConSert-
based safety assurance at runtime. Obviously, the ConSert
lppm-ch could also be applied to prevent failures that have not
on the i.e. they are trust-

but not ufely-lelevml_
Asa lusion we retain that ConSerts might be augmented with

1. integrity, which means g against improp
information modification or destruction, and includes
T : podiation snd sithénticd

additional properties to support an adequate notion of trust. The
safety aspect of ConSerts would still work as before, covering

avsmedhine tn namwa miven aafuh sansicemants Tha ansennne ~f

Approaching runtime trust assurance in open adaptive systems: 4 - 4 (0)

7/12/2022
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Modeling Approach\Adaptation
Property Checked\Accuracy

One major type ol uncertainty during the operation ot autonomous

systems is timing uncertainty in the execution of system functions,

i.e., how much time it takes for certain function to complete and

whether that meets the deadline. Traditionally, there are two main
W

pp to ge such uncertainties. In hard real-time systems,
designers rer the consideration of all timing uncertainties in
execution through ext i deling to achieve strict bounds on

the timing behavior of the system, and do not allow any deadlines
to be missed. Soft real-time systems, on the other hand, permit the
system to arbitrarily violate bounds and miss deadlines; in this case,
system designers can achieve at best probabilistic guarantees on
the system’s behaviors. However, only using hard deadlines often

leads to over-pessimistic designs or over-provisioning of system
resources, while soft deadlines cannot provide the safety guarantees
ded by many aut systems.

To address these challenges, we advocate to develop systems
with a cross-layer weakly-hard paradigm, where deadline misses
are allowed in a bounded manner [6]. This is motivated by the
fact that many system components can tolerate a certain degree of
timing uncertainties and deadline violations and still satisfy their
functional and extra-functional properties such as safety, stabil-
ity and performance, as long as those violations are bounded and
properly managed. Fig. 1 highlights the concept of our cross-layer
weakly-hard system design. At the functional layer, verification and
validation of functional properties, such as correctness, safety and
stability, are conducted with consideration of potential deadline
misses. At the software layer, system functionalities are synthe-
sized into the form of software tasks and their communication
mechanisms, while the weakly-hard timing behavior (e.g., deadline
miss pattern) is analyzed and evaluated against the requi s
at the functional layer. At the OS layer, scheduling algorithms and
runtime mechanisms are provided to ensure correct execution of
weakly-hard tasks in the presence of deadline misses.

Know the unknowns a-ddressing disturbances and uncertainties in: 2 - 2 (0)

|14]. Local stability concerns one vehicle follow-
ing a preceding vehicle. A system is said to be
local stable if the magnitude of disturbance

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)

7/12/2022
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Modeling Approach\Adaptation
Property Checked\Robustness
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One major type of uncertainty during the operation ot autonomous
systems is timing uncertainty in the execution of system functions,
i.e., how much time it takes for certain function to complete and
whether that meets the deadline. Traditionally, there are two main
approaches to manage such uncertainties. In hard real-time systems,
designers remove the consideration of all timing uncertainties in
execution through ext i deling to achieve strict bounds on
the timing behavior of the system, and do not allow any deadlines
to be missed. Soft real-time systems, on the other hand, permit the
system to arbitrarily violate bounds and miss deadlines; in this case,
system designers can achieve at best probabilistic guarantees on
the system’s behaviors. However, only using hard deadlines often

.

leads to over-pessimistic igns or over-provisioning of system
resources, while soft deadlines cannot provide the safety guarantees
ded by many aut systems.

To address these challenges, we advocate to develop systems
with a cross-layer weakly-hard paradigm, where deadline misses
are allowed in a bounded manner [6]. This is motivated by the
fact that many system components can tolerate a certain degree of
timing uncertainties and deadline violations and still satisfy their
functional and extra-functional properties such as safety, stabil-
ity and performance, as long as those violations are bounded and
properly managed. Fig. 1 highlights the concept of our cross-layer
weakly-hard system design. At the functional layer, verification and
validation of functional properties, such as correctness, safety and
stability, are conducted with consideration of potential deadline
misses. At the software layer, system functionalities are synthe-
sized into the form of software tasks and their communication
mechanisms, while the weakly-hard timing behavior (e.g., deadline
miss pattern) is analyzed and evaluated against the requi s
at the functional layer. At the OS layer, scheduling algorithms and
runtime mechanisms are provided to ensure correct execution of
weakly-hard tasks in the presence of deadline misses.

Know the unknowns addressing disturbances and uncertainties in: 2 - 2 (0)

During the course of an attack, it is important to ensure
that the CPS maintains safe and reliable operation. As such,
it is important to minimize the recovery time as much as
possible to maximize normal operation. The recovery process
is comprised of three stages: detection, backup controller exe-
cution transfer, and backup controller execution. The recovery
time noted in this paper is measured from the time of attack
occurrence to the time an actuation command is sent from the
backup controller.

Integrated moving target defense and control reconfiguration fo: 6 - 6 (0)

salety violations, determined by a safety envelope. It such a viola-
tion is detected, the control is transferred to the safety controller
to guarantee a continuous and robust control of the system.
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VirtualDrone virtual sensing actuation and communication for at: 2 - 2 (0)

Modeling Approach\Adaptation

Property Checked\Termination We use a Timeout() function to help terminate the process in case
of long communication delay or persistent packet losses (either
due to unreliable communication channels or malicious attacks
such as jamming or flooding). In Step 4, the Decide(T;) function

Network and system level security in connected vehicle applicat: 6 - 6 (0)

Modeling Approach\Adaptation

Property Checked\Consistency In order to observe the system behavior, several data sources
can be monitored in our testbed, including the PLC logs, the
PLC’s diagnostic buffer, the HMI logs, and the network traffic
crossing the switch.

For the sake of simplicity, in our validation we focused our
attention on log messages produced by the PLC and by its
diagnostic buffer. The log messages generated by the PLC,
report the status of the PLC’s inputs and outputs, as well
as the liquid level measured in the tank. By analyzing the
PLC’s log messages it is possible to observe if the logic of
the PLC is altered i.e., there is a mismatch between input,
expected output, and liquid level, indicating a potential PLC
corruption. The PLC’s diagnostic buffer, instead, records the
latest 50 system events, including transitions of the CPU
operating mode, errors detected by the PLC's CPU, as well as
connections established between the control server and remote
clients.

Logs produced by the two selected data sources, and
collected through continuous monitoring, are consequently
examined by an anomaly detection system during the analysis
phase. Considering the implemented test setup and the moni-
tored data, we selected ZCID® as the most suitable anomaly
detection tool.

Protecting cyber physical production systems using anomaly dete: 5 -5 (0)

Modeling Approach\Adaptation

AR uated for each severity factor separately. SARA severity considers
Property Checked\Sca Iablllty attack goal scalability. For instance, if the aforementioned attack

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

Modeling Approach\Adaptation
Property Checked\Security
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influence on the real world. If not assured, certification bodies
will not accept the systems and thus prevent their introduction and
operation — the killing factor for many innovative application
scenarios. Beyond safety there are other qualities as availability,
reliability, integrity etc. that have to be assured as well in order to
make systems trustworthy and hence achieve the necessary
acceptance of markets and users. As it has been motivated for
safety, these other properties as well can not be assured through
design time only. We th require d trust
munme hcllmes, which, however, pose slpuﬁmnl engineering
larly for domai lhudcmmdcemfcwon The

state of the ant dential- and hes to
trust assurance, for instance, are not sulﬁcnem beuuse they would
not be acceptable for certification bodies. ConSerts on the other
hand seem to be conceptually well suited as a solution approach
since they build on predefined certificates and rely on pre-
eng.meeved ldapuuon behavior. This means, that the different
i (Le. variants) that a p might
mumnumhxvcahndybmmpneavdndﬁlgnumt
and are not result of any evolutionary development within the
system at runtime. In other words, as a result of an appropriate
trust engineering process, e.ch service offered by mch a

2. confidentiality, which means preserving authorized
restrictions on access and disclosure, including means
for protecting personal privacy and proprietary
information.

3. availability, which means ensuring timely and reliable
access to and use of information.

Note the slightly different definitions of the integrity and
availability properties for dependability and security. The
definition of integrity differs with respect to the viewpoint as it
would be expected. For dependability integrity is defined from an
intrinsic viewpoint as the general absence of improper system
alterations. For security, on the other hand, integrity is defined
from an extrinsic viewpoint specnfmlly with respect to nnhclous
attacks l‘mm the outside,

and henticil As for availability, the
d 1l ivalent (with services being a
concept I‘or access and use of mfmmuon) despite being worded
differently

In an OAS context it is not sufficient that all participating (sub-
)systems comply with given requirements regarding their
dependability and security. It is in fact inevitable to consider the

configuration could be d with a actual eumpnsxlms within the OAS that render the service. Such
conditional trust certificate. In the foll g we elab the P isc a set of devices in specific
different facets of trust and how trust could dingly be figurati Iswtlllsﬂ\edq!endmcltshctmthcu
udledlhmughlhecumeplsdmhnvebccnsknchcd om in A etal i

Section 2.
3.1 Facets of Trust

From a user poml of view, a scrwce can be trusted if it is

bly d d: and ptably secure. In other words, the
mkof somahm; going wrong from wulhm the system, as well as
the risk of something going wrong because of a malicious attack
from outside the system, are both acceptably low. Considering the
fact that services in OAS are usually rendered in collaboration of
dlffcrem services of different sysmm and on the basis of the
p by A I ., [16], we come to the

g y

l)epnd.hllly is an uu:gmlmg quality attribute that
g quality
1. l\mllblllty. which means readiness for correct service.
2. reliability, which means continuity of correct service.
3. safety, which means absence of catastrophic
consequences on the user(s) and the environment.
4. integrity, which means absence of improper system
alterations.
5. maintainability, which means ability to undergo
modifications and repairs.
ISOMEC 9126 [15] defines security as: The capability of the
software product to protect information and data so that
unauthorized persons or systems cannot read or modify them and
authorized persons or systems are not denied access to them. In
literature, security is decomposed into the three attributes
confidentiality, integnity and availability [16][17], which can be
described as follows:

ortmﬂmmwddepmdmubﬂwem-mmmﬂwmmdl
service provider [16]. We augment this definition and define the
following notion of dependence based on the above definitions
and the characteristics of OAS: Consider a system requiring a
service S2 and providing a service S1. The dependence of service
S1 on service S2 represents the extent to which S1°s dependability
and security is (or would be) affected by that of S2

For the context of OAS we consequently define trust as follows:
A service S can be trusted when it is acceptably dependable and
acceptably secure. This implies that all (lower level) services, that
are involved in rendering the service S, comply with
comresponding requirements with respect to their dependability
lndsecumyaswdl lndlhmmedependemebaweenllm
services (and resp can be
Among these quality attributes, we can identify the following
interrelationships. Safety is a property that shows of at the system
boundary of the OAS and its environment. Catastrophic
consequences can be caused by OAS internal-failures or failures
in the interaction of the OAS with the environment. Internal
availability, reliability, integrity and inability issues might
generally cause the first and security issues might generally cause
both, the former and the latter kind of failures. Depending on the
effect of the OAS on its environment, all facets of trust in general
could be interrelated with safety. In a ConSert-based approach,
however, all safety related requirements are already covered
through safety engineering measures at design time and ConSert-
based safety assurance at runtime. Obviously, the ConSert
-ppm-d: could also be applied to prevent failures that have not
on the i.e. they are trust-

but not nfely-nlevml_
Asa lusion we retain that ConSerts might be augmented with

1. integrity, which means g against improp
information modification or destruction, and includes
T : podiation snd sithénticd

additional properties to support an adequate notion of trust. The
safety aspect of ConSerts would still work as before, covering

avsmedhine tn namwa miven aafuh sansicemants Tha ansennne ~f

Approaching runtime trust assurance in open adaptive systems: 4 - 4 (0)

7/12/2022

respect to functional and non-functional properties. One must ensure correctness
of control system'’s overall configuration at design time and that the self-adaptive
software system detects and reacts to anomalies. This application adds safety
and security metrics and control mechanisms to control systems.
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Digital Twins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)

7/12/2022

D. Detecting Security Threats

In this section we demonstrate how a cyber threat, targeting
the simplified CPPS implemented in our testbed, can be
revealed by /ECID, and contained by employing the self-
adaptation approach described in Section II1.

Let us consider the case in which the CPPS is targeted by
a multi-stage threat. The main purpose of the intruders is to
cause damage to the production facility. In particular, they
aim to compromise the cooling process of the manufacturing
machine and, at the same time, to flood the surrounding area
with the cooling liquid overflowing from the tank. To perform
this attack, the intruders intend to attack the PLC’s ladder
logic modifying its control sequence. To achieve this they

Protecting cyber physical production systems using anomaly dete: 6 - 6 (0)
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3.4 Security and Safety Monitoring

Figure 6 shows an example configuration of the security and safety
monitor and data flow, based on the prototype implementation pre-
sented in Section 4. Notice from the figure (and also from Figure 4)
that the monitor receives the sensor data for analysis. Because
the data are fetched from the trusted environment, the monitor
is guaranteed to use the true measurement for a safety analysis,
Hence, we can detect attacks that, for example, try to put the vehicle
in an open-loop state or to set wrong control parameters. In our
prototype quadcopter, we analyze the attitude (i.e., roll, pitch, and
yaw) errors, which are bounded in normal conditions, to detect an
unsafe physical state. One can also implement a control-theoretic
analysis [27]. The monitor also analyzes the actuation outputs from
the NCE, as shown in Figure 16 in Appendix A, to prevent potential
safety violations. For example, the monitor can upper-bound on
the motor outputs to prevent motor failure due to the attacker's at-
tempt to apply abrupt voltage changes. The monitor can also check
if it receives actuation commands from the NCE at the defined
frequency - abnormal patterns could be an indicator of a potential
security breach. In order to handle physical attacks to the sensors,
one can also implement a sensor attack detection technique [18, 19]
using the true measurements available in the SCE.

The SCE also inspects communications between the NCE and
the external world. The telemetry analyzer, shown in Figure 5, inter-
cepts radio telemetry messages to and from the NCE and provides
them to the monitoring module for analysis. Using this mecha-
nism, one can detect an attacker that, for example, sends out fab-
ricated messages (e.g., flight path report replayed or generated by
a software-in-the-loop simulation) in an pt to misinform the
ground control station about the true physical and logical states.

The monitoring module can also host critical safety measures
that otherwise would run at the same layer as untrustworthy ap-
plications. For instance, geo-fencing typically runs as a part of an
autopilot software. An attacker can simply disable it or modify the
configuration to fly the vehicle into a no-fly-zone. Since this type
of function does not require external interaction, it can run in the
SCE using the true sensor measurements (e.g., GPS location).

Virtualization also enables the use of virtualization-based secu-
rity measures, for instance, virtual machine introspection (VMI) [14]
The monitoring module in the SCE can implement various VMI
techniques to monitor the behavior of the applications and the guest
OS running in the NCE. For example, through interfaces provided
by the VMM, the module can continuously check the integrity of
the kernel code and/or its critical data structures (e.g., interrupt
vector table, process and module lists) for detection of rootkits, and
inspect network connections and packets for detection of back-
doors, and so on. Upon a detection, the framework may switch to
the SCE as a preventive action, from which moment comprehensive

VirtualDrone virtual sensing actuation and communication for at: 5 -5 (0)

7/12/2022

Modeling Approach\Adaptation
Property Checked\Dependability
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Dependability 1s an ntegrating quality attnbute that
encompasses the following quality attributes:

1. availability, which means readiness for correct service.
2. reliability, which means continuity of correct service.
3. safety, which means ab of h

p

consequences on the user(s) and the environment.

4. integrity, which means absence of improper system
alterations.

5. maintainability, which means ability to undergo
modifications and repairs.

Approaching runtime trust assurance in open adaptive systems: 4 - 4 (0)

Modeling Approach\Adaptation
Property Checked\String
Stability

Impact

Collision

Collision

Collision

Dissolved platoon
Collision

Collision

Decreased string stability
Decreased string stability
Decreased performance
Decreased performance and string stability
Decreased string stability
Dissolved platoon

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5: 301|592 - 5:

real time so no non-casual predictions can be made. The

=gy upp. (6) proposed controller has been shown to be string stable in

continnous communication systems and has been tested in assume that the controller uses a sample and hold technique
real networked platoons with delays and sampling [12]. for the communication input variable. We thus use the up-

Is your commute driving you crazy a study of misbehavior in veh: 3 - 4 (0)

7/12/2022
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Modeling Approach\Adaptation

Property respect to functional and non-functional properties. One must ensure correctness
- of control system'’s overall configuration at design time and that the self-adaptive
Checked\Controllability software system detects and reacts to anomalies. This application adds safety

and security metrics and control mechanisms to control systems.

Digital Twins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)
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Table 6: pping Attack L 15,7,31] ‘Table 7: Observation and controllability classilication
APA Descripti Al o[c
[0.9] Basic 5 0 ADS observ:lnn is available but no accident avoidance
10,13 Enhanced basic a !
14,19 Moderate 3 1 AD‘. observation is available and accident avoidance is
20,24 High 2 required using ADS response
> 24 Bevond hi 1 2 | ADS observation is unavailable/uncertain, driver re-
yond hugh ¢ sponse is required
3 | ADS observation is unavailable/uncertain, driver re-
kers. Therefore, as ioned, the success of an attack depends sponse is impossible/unavailable

on the attacker capability but also on the elapsed time (T) and on
the required opportunity (WO) to perform the attack [5]. The time
fmarislhetimeneedrdlnidnmfyandmrnﬁnﬂymﬁum
attack idering the attacker capability. The y tells if
an attack requm-s a special window of orpporlumly to be execuled
or it can be easily executed.

Experts compute attack potential (AP4) using the values of at-
tacker capability Cap, normalized elapsed time T and opportunity
metrics WO as follows:

APA =Cap +T+WO )
That is, attacks requiring the lowest minimal attack p ial are
more likely looccur(TnblebL Asnrewllofimpmvmgntuk:r
capability, we reduce the total metrics for attack potential from
initially 5 to 3.

6.3 Attack goal severity

Standardized severity factors are safety (S;), privacy (Sp), financial
(S¢) and operational (S,) [31]. SARA severity relies on the previous
factors values and expert motivation for severity vector computa-
tion (Table 8):

5 = (5.5p.5r.50) 3)
We choose a imizati h by g that all severity
fxlunhave:qunhmpomn« That is, SARAlcvmlyvalutnlhe
highest severity vector coeffici For i we as

attack goal an unauthorized braking from one vehicle at low speed
with specific severity vector (e.g, S = (1,1.0,2)). The maximized
severity value is S = S, = 2. Therefore, we reduce risk

Figure 5: Concept of Observation and Controllability

two values: perceptible (O = 1) and imperceptible (O = 0). Figure 5
illustrates the use of Observation in practice.

A mechanic attacker targets a sensor connected to a vehicle by
altering a sensor calibration. The faulty sensor creates system error
and probably a system failure. At initialization, expert considers
threat observation as null. However, with appropriate countermea-
sures, the threat becomes perceptible which leads to risk reduction.
The metric Observation advantages are considering vehicle safety
without human control and forecasting vehicle architecture coun-
termeasures to failures (Table 7). Architecture countermeasures
control fault propagation and rely for example, on data redundancy,
watchdog or IDS. Note that data redundancy increases vehicle cost.

time by avoiding the full risk vector computation. However, our

h still vector app h if threat risk must be eval-
ualed for each l:wrmy factor sep ly. SARA srwrnv id
attack goal scalability. For i if the afi d attack

goal occurs in a traffic jam. An unauthorized brake has a strong
impact on multiple vehicles safety and their operational state, The
severity of this situation (S = 3) is higher than in the single-vehicle
case (S = 2). That is, SARA Severity is flexible (e.g.. maximization
or vector approach), supports severity absence (e.g., S = 0) and is
scalable (e.g., single or multiple attacks).

6.4 Attack goal observation and controllability

System control requires system internal and external observation
to anticipate system failures caused by hazards or threats. The
fully autonomous vehicle cannot rely on human perception. We
tackle this issue with a new metric called Observation (O). The latter
defines system tolerant default and its ability to detect errors and
faults. Therefore, it controls system security risks. Observation has

Ci llability (C) qt ifies the system or driver in-
fluence on security risk [32]. C ranges from 0 to 3: 3 refers to the
absence of driver/ADS controllability over the vehicle, whereas 0 is
the opposite (Table 7).

6.5 Risk computation
SARA computes the risk score using the SARA matrix function (f)
defined in Table 9.

R = f(C,S,Al) )
The risk score ranges from insignificant (R0) to unacceptable (R7+),
Expert uses risk score to evaluate a threat lnd dtcldt if counter-
measures are needed. Besides ideri llabili
our approach advantage is to rely on lhe same matrix for sfﬂy
and none safety-related use cases, Also, it is similar to ASIL compu-
tation method which reduces the gap between security and safety,

*refer to Table 7
*refer to Table 8

SARA Security Automotive Risk Analysis Method: 7 - 7 (0)

7/12/2022

Modeling Approach\Adaptation
Property Checked\Safety

respect to functional and non-functional properties. One must ensure correctness
of control system'’s overall configuration at design time and that the self-adaptive
software system detects and reacts to anomalies. This application adds safety
and security metrics and control mechanisms to control systems.
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Digital Twins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)

One major type of uncertainty during the operation ot autonomous
systems is timing uncertainty in the execution of system functions,
i.e., how much time it takes for certain function to complete and
whether that meets the deadline. Traditionally, there are two main

pproaches to ge such uncertainties. In hard real-time systems,
designers the ideration of all timing uncertainties in
execution th h ext i deling to achieve strict bounds on

the timing behavior of the system, and do not allow any deadlines
to be missed. Soft real-time systems, on the other hand, permit the
system to arbitrarily violate bounds and miss deadlines; in this case,
system designers can achieve at best probabilistic guarantees on
the system’s behaviors. However, only using hard deadlines often
leads to over-pessimistic designs or over-provisioning of system
resources, while soft deadlines cannot provide the safety guarantees
ded by many aut, systems.

To address these challenges, we advocate to develop systems
with a cross-layer weakly-hard paradigm, where deadline misses
are allowed in a bounded [6]. This is motivated by the
fact that many system components can tolerate a certain degree of
timing uncertainties and deadline violations and still satisfy their
functional and extra-functional properties such as safety, stabil-
ity and performance, as long as those violations are bounded and
properly managed. Fig. 1 highlights the concept of our cross-layer
weakly-hard system design. At the functional layer, verification and
validation of functional properties, such as correctness, safety and
stability, are ducted with ideration of potential deadline
misses. At the software layer, system functionalities are synthe-
sized into the form of software tasks and their communication
mechanisms, while the weakly-hard timing behavior (e.g., deadline
miss pattern) is analyzed and eval d against the requi s
at the functional layer. At the OS layer, scheduling algorithms and
runtime mechanisms are provided to ensure correct execution of
weakly-hard tasks in the presence of deadline misses.

Know the unknowns addressing distAurbén‘ces and uncertainties in: 2 - 2 (0)
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PV Tilk] = Tjlk]. Moreover, T; < T; if T; STy AT # Tj.
In Step 3, the Update(T;., T;) function updates the state vector
of a vehicle p;, following two rules: a) if Ti[k] = ¢ A Ty[k] = ¢

Syltm Safety Objective Evaluation. Note that the partial con-
lin Al hm 2 ends wh there are no more
t!unkdlﬁ'erenldecmons It does not distinguish between different

partial consensus scenarios that have the same number of deci-
sions. As we can see from Figure 6 (a), (¢) and (d), which all have
two decisions, these ios may exhibit different levels of safety.
Thus, even though knowing the number of decisions provides use-
ful information on system safety (e.g., global consensus with one
nngkdecuionu!hebeﬂumm) wenccdtnﬁmhaevllu-le
the various partial idually (a limitation of
Algorithm 2). Next, we will discuss how this may be done for the
lane merging application.

Upon the termination of Algorithm 2, we assume the size of the
collective decision set is k” < k. Let P; denote the set of vehicles
that decide on the same lane-change choice y;. We consider the
following scenarios:

© Scenario 1: All vehicles agree on the same choice y, ie,
k' = 1.In this case, the system has the highest level of safety,
similar to the case in Figure 6 (b).
® Scenario 2: There exist two lane-change decisions y; and y;
with the same ds ion lane, initially proposed by vehicles
Pu and py, respectively. Furthermore, py, € Pi, and p,, € P;.
That is, p, and p, both think they can perform the lane
change, and the destination lane is the same. This case has
the lowest level of safety, similar to the case in Figure 6 (a).
® Scenario 3: First, the condition for Scenario 2 is not true.
Furthermore, there exist two lane-change decisions y; and
y; with the same destination lane. This means that there are
vehicle(s) that do not propose to change lane themselves,
but have a wrong understanding of (or not aware of) which
vehicle(s) will perform the lane change. This is similar to the
cuesinl-'igun:é(c)md(d)
The q luation of different
SemnmSmddbeqm(emmplxuk-d.llmlldependon!hcm-
volved vehicles’ current positions, speeds, accelerations, and very
importantly, their corresponding decision y; (i.e., their understand-
ing of which vehicle(s) may perform lane change). We plan to
investigate this in our future work.
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3.4 Security and Safety Monitoring

Figure 6 shows an example configuration of the security and safety
monitor and data flow, based on the prototype implementation pre-
sented in Section 4. Notice from the figure (and also from Figure 4)
that the monitor receives the sensor data for analysis. Because
the data are fetched from the trusted environment, the monitor
is guaranteed to use the true measurement for a safety analysis,
Hence, we can detect attacks that, for example, try to put the vehicle
in an open-loop state or to set wrong control parameters. In our
prototype quadcopter, we analyze the attitude (i.e., roll, pitch, and
yaw) errors, which are bounded in normal conditions, to detect an
unsafe physical state. One can also implement a control-theoretic
analysis [27]. The monitor also analyzes the actuation outputs from
the NCE, as shown in Figure 16 in Appendix A, to prevent potential
safety violations. For example, the monitor can upper-bound on
the motor outputs to prevent motor failure due to the attacker's at-
tempt to apply abrupt voltage changes. The monitor can also check
if it receives actuation commands from the NCE at the defined
frequency - abnormal patterns could be an indicator of a potential
security breach. In order to handle physical attacks to the sensors,
one can also implement a sensor attack detection technique [18, 19]
using the true measurements available in the SCE.

The SCE also inspects communications between the NCE and
the external world. The telemetry analyzer, shown in Figure 5, inter-
cepts radio telemetry messages to and from the NCE and provides
them to the monitoring module for analysis. Using this mecha-
nism, one can detect an attacker that, for example, sends out fab-
ricated messages (e.g., flight path report replayed or generated by
a software-in-the-loop simulation) in an pt to misinform the
ground control station about the true physical and logical states.

The monitoring module can also host critical safety measures
that otherwise would run at the same layer as untrustworthy ap-
plications. For instance, geo-fencing typically runs as a part of an
autopilot software. An attacker can simply disable it or modify the
configuration to fly the vehicle into a no-fly-zone. Since this type
of function does not require external interaction, it can run in the
SCE using the true sensor measurements (e.g., GPS location).

Virtualization also enables the use of virtualization-based secu-
rity measures, for instance, virtual machine introspection (VMI) [14]
The monitoring module in the SCE can implement various VMI
techniques to monitor the behavior of the applications and the guest
OS running in the NCE. For example, through interfaces provided
by the VMM, the module can continuously check the integrity of
the kernel code and/or its critical data structures (e.g., interrupt
vector table, process and module lists) for detection of rootkits, and
inspect network connections and packets for detection of back-
doors, and so on. Upon a detection, the framework may switch to
the SCE as a preventive action, from which moment comprehensive

VirtualDrone virtual sensing actuation and communication for at: 5 -5 (0)
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Modeling Approach\Verification
and Validation
Technique\Testing

making module about the failure. Such failures fall into
the category of integrity. Integrity is an important feature
to ensure that internal and external communication of the
different modules that make up a UAV architecture is not
p d. For the impl ion of the diagnosti
module, different techniques are being analyzed to verify
which is the most appropriate.The possibility of using

1) Node Criticality Index (NCI): The metric used 1o ensure
safety and security in this work will be the Node Criticality
Index (NCI) [12]. The NCI is the specification of a formal
criticality classificati ponsible for d ining the prior-
ity of the nodes in the network through an index. The reason
for choosing this metric is twofold: 1) NCI guarantees the
quality of service, safety, and security for the nodes that make

Authorized licensed use kmited to: KIZ Abt Literaturverwaltung. Downloaded on May 18,2021 at 09:21:19 UTC from IEEE Xpiore. Restrictions apply.

up the network and 2) NCI provides valuable information to
the system that can influence the decision-making of tasks.
Therefore, each module must be assigned with independent
safety and security scores.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 3 -4 (0)

shown in Figure 2. So the general NCI will directly affect
the decision making of tasks. For example, if the general
security value is 0.2 of [min: 0, max: 1], it means that it is safe
and it has low critical problems regarding security and safety.

We use PLEXE for all the (attack and defense) simula-
tions carried out in this work. As mentioned earlier, PLEXE
extends Veins which further extends the OMNeT++ net-
work simulator and the SUMO mobility simulator. The
coupling between the network and the mobility simulation
framework is done through the TraCl interface which SUMO
exposes. PLEXE extends the interaction through the TraCl
interface in order to fetch vehicles' data from SUMO to be
sent to other vehicles in the platoon to realize CACC. Pla-
tooning protocols and the application logic are realized in

the OMNeT++ framework.

To simulate the adversary, we need to provide the func-
tionality that informs the adversary vehicle how to launch
the attack. To achieve this, we need to refer to application
layer logic. There is a BaseApp in PLEXE which simply
extracts data out of packets coming from the protocol layer
and updates CACC data via TraCl if such data is coming
either from the leading vehicle or from the preceding vehicle.
SimplePlatooningApp extends BaseApp and it tells the ve-
hicle to use the controller requested by the user. We modify
the SimplePlatooningApp so that to let vehicles follow the

instructions of what we want them to do.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 4 - 4 (0)
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Fig. 3. Testbed architecture diagram

counter the identified threat. Response actions may include mon-
itoring reconfigurations, such as enabling detailed detection rules,
activating particular monitoring sensors, searching for specific indi-
cators of compromise, as well as actions modifying the operational
status of the CPS, such as restarting system components through
a control command, initiating the procedure of a password up-
date, adding rules to the firewall to block suspicious connections,
etc.

Let us consider an illustrative case in which the CT| analysis func-
tion informs that a new firmware vulnerability is discovered that
affects the vast majority of the PLCs deployed in the production
network of a monitored target system. The vulnerability can be ex-
ploited to allow unauthorized remote access to the PLCs, and to
madify their ladder logic, dangerously compromising the controlled
industrial process. The security metric counting the number of vul-
nerable system components will point out that a security risk with
potentially large impact exists, and will enable the planning func-
tion. Hence, a seif-adaptation policy will be invoked to opportunely
madify the monitoring function, and configure specific sensors to
inspect all access events to the PLCs affected by the vulnerability.
During the further analysis the system will then consider a security
metric reflecting the validity of the events sequence during the ac-
«cess to those PLCs. If the detection results indicate that the con-
trol commands issued to any PLC, normally sent from a SCADA
MTU, are now being sent from an unknown device in the net-
work, and the anomaly detection tool detected events that prove
this process irregularity, a security alarm will be triggered. This wall
indicate an abnormality in the security metric, potentially caused
by a connection hijacking attempt. A possible response action, to
be performed in the execution phase, would be: if the anomaly
detection reveals a connection hjacking attempt, targeting a PLC,
block every PLC connection attempt coming from unknown MAC
addresses.

It is important to notice that static mechanisms, such as invari-
able access control lists, permitting only a limited set of hosts with
specific IP address to communicate with field devices, are not effec-
tive when considering highly flexible and volatile environments like
CPS for Industry 4.0. Therefore, agile methods (e.g., based on the
MAPE-K model) are recommended.

5. Proof of concept

In order to evaluate the approach described in the previous section,
we setup a test environment to reproduce a simplified manufactur-
ing process. Each step necessary to prove the effectiveness of the
proposed concept is outlined in this section.

5.1 Testbed
The testing environment replicates some of the properties, require-
ments and processes in place in a manufacturing plant. In particular,

Fig. 4. PLC input/output

it reflects a simplified version of a CPS, deployed in a semiconductor
manufacturing plant, to manage a liquid tank used for cooling down
production machinery. As depicted in Fig. 3, the testbed consists of
a PLC (Siemens 57 1200), an HMI (Siemens Simatic), and a laptog
PC hosting a web server to control and configure the PLC (Siemens
Totally Integrated Automation (TIA) portal); these components are
connected to one another through a gigabit network switch (Net-
gear ProSAFE Plus GS108E).

The components deployed in the testbed communicate using the
57 communication protacol. 57 is a proprietary protocol developed
by Siemens to support secure data transmission over PROFINET, anc
to prevent attacks such as Man in the Middle (MitM) and replay. The
connections to the web-server are secured using TLSv1.2, enable¢
by default.

5.2 Simulated industrial process

The testbed simulates a simplified process that could be deployed in
a semiconductor manufacturing environment to manage the level
of cooling iquid in a tank used to control the temperature of &
manufacturing machine. The PLC is programmed to open or dose
three valves (fill, drain or cool) on the tank, depending on specific
configurable conditions.

Figure 4 shows the inputs of the PLC responsible to control
the aforementioned industrial process based on the programmed
logic. The PLC's ladder logic is configured so that the PLC's out-
puts (attached to the three tank valves) can assume a binary value
(open/dose), depending on: (i) the level of the liquid in the tank,
(ii) on the buttons pressed by the operator on the HMI, and (i) on a
temperature sensor connected to the PLC.

Every second, the manufacturing machine communicates its state
to the PLC through a temperature sensor. If the temperature i
higher than 90°C, the PLC opens the cool valve of the liquid tank
and the liquid starts flowing out of the tank to cool down the man-
ufacturing machine. The cooling process takes 50 s and requires an
amount of 25 dm® of liquid to decrease the temperature of the
manufacturing machine to the desired value of 70°C. According
to the chip manufacturing process, it takes 140 s for the tempera-
ture of the manufacturing machine to go again above the threshold
(90°C), this means that the cool valve is opened every 2 min and
20 5. Figure 5 illustrates this process and shows the variation of the
Iiquid level in the tank over time.

Before the cool valve is enabled, the tank is filled until the liquid
level reaches 30 dm®, The time interval between the end of the
filing process and the beginning of the following cooling cycle &
10s. As soon as the cool valve is activated, the liquid level decreases
with a rate of —0.5 dm’/s. After 44 s the fill valve is opened because
the level of the liquid reaches the lower threshold (8 dm”).

The cooling process finishes 6 s after the fill valve is enabled; at
this point the level is 6.2 dm”. Since the level of the liquid is below
8 dm’, the PLC will let the filling process continue until the liquic

Countering targeted cyber-physical attacks using anomaly detect: 4 - 4 (0)
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3.1 Methodology for the design and implementation of Digital
Twins for automotive security and safety validation

The concept of Digital Twin opens new paths to enhance IoT and CPS security
and safety. The literature review on adopting Digital Twins for the Information
Security domain suggests several research directions for overcoming current se-
curity and safety challenges related to IoT and CPSs. Digital Twins are generally
intended to support security and safety capabilities of IoT and CPSs [3, 6, 8]. For
example, an approach presented in [8] compares configuration data of physical
devices to their virtual replicas to detect possible manipulated configurations
and deviations that may refer to an attack-based compromised CPS setting and
enable Intrusion Detection Systems (IDS). The Digital Twin-based penetration
tests could enable relevant tests virtually (instead of on real system), during both
the operation phase and during engineering phase to fix vulnerabilities early in
the CPS lifecycle [2,3]. Digital Twin concepts are studied for privacy assess-
ments and protection of the privacy of smart cars [5]. We suggest the following
steps to be taken for the design of Digital Twins (Figure 3.1):

STEP 1: Identification of assets and relevant security and safety objectives and
their modelling. The outcomes are asset data sets, asset lifecycle data (e.g. time-
series sensor data), inferred and historical data, and data describing security
and safety objectives. The functionality of a Digital Twin improves over time as
more data is accumulated and processed by effective algorithms.

— Asset modelling is about designing the structure of Digital Twins assets
(physical things) and components, measurable physical parameters and other
digital manufacturing information that describe the assets (e.g. maintenance
history). Asset modelling adds value to connected sensor data and con-
tributes to new insights, e.g. provides insight on sensor health through in-
ferring, correlates and transforms measured sensor values and asset states,

6 O.Veledar et al.

conditions and maintenance records [17]. It may also include a different visu-
alisation forms for different user groups, e.g. some users may require insights
into operational data, while the others could have interest into devices.

— Security and safety objectives identification and modelling are of utmost im-
portance. The iterative process is driven by usage scenarios and application
requirements. The output are data confidentiality, integrity, and availabil-
ity (CIA) data related to functional requirements of applications and data
related to role-based permissions and policies of the application usage.

Data collection Usecases  pgoeis !
QTED 1 & 9 4 3
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Digital Twins for Dependability Improvement of Autonomous Drivi: 6 - 8 (0)

and the DBT processes must be unidirectional. As such, the

Configuration Manager will be able to communicate to DBT

processes through POSIX signals. By not allowing commu-

A. Experimental Testbed
For analyzing our security architecture for CPS, it is
important to analyze both the cyber and physical dynamic

effects. To maximize the patibility of the fi k. the

software must be testbed on platforms consistent with the
deployment environment. To support this work, a hard

d to test the effect of a code injection, and code reuse
attack on the overall system behavior.

in-the-loop testbed was developed for aiding in measuring,

C ication: To support ive applicati mul-
tiple communication interfaces are included such as Ethernet
and CAN bus. For Ethernet communication, the ZeroMQ

7/12/2022

and analyzing the cyber-attack effects as well as our security

per rhead. We utilize this testbed for (ZMQ) communication library in utilized. Additionally, for
I security experi for evaluating our MTD  the CAN bus communication, an open source library called
framework under varying scenarios, SOCKETCAN is utilized to support the communication be-

Integrated moving target defense and control reconfiguration fo: 6 - 7 (0)

We simulate our attacks as well as the detection scheme to
provide a proof-of-concept in a five car platoon. We use the
following parameters for our platoon: n = 0.1, hy = 0.35s,

Is your commute driving you crazy a study of misbehavior in veh: 8 - 8 (0)

exploring valid deadline hit/miss patterns. We also build an event-
based simulator to capture the exact deadline hit/miss pattern and
use it to obtain the worst-case control performance.

Know the unknowns addressing disturbances and uncertainties in: 3 - 3 (0)

We tocus on VEL and POS attacks, i.e., modilying the values of
velocity and position, respectively. We experiment with the number
of principal components and the distance threshold in order to
minimize false positives.

Network and system level security in connected vehicle applicat: 4 - 4 (0)
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The testing environment replicates some of the properties,
requirements and processes in place in a manufacturing plant.
In particular, it reflects a simplified version of a CPPS,
deployed in a semiconductor facturing plant, to 2
a liquid tank used for cooling down production machinery. As
depicted in Figure 3, the testbed consists of a PLC (Siemens S7
1200), an HMI (Siemens Simatic), and a laptop PC hosting a
web server to control and configure the PLC (Siemens Totally
Integrated Automation (TIA) portal); these components are
connected to one another through a gigabit network switch
(Netgear ProSAFE Plus GS108E).

Protecting cyber physical production systems using anomaly dete: 4 - 4 (0)

7/12/2022

In order to study some of the discussed attacks
on a CACC vehicle system, we utilize the VEN-
TOS platform.? VENTOS is an integrated simu-
lator, and is made up of many different modules,
including Simulation of Urban Mobility (SUMO)
and OMNET+ +/Veins. SUMO* is adopted as
our traffic simulator, while OMNET+ +3 is used
to simulate the wireless communication. Out

Security vulnerabilities of connected vehicle streams and their: 4 - 4 (0)
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ables and audit-trail logging. Much of the analysis exploits conventional criti-
cal systems analysis needed for dependability and safety or security assurance.
It should be stressed that high-quality engineering, of the functional and non-
functional parts of the composite systems, is a prerequisite of the validation of
such a system augmented by immune-inspired fault tolerance and survivability.

In considering how to validate immune-inspired dynamic homeostasis, one way
to explore the dynamic behaviour of a complex system is simulation. Alexander
and others show that agent-based simulation can be used in analysis of a complex
system, in the context of safety [2,1]. A common feature of the work on critical
system validation and bio-inspired or heuristic techniques is its reliance on ar-
guments of assurance. Polack et al. [29] propose argumentation for validation of
agent-based simulations, complementing traditional engineering of simulations
(see, for instance, the work of Sargent [33,32]). If a simulation can be argued to
be a valid model of a dynamic system, then it can be used to provide evidence
of the presumed behaviour of that system in different contexts.

Mokhtar et al. [25] summarise results of simulating the effect of running a
modified dendritic cell algorithm on the self-organising robot organism, and of
running the algorithm on the real robots. They have the advantage of working

80 F.A.C. Polack

with a simulator that is explicitly designed for the robots that they use. However,
the principle of simulating the effects of self-organising fault tolerant or survival
behaviours can be explored for other system architectures.

How could simulation be used in the validation of immune-inspired dynamic
homeostasis? Essentially, we have two complex systems to consider: the host
architecture, and the AIS. In simulations of immune systems (natural or algo-
rithmic), it is common to simplify the model of the host system so that only
those parts that interact directly with the immune system are included (see, for
example [31,18]). In engineering terms, the abstract model of the host system is
the test harness for the immune algorithms. In the case of a engineered system
such as the hypothetical financial payment system in section 4, conventional
design approaches start from abstract models of the system, and simple repre-
sentations of component interaction should be sufficient to create a simulation
of how the systems interact. Simulation can be derived from the abstract design
models of the system, using operational and log data, to express transaction
volumes and variation etc. On this simple-as-possible simulation of the host sys-
tem, the immune-inspired system can be run directly, in the same way that code
modules are tested on a test harness. The design of tests for the AIS running on
the abstract simulation of the host system should follow guidelines for conven-
tional testing. For instance, testing should seek to establish sufficient coverage
of the domain (the possible anomalies, faults, and survivability scenarios). Cases
of expected and unexpected evolution should also be explored as far as possible.

Self-organisation for Survival in Complex Computer Architecture: 14 - 15 (0)
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2) Choice of test cases: This study consists on a test where
an aircraft is arranged in two case scenarios. In the first case,
an aircraft acquires the data normally, without any problems.
In the second scenario, the aircraft has a failure and requires
a decision by a human operator.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 5 -5 (0)

We also tested a scenario when the control parameters are modi-
fied during flight. Figure 10 shows the attitude control errors when

VirtualDrone virtual sensing actuation and communication for at: 7 - 7 (0)
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assurance of trust(worthiness) in Open Adaptive Systems(-of-
Systems) (OAS).
In order to pave the way towards trustworthy integration and
reconfiguration of OAS, this position paper contributes: (i) a brief
overview of our Plug&Safe approach that supports safe
ml:gmnon and operation of sysu:ms at runtime by means of
safi () a of the different
facets of trust (i) a discussion how our Plug&Safe approach
could be augmented to support Plug& Trust.

2. PLUG&SAFE APPROACH
Regudlng open systems of systems from a conservative safety
point of view, it is loday not allowed to use such systems in safety
critical appli pendent from the appli domain,
most safety standards consider a certification of a concrete
ion of a product. Depending on the safety
cmmhty of the system, even a simple chnp in a single
requires a I of the whole system
[22] Having this in mind, it is obvious that ideas like dynamic
composition of systems to systems ofsysl.ﬂns lie by far out of the
T space of bodies. N , many required
hnologies like dynami ion are p hib d by safety

standards like the IEC61508 [22].

2.1 Safety Engineering and Certification
Consequently it is essential 1o advance existing safety engineering
technologies to their application on OAS. Before we describe the
idea of ConSerts as a possible solution, it is important to
understand the principle idea of safety certification in general

As shown in Fig I, a safety engincering lifecycle starts with a
safety analysis of the system. Usually, a hazard analysis and nisk
assessment is performed at the top level of the system. Based on
the identified hazards safety requirements are derived. Safety
analysis techniques like fault tree analysis (FTA) are then used to
identify potential causes and to understand the cause-effect
relationships. Based on this knowledge it is then possible to
identify a set of necessary and sufficient counter measures and to
refine the safety requirements (.oum« measures may belong to
the class of fault p (g, coding
guidelines etc.), I‘nul( removal (eg., lmmg. vmfcmon ete.), or
fault tolerance (e.g., miundlncy clc) A safety concept then
defines how a sound out of
these classes shall ensure the uducvcmenl of the top level s:fety
goals. Usually, this in iterative process until the residual nsk is
reduced to an acceptable level. A s:fcty case then defines a sound
and holistic argument that “proves” that the set of safety
requirements is sumcnenﬂy complete and that the system complies

with these req A certifier checks all of these
doamnenumdlfﬂnomnummeconclusuonlhathesmmls
safe, she hands out a certifi luding a detailed descri

what concretely the subject of her analysis has been and to which
result she has come,

In all of these phases different documents are created. If we first
consider conventional standalone systems (cf. Fig 1), Fault Tree
Analyses (FTA) or Failure Modes and Effect Analyses are ctuled

notation (GSN) [24]. Finally, the certificate is nothing else than
an informal text document.

sety Eoplrawing Uwrce
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Figure 1: Classification of Safety Engineering Techniques
Obviously, there are many manual interpretation steps between
the analysis results and the eventual certificate. Consequently it is
the most reasonable step to shift the certificates to runtime and to
leave the complex interpretation steps at design time. This is
underlined by the fact, that the safety assurance of component
based systems is already a challenging task based on today's
safety engineering techniques. A typical example is an
AUTOSAR [25] basic software in the automotive industry. The
vendor of the basic software has to guarantee its safety without
knowing which applications will run on the platform. While there
are more formal and modular approaches - like the class of Failure
logic modeling approaches (FLM) [23] for the analysis phase,
Safety Concept Trees (SCT) in the concept phase and the
extensions of the GSN for modular safety cases — all of these

hes require a labori manual integs step. So
obvtously the shift of current approaches prior to the certifi
to a safety model @ runtime seems currently to be 0o big a step.

Regarding certification on the other hand there mainly exist
principle ideas like “Safety Element out of Context (SE0oC)” as it
is defined in the 1SO 26262 [21] in the automotive industry. A
basic idea of such concepts is to allow the definition of constraint
ccmﬁcaus This means, it is possible to define nfﬂy-rcllwd

of a P on its 1 Then it is
possahle 0 eemfy that the component will mmu its safety
inder the p that all p are

fulfi lled by (he integrating system context.

2.2 Conditional Safety Certificates (ConSerts)
Concepts like SEooC obviously provide the basis for modular
certification, If we therefore use certificates as the basis for safety
models @ runtime, SEooC and comparable concepts provide a
hook to align the idea of plug and safe systems with the world of
standards and regulations.

We therefore propose the concept of Conditional Safety
Certificates (ConSerts) [27]. Using ConSerts to ensure the safety
in OAS requires different extensions of modular certificates as
they can be used to develop componem based syslzms FusL lhcy
require a mini of formali g a

and integration at runtime. Second, it must be possible to define
conditional certificates.

The first step to a of certi is to lize the
fact, what it actually certifies. A certificate does nothing else than
i i are fulfilled, which is often

referred to as safety guarantees. This nsqun:s a formalization ol'

in the analysis phase; text d or more sophi that safety req

hes like A Based Develop (ABD) in the
concqn phase; safety cases are defined using informal text safety that can be ref d as
documents, tables, or special ions like the goal g

safety g
aCouSen Tulhumdwe:smm:dmthemmfncsnf(he

Approaching runtime trust assurance in open adaptlve systems: 2 - 2 (O)
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—»( ready=T telemetry()

Figure 2: Unsafe execution model for a drone’s take-off.

Figure 3: Safe execution model for a drone’s take-off.

10 exit
n
12 take_off(altitude)

Privilege checking routines receive a privilege (or a set of privi-
leges) as an argument and return a Boolean value asserting whether
or not the robot is allowed to perform the corresponding action.
We propose to add Privileges as special types in Buzz, that do not
interfere with other language types such as strings, pointers, or
character arrays, Static analysis of privileges is feasible—and easy—
in an uncluttered language like Buzz, thus avoiding issues such as
the analysis of data propagation involving strings, p and
arrays.

Figure 2 shows a stripped-down example of a safety model re-
garding telemetry and take-off operations. If we suppose that a
safety policy requires telemetry to always be checked prior to take-
off, it is clear that the model in Figure 2 violates such a policy. On
the other hand, the model in Figure 3 satisfies it.

38

4 MODEL EXTRACTION AND
INTER-PROCEDURAL ASPECTS
Pattern Traversal Flow Analysis (PTFA) [3, 8] extracts privilege
satisfaction models from the source code of an application. Newly
designed Buzz security and safety primitives that perform privilege
verification checks will be identified as PTFA syntactic patterns.
We propose to produce an inter-procedural Control Flow Graph
(CFG) through the Buzz parser. Then, PTFA can be used to transform
it into an automaton M suitable for model checking as follows:

= (Qm. Lm, Tv. go. VM. Gum. Ay) (1

where Qy is a finite set of states; Ly is a finite set of labels applied
on the states; Ty © Qar X Qay is a set of transitions; gg is the initial
state; Vi is a set of variables used as “guards” and “assignments”;
Gy is a set of “guards” that are logical propositions over Vy and
are associated with transitions; and Ay is a set of assignments.
that modify the value of variables and are also iated with
transitions.

In the privilege satisfaction model, states associated to a node
w in the CFG represent the existence of a path from the begin-
ning of the CFG to node w, in which a privilege priv has been
granted. Safety and liveness properties of privileges can be veri-
fied by traversing the model. Policies can be expressed in Linear
Temporal Logic (LTL) queries and verified against the model.

In the perspective of inter-procedural analysis, PTFA performs
a privilege satisfaction sensitive analysis. Unlike context-sensitive
analyses, that distinguish every calling context, PTFA only distin-
guishes calling contexts with different privilege satisfaction Boolean
values. The possible privilege satisfaction contexts are thus intra-
procedurally limited to true and false, depending on whether the
privilege was previously granted or revoked. Since a procedure can
only be called from a true or false privilege satisfaction context,
this limits to four the number of distinguishable contexts in which
a model state can be for a single privilege. This constitutes a finite
upper bound to the PTFA model size.

Guards and assignments in the model merge inter-procedural
contexts, while preserving privilege satisfaction precision. We can
often reduce the number of contexts by merging some of these
results through a conservative approximation in the outcome of

the analysis. By merging h and y ing an
equivalent pﬂvdege salufamon value, PTFA mduces lhe number
of inter-p to be idered dunng Amlyds Nev-
crﬂnlmnpnscrvulhcfull ision of pri

with no app while red ",lh:numbero(

RoSE’18, May 28-June 28 2018, Gothenburg, Sweden

caller/callee contexts to be processed. PTFA runs in linear time and
memory with respect to the number of intra and inter-procedural
edges in the CFG [8].

5 MODEL CHECKING OF SAFETY AND

SECURITY PROPERTIES
ft model checking (2] is the algorith ’ofpro-
grams to prove properties of their 1 Whnlr ori >

G. Beltrame et al,

language level, enriching the domain-specific Buzz language with
safety keywords and libraries. Thus, we enable the couplcd expl«u
tion of PTFA and model checking for the of
policy compliance within a robot’s controller.

We believe that the proposed h can Buzz—
that is explicitly mttnded for swnrm mbcmcs and currently in its
urly drpkyymcnl stages—into the ideal platform for the software
g of security in multi-robot systems.

from the logic and theorem proving fields, it has now evolved as a
hybrid technique, simultaneously making use of analysis classified
as lheot\-m pmvmg. model checking, or d.u flow analysis [7].

11- itation of model checking techniques is the
combma!oml ‘state space explosion problem” forcmg the model
checker to explore a combinatorial number of states in the system
under study. Several papers proposed exploration strategies, heuris-
tics and specialized data structures to circumvent this problem and
analyze increasingly large systems.

As previously mentioned, PTFA models are finite and upper
bounded to four times lhc number oI‘ dnsnncl pnv:lcges times lhe

BRI

Table 1: Buzz swarming functions and safety keywords

Examples of implemented domain-specific constructs and functions

stigmergy. {create(), put, get()} swarm-shared
data-structure

swarm. {create(), join(), ..} swarm manage-
ment primitives

neighbors. {broadcast(), filter(), ..} local robot-to-
robot com.

Examples of envisioned security-specific keywords and functions

7/12/2022



MAXQDA 2022 7/12/2022

Engineering safety in swarm robotics: 3 - 4 (0)

243



MAXQDA 2022

dn g AAte e AR 84N TAe, ALy AemAE S e AARIER S At

leads to over ic designs or over-provisioning of system

2.1 Functional Analysis and Verification under

while soft deadli; provide the safety
needed by many autonomous systems.

To address these challenges, we advocate to develop systems
with a cross-layer weakly-hard paradigm, where deadline misses
are allowed in a bounded manner [6]. This is motivated by the
fact that many system components can tolerate a certain degree of
timing and deadline viol and still satisfy their
functional and functional ies such as safety, stabil-
ltylndpﬂfomw\«ulm;udmcmw-ommboundrdmd
properly managed. Fig. 1 highlights the concept of our cross-layer
mkly-hndlynmddelhcfumhm.lhyﬂ' verification and

ies, such as safety and
mhﬂly.mmndxmdmlhcomkknnonofpolamnldndhm
misses. At the software layer, system functionalities are synthe-
sized into the form of software tasks and their communication
mhnmvhiklhemnklyhrdﬂu‘mbehm(egﬂm

Weakly-Hard C .

At the functional layer, the key issue for leveraging weakly-hard
paradigm is to evaluate precisely to what degree the systems can
tolerate deadline misses, e.g., as described by the (m, K) model. We
will model and analyze various functional properties, such as safety,
stability, and performance under such weakly-hard constraints.
Safety. One of the most important functional properties is safety. In
our weakly-hard framework, we consider whether the system with
(m, K) constraints will ever enter a pre-specified unsafe state set.

In literature, the work in [23] models a weakly-hard system with
linear dynamic as a hybrid automaton, whose reachability is then
verified by SpaceEx [24]. In [17], the behavior of a linear weakly-
hard system is transformed into a program, and whether its unsafe
specification can be met is checked by program verification tech-
niques such as abstract inlttptemhu and SMT solvers. The work

miss pattern) is analyzed and eval d against the in [61] considers di systems described as labelled transi-
-nhefun:uomlhyﬁmnroshmndndmdgmlhmsmd tion systems, and explores logical relationships among weakly-hard
runtime mechanisms are provided correct with various m and K values. The approach improves

weakly-hard tasks in the presence of deadline misses,
Previous works in weakly-hard systems focus on cither schedu-
lability analysis at the software layer or control stability analysis
at the functional layer. We believe that, however, it is important to
take a cross-layer approach and address functional properties, soft-
ware implementation, and OS support in a holistic fnmrku
the weakly-hard ints set for ing timing i
have to ensure that 1) functional properties can indeed be satisfied

the verification efficiency by only checking the satisfaction bound-
ary, ndmlhnnl!!wbokmﬁgmﬁwn!puco((m.lﬂ

Our fi dds the safety of nonl weakly-hard
systems for the first time in literature. In [32), our approach derives
a safe initial set for any given (m, K) constraint, that is, starting
from any initial state within such set, the system will always stay
within the same safe state set under the given weakly-hard con-
straint. Specifically, we first convert the infinite-time safety problem

into a finite one by finding a set satisfying both local safety and
inductiveness. Local safety ensures that the system stays in the safe
region within K steps, and inductiveness guarantees that the system
‘nilguhdnothtmmllmuﬂukmﬂmdrmlhlumﬁn
both local safety and indu i} dto
be a safe initial set, Tumlk!rﬂimﬂlin‘lllth!ldw‘w
make two assumptions - exponential stability of the system with-

example, transient communication faults can occur due to radio
interference, mobile units changing the network topology, nodes
locally deciding to shut off their radios to conserve energy or per-
form other tasks, or malicious network attacks such as jamming
and flooding. Furth wireless protocols typi-
cally need to manage a tradeoff between the real-time performance
and the resource usage of communication. Taken together, it be-

out deadline misses and Lipschitz of system d -
1o help bound the system behavior under different situations. Then
we can abstract the problem as a one-dimensional problem and use
linear programming (LP) to obtain a certified safe initial set.

We observe that in practice, the assumptions in [32] are some-
times hard to satisfy and the parameters of exponential stability are
difficult to obtain. Moreover, while the scalar abstraction provides
high efficiency, experiments indicate that the estimation is often
overly conservative. Thus, we further relax the aforementioned
assumptions by leveraging state space discretization and graph the-
ory in [29). Sepcifically, we first discretize the safe state set X into
grids, and then try to find the grid set that satisfies both local safety
and inductiveness. For each property, we build a directed graph,
where each node corresponds to a grid and each directed edge
represents the mapping between grids with respect to reachability.
We are then able to leverage dynamic programming and inverse
search algorithms to construct the initial safe set. This approach is
implemented in an open-source tool called SAW'.

Control stability and performance. From the perspective of system
resilience, we can measure a system'’s ability to tolerate disturbances
in terms of weakly-hard constraints, e.g., under what kind of (m, K)

the syst can remain stable and how much
their performance is affected. For instance, in literature, the work
in [25] provides an analytical bou.nd for lhe dudllne miss nllo

lear that the hard real-time analysis of a wireless networked
system would be infeasible. In [33], we motivate the weakly-hard
digm to model disturb and in wireless net-
worked systems as a promising tool to obtain the deterministic
guarantees required to prove safety and liveness properties. Our
ﬁmmanp\umhmmdyﬁ:mm&dtund !ilnclpplinlinas
such as ng and ind 1 control applica-
tions running on wircless networked systems [59]. Each inter-task
message that needs to be sent over wireless medium is treated as
a task in its own right; each message is transmitted by one-to-all
Glossy floods as part of a statically-scheduled low-power wircless
bus round [21, 22]. The parameters of the underlying Glossy flood
for a given message determine the weakly-hard behavior, the dura-
tion, and the power consumption of a given message transmission
task. We provide a scheduler that determines not only task release
times, but also the required Glossy flood parameters, in order to
meet the real-time constraints.

2.2 Softy Synthesis and Codesign with
WenldyHaniComtninu

At the software layer in our framework, the key issue is to an-
nlyzelhewakly -hard behavior of software implementations for
ities (e.g., deadline miss patterns in their execu-

that can ensure the stability of a d
The work in [48] presents a more general framework to analyze
the control performance with respect to a specific sequence of
deadline miss pattern. The work in [57] studies the worst-case
control performance of an LOR controller under deadline misses.

In our framework, we consider linear time-invariant (LTI) sys-
tems d in Logical Time (LET) [28).
In [45], we quantify control performance as the capability of a
controller to bring the system back to the equilibrium state after
a disturbance. Assuming that a zero control input is applied if the
control task misses its deadline, we model the closed-loop system
as a switched system depending on the deadline hit/miss pattern.
The stability of the switched system is checked by finding whether
the eigenvalues of the transition matrix of a hyper-period lie in-

system
tion) based on schedulability analysis that will be introduced later
in Section 2.3, nndlhmevzlumwhellmnuhwnﬂyhﬂdhe—
havior can meet the using
dnltchnlwuinundwednbovem&dmzl Foﬂnmnet for
a control function, we will analyze the deadline miss pattern of
its software implementation, i.c., what (m, K) constraints it can
satisfy, considering execution resources and other software tasks in
schedulability analysis. We will then evaluate whether such (m, K)
constraints can ensure the safety, stability, and performance require-
ments of this control function. Moreover, based on such cross-layer
analysis, we will explore the various software implementation op-
tions (ie., ptrformloﬁtmsynlhﬂh)in a codesign process, with
holistic of fi (e.g., safety, stability,

ndclhtnmlmdtln[“) l'enxlhcl’ypltll analysis

e security, fault lnlermcr) -nd platform properties (e.g.,

arhadlebhiioe ansraw anseunmniian)
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Standards\Security\ISO/IEC
9126

Standards\Security\ISO/SAE
21434

Standards\Security\ISO/IEC1804
5

Know the unknowns addressing disturbances and uncertainties in: 2 - 7 (0)

4 NUEE gap DCIWCEN Sarcty ana CyDer-SCcurty pracrces

« Building a common safety and cyber-security assur-

Authorized licensed use limited to: KIZ Abt Literaturverwaltung. Downloaded on May 18,2021 at 09:14:44 UTC from IEEE Xplore. Restrictions apply.

ance approach that will cater for a joint safety and
cyber-security assurance case in complex adaptive
systems. We sce as an opportunity to investigate a pos-
sibility to use and extend on a pattern-based approach,
similar to [41]. In this way, we will be able to establish
and in a consistent way reuse existing safety and cyber-
security assurance cases, enable knowledge preservation
and traccability leading to guaranteeing that the system
is sufficiently safe. We aim at evaluating different ways
of expressing assurance cases, including Goal Structuring
Notation (GSN) [42], as it is a structured notation, which
provides graphically diffe iated basic safety

element types, such as goals, evidence, strategy, etc., as
well as description of all connection types between these
elements.

« Development of real-time system scheduling tech-
niques for real-time cloud lications. Real-time ap-
plications must be scheduled according to the safety-
critical requirements in virtualized environments,

« End-to-end analysis of real-time cloud applications.
The fundamental properties of real-time applications have
1o be guaranteed at the level where the data is generated,
and where the results of the computation is needed. For
example, for a control application the time between the
sensing and the actuation must be limited. Including such
an aspect in classical real-time analysis techniques, is not
trivial and ires several ions to for pos-
sible uncertainties introduced by the network connection,
as well as ¢ ication delays and limitati

« Applicati . Completely offloading applica-

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 -5 (0)

SO/MEC 9126

Approaching runtime trust assurance in open adaptive systems: 4 - 4 (0)

Security standards (e.g. I1SO 21434 [14])

Digital Twins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)

the recommendation currently included in the draft ISO/SAE
21434. Each factor can be assigned with a level between 0

TARA Controllability-aware Threat Analysis and Risk Assessment: 2 - 2 (0)

ISO/MEC18045

TARA Controllability-aware Threat Analysis and Risk Assessment: 2 - 2 (0)
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Standards\Safety\IEC 61508

1EC 61508
Approaching runtime trust assurance in open adaptive systems: 2 - 2 (0)

Standards\Safety\ISO
a ing risk management standard ISO 31000:2009 [13] in run-time
31000:2009 safety management in the SWE based on the MAPE-K (Moni-

Ontology developmeht for run-time safety management methodology: 2 - 2 (0)

Standards\Safety\ISO 26262

150 26262
A Functional Co-Design towards Safe and Secure Vehicle Platooni: 5 -5 (0)

15U 6262
Approaching runtime trust assurance in open adaptive systems: 2 - 2 (0)

rely on failure probabilities and system models. The standards, (e.g. [SO26262
[13]) define domain specific processes and methods for development of safety-
critical embedded systems. They minimise systematic failures at development

Digital Twins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)

e 150 26262
Potential cyberattacks on automated vehicles: 3 - 3 (0)

h 15026262

SARA Security Automotive Risk Analysis Method: 2 - 2 (0)

implemented ISO 26262 standard |3] for functional safety of
on-l?qgrd _elecuical ) and electrpnic; systems, are also

TARA.Controllab.ility—aware Threat Analysis and Risk Assessment: 1 -1 (0)

Standards\Agnostic\SAE J3016
l"»OGl (,'_\A'bersec_urity ‘Guidebo‘uk LIQ

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 4 - 4 (0)
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Challenges\Addressed\Verificati
on

Challenges\Addressed\Verificati
on\Addressed by

Challenges\Addressed\Adaptati
on

Challenges\Addressed\Adaptati
on\Addressed by

SAEJ3016

Potential cyberattacks on automated vehicles: 3 - 3 (0)

SAEJ3061

SARA Security Automotive Risk Analysis Method: 2 - 2 (0)

assistance systems (ADAS). As the automation level of such
systems (dcfmcd _b)! SAE_ J30l§ [I]) adyanccs o 'cqgal or

TARA Controllability-aware Threat Analysis and Risk Assessment: 1 -1 (0)

Some of the most promising application scenarios for swarm
robotics are highly critical (e.g. to establish a communication infras-
tructure for first responders in the event of a natural disaster). The
verification of conformity to policies is essential for such critical
systems. Automating these verification steps has the potential to
greatly accelerate the devel of new applicati

Engineering safety in swarm robotics: 2 - 2

ion

In this paper, we argue that, in addition to the ability to share,
reuse, and compose software for swarms, Buzz must also offer
primitives and constructs to encode and automatically analyze the
safety of a given robot- or swarm-behavior.

Engineering safety in swarm robotics: 2 - 2

One of the main concerns is assuring satety and cyber-security
in the control system while adaptation takes the place. Let us

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

machines. This paper proposes a Ir K for developing
safe and secure adaptive collaborative systems, with run-time
guarantees. To enable this, our focus is on requirement engi-
neering and safety assurance techniques to capture the specific
safety and security properties for the collaborative system, and
to provide an assurance case guaranteeing that the system is
sufficiently safe. Moreover, the paper proposes an architecture

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

(0)
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Challenges\Addressed\Attack

Challenges\Addressed\Attack\A
ddressed by

In our approach the mamn goal 1s to develop run-time
behavioral models for collaborative adaptive distributed sys-
tems, analysis techniques for continuous safety and cyber-
security assurances, with real-time guarantees for the assump-
tions made in the model. To enable this, we need to design
behavioral models, and techniques to analyze and check the
safety and cyber-security requirements at both at design-, and
run-time. The analysis of such models will be executed in

Towards a Framework for Safe and Secure Adaptive Collaborative: 1 - 1 (0)

ing technologies. Violation of cybersecurity often results in
serious safety issues as been demonstrated in recent stud-

A Functional Co—Désign towards Safe and Secure Vehicle Platooni: 1 -1 (0)

established. As argued n [4], secunty issues do not create new
safety hazards (ie. new unsafe states) but do alter the
likelthoods of the existing hazards, and can make the hazards
that were previously deemed incredible, plausible. Therefore,

TARA Controllability-aware Threat Analysis and Risk Assessment: 1 -1 (0)

concept towards designing a controllability-aware security
analysis framework of AD systems, taking into account both
the level of automation per SAE and the type of fault-tolerant
system design. To this end, a novel controllability factor

TARA Controllability-aware Threat Analysis and Risk Assessment: 5 -5 (0)

the interrelation of salety and security. "o our best knowl-
edge, we are the first to apply the safety-security co-design
concept to a concrete application. Through this engineering
process, we propose a general approach for designing a safe
and secure platooning. Following the general approach, we

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 1 -1 (0)

model. We argue the importance of safety-security co-design
for safety critical cyber physical systems and make the first
effort toward a safety-security co-design engineering process
which allows functional security requirements to be derived
for a safe automated vehicle platoon system. Based on the

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 9 -9 (0)
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Challenges\Addressed\Detectin
g Defects

that were previously deemed incredible, plausible. Therefore,
there is clearly a need to jointly address functional safety and
security considerations during automotive systems’ design.
This need has been already recognized by the recent update of
the 1SO2626 [3] and constitutes the purpose of the ongoing
SAE/ISO joint effort [5].

TARA Controllability-aw'are Threat Anélysis and Risk Assessment: 1 -1 (0)

We address these challenges by: a) developing an application-
based approach as opposed to a component-based one, and b)
integrating a controllability factor in the risk assessment
framework in order to quantify the system’s resilience' at the
time of the analysis where “system” consists of both the driver
(driver remains in the loop up until automation Level 4) and
the AD system. Inspired by recent efforts and discussions on

TARA Controllability-aware Threat AnaAIysis and Risk Assessment: 1 -1 (0)

lined challenges. However, while close monitoring and anomaly de-
tection has indeed the potential to discover targeted attacks using
previously unknown tools, even novel attack vectors, they require
significant human resources to interpret their results, deal with high
false positive rates and eventually apply appropriate counter mea-
sures [11]. This binds critical resources within an organization, and

Countering targeted cyber-physical attacks using anomaly detect: 1 -1 (0)

There has been a limited set of work that has explored the
impact of attacks on platoon controllers and V2V communi-
cations [4]. In this work, we explore what happens when one
of the cars in the platoon does not behave according to the
control law. Such a vehicle could be malicious, greedy, or

Is your commute driving you crazy a study of misbehavior in veh: 2 - 2 (0)

In this work we demonstrate how anomaly detection met-
hods allow to opportunely detect critical threats, and, based
on a series of defined security metrics, it permits to instantiate
the self-adaption process, hence containing the detected attack,
and mitigating its impact on the CPPS.

Protecting cyber physical production systems using anomaly dete: 2 - 2 (0)

context of Industry 4.0. Security is a major concern for such
systems as they become more intelligent, interconnected, and
coupled with physical devices.

To address the most critical security challenges, we outlined
in this paper how CPPS can benefit from the adoption of
anomaly detection techniques to facilitate self-protection. We

Protecting cyber physical production systems using anomaly dete: 8 - 8 (0)

7/12/2022
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Challenges\Addressed\Detectin
g Defects\Addressed by

“enterprise-/T-alike” industrial CPS. However, this conclusion might
turn out to be fatal for safety-critical environments. Here, systems
have to fulfill hard safety constraints and need to undergo rigorous
safety certification processes. Each modification, being a reconfig-
uration, update or extension invakidates the certification of a single
device and—even worse—consequently might have negative impact
on the safety properties of the whole CPS infrastructure.

A re-certification with every update to validate the vital safety
properties would be required, but it is neither orga

lined chaBienges. However, while Close monitonng and anomaly de-
tection has indeed the potential 1o descover targeted attacks using
previously unknown tools, even novel attack vectors, they require
significant human resources to interpret their results, deal with high
false positive rates and eventually apply appropriate counter mea-
sures [11]. This binds critical resources within an organization, and
many companies are reluctant to invest those resources in activities
(e.g., tuning anomaly detection tools in order to reduce their false

doable nor economically Ina X
and more specifically in contexts where safety and availability have
the highest priority, suspending running systems 1o install updates,
hot-fixes, or patches, as soon as they are availabie, is risky and not
cost effective. The downtime provoked by system reboots occurring
during the update process, along with the need for a re-verification
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positive rate) with unpredictable outcome and debatable economic
feasibility. Human resources are costly and valuable and need to be
invested for monitoring and response activities as targeted as possi-
ble.

NA
shy changes
through sctustors
puwagr s o v

Countering targeted cyber-physical attacks using anomaly detect: 1 - 2 (0)

Therefore our contributions in this paper are: (i) the introduction
of a novel approach to flexibly control the degree of how detailed
and fine-grained monitoring is applied in safety-critical infrastruc-
tures to timely detect deviations from the desired operational sta-
tus; (i) the analysis of how the application of anomaly detection
(AD) techniques can be steered by the means of security metrics,
which are derived from an organization’s individual risk and threat
situation; (iii) a proof of concept of the proposed approach and a
preliminary evaluation.

Countering targeted cyber-physical attacks using anomaly detect: 2 - 2 (0)
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Challenges\Addressed\Survivabi
lity and Resilience

We propose a set of insider attacks that can cause un-
expected behavior in platoons and may cause fatal ac-
cidents.

We develop a platoon detection method based on up
stream DSRC communications to detect misbehavior.

We design a two state operating mode for semi-autonomous
cars to safely transition to a non-cooperative cruise
control when attacks are being mounted.

We simulate the above attacks, detection, and mitiga-
tion schemes to provide a proof-of-concept.

Is your commute driving you crazy a study of misbehavior in veh: 2 -2 (0)

In this work we demonstrate how anomaly detection met-
hods allow to opportunely detect critical threats, and, based
on a series of defined security metrics, it permits to instantiate
the self-adaption process, hence containing the detected attack,
and mitigating its impact on the CPPS.

Protecting cyber physical production systems using anomaly dete: 2 - 2 (0)

inated but critical services will be retained. Making a system survivable rather
than highly reliable or highly available has many advantages, including overall
system simplification and reduced demands on assurance technology. In this pa-
per, we explore the motivation for survivability, how it might be used, what the
concept means in a precise and testable sense, and how it is being implemented

Achieving critical system survivability through software archit: 1 -1 (0)

‘To address the ditficulty of guaranteeing system availability,
while preventing code injection and code reuse attacks, we
have developed a security architecture that includes an AES
256 ISR implementation for protecting against code injection
attacks [14], combined with a fine grained ASR implemen-
tation for protecting against the relative, and direct control
flow redirection necessary for code reuse attacks [30]. Our
security architecture consists of three stages including attack
protection (randomize, derandomize), detection, and recovery.
The main CPS challenge addressed in this paper is protect-
ing system integrity during cyber-attacks, while maintaining
system availability with safe and reliable operation. Our paper

Integrated moving target defense and control reconfiguration fo: 2 - 2 (0)
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Challenges\Addressed\Survivabi
lity and Resilience\Addressed by

increasing the production and use of these vehicl qui Therefore, this work advances the state of the art by defining
an archi that dy ically ges the network and
';ZH\ -\m‘lly :-" ﬁln;"“d in Pﬂs by ":_CPWWLS ':00 de A(gtﬂdvmnrx can be resilient under attacks during a mission execution. It
de Pessoal de Nivel Superior - Brasil (CAPES) - Finance Code 001 o antt & : : - .
st alao ackrioedgs O by UTFPR. alsovlin\esugales the incorporation of security and s:nifety as
a unified concept for the UAV development. The architecture
proposed in this work will be located within the sphere, a

978-1-7281-8086-1/20/$31.00 ©2020 IEEE safety and security platform for UAVs.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 1 -1 (0)

manned aircraft in unsegregated airspace and aerodromes. To
fully integrate UAV into today’s airspace, it is necessary to
work on autonomous monitoring and management technolo-
gies that are resistant to attacks, so that they provide the
necessary security for the aircraft and the environment. In this

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 1 -1 (0)

Hence, in order to fully integrate UAS into the current airspace,
we need an attack-resilient UAS platform to assure the safety of
modern UAS and the environment. In this paper, we propose Virtu-
alDrone, a software framework to tackle security challenges and
achieve assured autonomy in modern UAS platforms. The frame-
work aims to achieve cyber attack-resilient control of UAS even in
the event of a security violation. For this, it provides two separate

VirtualDrone virtual sensing actuation and communication for at: 1 - 1 (0)

In this paper, we examine the characteristics and dependability requirements of
critical infrastructure and embedded systems. With these requirements in mind, we
present the detailed definition of survivability and show how the definition can be
applied. We then give examples of survivable systems and discuss the implementation
of survivability using survivability architectures for both types of system.

Achieving critical system survivability through software archit: 2 - 2 (0)

‘To address the ditficulty of guaranteeing system availability,
while preventing code injection and code reuse attacks, we
have developed a security architecture that includes an AES
256 ISR implementation for protecting against code injection
attacks [14], combined with a fine grained ASR implemen-
tation for protecting against the relative, and direct control
flow redirection necessary for code reuse attacks [30]. Our
security architecture consists of three stages including attack
protection (randomize, derandomize), detection, and recovery.
The main CPS challenge addressed in this paper is protect-
ing system integrity during cyber-attacks, while maintaining
system availability with safe and reliable operation. Our paper

7/12/2022
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and Environment

Integrated moving target defense and control reconfiguration fo: 2 -2 (0)

increasing the production and use of these vehicl qui Therefore, this work advances the state of the art by defining
an archi that d ically ges the rk and
‘k';:‘“:‘:ﬂy ;I?:n;“d in Pﬂ:l‘ byll':fmb de Ag“f:imﬂf;: can be resilient under attacks during a mission execution. It
= L SPAIOE - A, ¢ i e : also investigates the incorporation of security and safety as
anchors sk ackacwicdge tho seppont gmasted by UTPFR. a unified concept for the UAV development. The architecture
proposed in this work will be located within the sphere, a

978-1-7281-8086-1/20/$31.00 ©2020 IEEE safety and security platform for UAVs.

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 1 -1 (0)

through the detinition and development ol a resilient architecture
for UAV that dy ically the k, even when

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 1 -1 (0)

modern UAS and the environment. In this paper, we propose Virtu-
alDrone, a software framework to tackle security challenges and
achieve assured autonomy in modern UAS platforms. The frame-
work aims to achieve cyber attack-resilient control of UAS even in
the event of a security violation. For this, it provides two separate
control environments - the normal control environment that allows
the user to fully control the UAS with advanced functionalities,
and the secure control environment that provides only a minimal
set of capabilities for a safe control in order to minimize the attack
surface. In normal circumstances, a UAS operates in the normal

VirtualDrone virtual sensing actuation and communication for at: 1 - 1 (0)

e We introduce a novel framework, VirtualDrone, a software ar-
chitecture that enables a cyber attack-resilient UAS platform
by safeguarding critical system resources using a virtualization
technique on a multicore processor.

We implemented the framework on a prototype quadcopter using
an off-the-shelf embedded computing board that runs a quad-
core processor with hardware-assisted virtualization. Our im-
plementation aims to use existing open-source software stacks
without any modifications to the host and guest operating sys-
tems as well as the virtual machine monitor.

VirtualDrone virtual sensing actuation and communication for at: 2 - 2 (0)

In this work, we develop a simplihied approach to address the
dynamic nature of cyber security risk in CAV systems, which
focuses on identifying the most critical attacks that require
monitoring and controlling as the environment changes.
Contextual security information is communicated between the
CAV and infrastructure to reflect the security situations during
mobility. Our approach also gives flexibility for security
ment and adjustable mitigations as needed.

J

A simplified approach for dynamic security risk managementinc: 2 -2 (0)

7/12/2022
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Strong reliance of proposed solutions on communication and data man-
agement, as well as on a variety of complex and heterogeneous archi-
tectures and components exposes a range of vulnerabilities. The weak-
nesses are strongly correlated to dependablhty, which ls crucial factor

Dlgltal Twins for Dependability Improvement of Autonomous Drivi: 2 - 2 (0)

7/12/2022

For connected vehicles in a vehicular network, there are also
major concerns on malicious attacks, such as network jamming and
flooding that may result in significant packet delays and losses [23],

ge replay, q de attack, and insider attack from com-
promised vehicles or road side units [24]. As vehicles are working

Network and system level security in connected vehicle applicat: 1 - 1 (0)

knowledge, there is a lack of a generic methodology for run-time
safety management that can be used in various application areas
and industries. Secondly, considering SWEs, the new challenges

Ontology development for run-time safety management methodology: 3 - 3 (0)
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PETIT AND SHLADOVER: POTENTIAL CYBERATTACKS ON AUTOMATED VEHICLES M7

completely ignore driver input, including disabling the brakes,
selectively braking individual wheels on demand, and stopping
the engine. However, their attack provides a limited degree of
automation as it does not control steering or acceleration.
Checkoway et al. [ 14] analyzed the external attack surface of
a modern automobile. They discovered that remote exploitation
is feasible via a broad range of attack surfaces (including
sub — network comfort infotainment safety  chassis mechanics tools, CD players, Bluetooth, and cellular radio),
(LIN) (CAN) (M0sT) (CAN) (FlexRay)  and furthermore, that wircless communications channels allow
long distance vehicle control, location tracking, in-cabin audio

Fig. 1. Schematic of a typical in-vehicle network architecture of a modem

automobile [12). exfiltration and theft.
We differentiate from lht nl’oremennoned works by inves-
ives. Co hensi ion of vehicle i tigating the | ial cyb on d vehicle sys-
systems will require the P-""“"P“""‘ of a wide range of tems. Therefore, the attacks on the in-vehicle network are still
hers who can anticipate the widest possible range of  present, but consequences of successful attacks might be more

threats; thus, we do not claim to have identified them all in this  critical.
initial treatment of the subject.

Potential cyberattacks on automated vehicles: 1 -2 (0)
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Challenges\Addressed\System
and Environment\Addressed by

The separate threads of automated vehicles and cooperative
ITS have not yet been thoroughly woven together, but this
will be a necessary step in the near future because the coop-
erative exchange of data will provide vital inputs to improve
the performance and safety of the automation systems. This

Potential cyberattacks on automated vehicles: 1 - 1 (0)

Indeed, as vehicles support new technologies, threats targeting
the ADS increase. At Black Hat 2015, Miller and Valasek [3] demon-
strated the hack of a Jeep Cherokee Electronic Control Units (ECU)
by exploiting a remote vulnerability on the Uconnect head unit.
Then, they remotely activated the braking function. That is, this
type of security attacks could have resulted in a safety violation by
putting at risk human lives.

Facing such emergency, security and safety experts proposed
security risk assessment methods without converging to a satisfy-
ing solution. A survey [4] of two standardized methods, namely
EVITA [5] and TVRA [6], demonstrated some risk computation
improvements and converged to a new method taking the advan-
tages from both methods. Despite such effort and recent standards
revisions (2016-2017) [1, 7], lards fail to propose a joint method
ology.

During standards revisions, new threats emerged (8] question-
ing current methods applicability. It includes Malicious observers

SARA Security Automotive Risk Analysis Method: 1 -1 (0)

model. These prior works only discuss a limited
number of attacks, and none of them consider
actual vehicle longitudinal control in CACC. As
a result, these studies ignore other impacts that
a security attack might have on a platoon such as
string instability. Moreover, none of these stud-
ies have carried out any quantitative analysis of
the impact of the attacks. Our main contribu-

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

In this work, we develop a sismplitied approach to address the
dynamic nature of cyber security risk in CAV systems, which
focuses on identifying the most critical attacks that require
monitoring and controlling as the environment changes.
Contextual security information is communicated between the
CAV and infrastructure to reflect the security situations during
mobility. Our approach also gives flexibility for security
assessment and adjustable mitigations as needed.

A simplified approach for dynamic security risk managementinc: 2 -2 (0)

7/12/2022
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Our main contributions are:

e We propose a simplified approach to identify the most
critical threats faced by CAVs' through monitoring the
security context of both the CAVs and the environments
they operate in. The contexts are analysed with the help of
a knowledge-based system that extracts the most critical
threats on which to focus.

e We propose a method to manage the dynamic risks, which
include a lightweight strategy to reduce the need for risk
reassessment. We also specify the need for reconsidering
the mitigations when there are new risks or new road
conditions that affect the CAV functionalities.

e We present a case study to compare dynamic and static
risk assessment approaches.

A simplified approach for dynamic security risk managementinc: 2 -2 (0)

isting revenue streams. This paper considers 1014CPSs core use case: AD. It
demonstrates main concepts of resilient loT solutions integrated with CPSs, in-
cluding Digital Twin technology that is directly associated with cybersecurity
and privacy capabilities of automotive ecosystem. It also describes the methods
to improve stakeholder confidence in technical capabilities and to improve rele-
vant processes (promoting SPI value B [21]) in terms of cybersecurity and safety.
The proposed validation methods are designed as mathematical and data science
models of a digital ecosystem. They use security metrics and threat models to
predict risks, prioritise responses and aid cybersecurity awareness.

Digital Twins for Dependability Improvement of Autonomous Drivi: 4 - 4 (0)

In this paper, we will discuss security issues related to SCMS
and p two deft mechanisms that are work-in-progress

Network and system level security in connected vehicle applicat: 2 - 2 (0)

In this paper, we addressed some of the security issues in connected
vehicle applications, with consideration of attacks on communica-
tion channels and insider attacks. We presented and discussed three
defense mechanisms targeting safety, authenticity, and security.

Network and system level security in connected vehicle applicat: 7 - 7 (0)

in a meaningful way. We introduce RAMIRES (Risk-Adaptive
Management in Resilient Environments with Security) as a safety
management dashboard that impl s the proposed MAPE-K
methodology and provides an interface to communicate relevant
information for assisting the safety management team in treating
Risks.

Ontology development for run-time safety management methodology: 2 - 2 (0)
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This paper has identitied some of the cybersecurity threats
to automated vehicles, with estimates of the severity of these
threats and potential strategies for mitigating or overcoming
these threats. This is an initial exploratory study to identify the

Potential cyberattacks on automated vehicles: 9 -9 (0)

To address these new threats, we review existing methods and
highlight their gaps in the case of a driver-less vehicle. Then, we

SARA Security Automotive Risk Analysis Method: 2 - 2 (0)

a new framework named SARA that comprises an improved
threat model, a new attack method/asset map, the involve-
ment of the attacker in the attack tree, and a new metric for
driver-less vehicles named Observation

SARA Security Automotive Risk Analysis Method: 2 - 2 (0)

Analysis of Security Risks in an Autono-
mous Vehicle Stream: We perform a study of

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

Quantitative Analysis of Security Attacks:

Security vulnerabilities of connected vehicle streams and their: 2 - 2 (0)

automated driverless vehicles. We analyze ditfer-
ent security attacks on a vehicle stream and dis-
cuss the possible security design decisions that
will need to be taken to ensure the safety of the
system. The impact of a security attack, such as

Security vulnerabilities of connected vehicle streams and their: 6 - 6 (0)

Challenges\Addressed\Other

the system’s behaviors. However, only using hard deadlines often

leads to over-pessimistic designs or over-provisioning of system

resources, while soft deadlines cannot provide the safety guarantees
ded by many aut yus systems.

Timing uncertainty
Know the unknowns addressing disturbances and uncertainties in: 2 - 2 (0)

Network properties. Many safety-critical wireless networked sys-
tems such as those in the industrial wireless, connected vehicles,
and infrastructure itoring domains are subject to difficult-to-

model external disturbances and internal uncertainties [33, 66). For
Network properties
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Challenges\Addressed\Other\Ad
dressed by

Challenges\Open\System

Know the unknowns addressing disturbances and uncertainties in

To address these challenges, we advocate to develop systems
with a cross-layer weakly-hard paradigm, where deadline misses
are allowed in a bounded manner [6]. This is motivated by the

Know the unknowns addressing disturbances and uncertainties in

In our framework, we consider linear time-invariant (LTI) sys-
tems implemented in Logical Execution Time (LET) paradigm [28].
In [45], we quantify control performance as the capability of a
controller to bring the system back to the equilibrium state after
a disturbance. Assuming that a zero control input is applied if the

Know the unknowns addressing disturbances and uncertainties in

bus round |21, 22]. The parameters of the underlying Glossy tlood
for a given message determine the weakly-hard behavior, the dura-
tion, and the power ption of a given ge t issi
task. We provide a scheduler that determines not only task release
times, but also the required Glossy flood parameters, in order to
meet the real-time constraints.

Know the unknowns addressing disturbances and uncertainties in

“The complete state of the swarm is not available to individual
robots which, hence, must rely on local information.

Engineering safety in swarm robotics: 1 -1 (0)

Due to the robots’” mobility, the communication network
topology is dynamic and often partitioned in disconnected
clusters; communication can also be prone to message loss.

Engineering safety in swarm robotics: 1 -1 (0)

their software architectures. Three, in particular, are the challenges
highlighted in [6]: (i) complex and dynamic inter-communication
among mobile robots; (ii) the special use of the concept of identity
(or lack thereof); and, above all, (iii) the unpredictability of e
group behaviors.

Engineering safety in swarm robotics: 2 - 2 (0)

&

environments. In such complex systems, assuring satety and
cyber-security in a continuous and adaptive manner is a major
challenge, not the least due to the increasing number of attack
surfaces resulting from the increased connectivity.

Towards a Framework for Safe and Secure Adaptive Collaborative

:3-3 (0)

:2-2 (0)

:3-3 (0)

:3-3 (0)

:4-4 (0)

7/12/2022
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Challenges\Open\Environment

Challenges\Open\Safety and
Security

The computational units are robots—machines that must
interact with the real-world and deal with changing working
conditions, noise, failures, and partially observable states.

Engineeringsafety in swarm robotics: 1 - 1 (0)

needs. Moreover, safety management incorporates various steps
based on the standards and directives (i.e., OSHA) that should be
clarified and adopted in the introduced methodology, specifically
considering the SWE requirements. Finally, incorporating the

Ontology development for run-time safety management methodology: 3 - 3 (0)

and industries. Secondly, considering SWESs, the new challenges
that they introduce and their new requirements regarding safety,
a methodology should be designed to tackle these challenges and
needs. Moreover, safety management incorporates various steps

Ontology development for run-time safety management methodology: 3 - 3 (0)

Developing run-time planning and optimization tech-
niques. Build (re-)planning and (re-)optimization tech-
niques at run-time in order to handle possible changes
and uncertain environment in a continuous way.

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 - 4 (0)

Building an architecture for run-time adaptation,
We have to design a hierarchical architecture to deal
with safety and cyber-security in a dynamically chang-
ing environment, with a globally distributed and locally
centralized setting.

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 - 4 (0)

considering the SWE requirements. Finally, incorporating the
balance between safety and security is a challenging task and needs
to be tackled with care as explained in what follows.

Oritolog~y devélopment for run-time séfety management methodology: 3 - 3 (0)

7/12/2022
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Challenges\Open\Adaptation

4 NUEE gap DCIWCCN SAICTY ana CyDer-sccunty pracuces + Building a common safety and cyber-security assur-
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ance approach that will cater for a joint safety and » Development of real-time system scheduling tech-
cyber-security assurance case in complex adaptive niques for real-time cloud applications. Real-time ap-
systems. We sce as an opportunity to investigate a pos- plications must be scheduled according to the safety-

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 -5 (0)

Extending the hazard analysis and risk assessment
mandated by safety standards to include both safety
and cyber-security. Providing an approach that will

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 - 4 (0)

Provide a solution on (semi-)automatic safety and
cyber-security assurance case adaptation. In our work

Towards a Framework for Safe and Secure Adaptive Collaborative: 5 -5 (0)

turn out to be fatal tor satety-critical environments. Here, systems
have to fulfill hard safety constraints and need to undergo rigorous
safety certification processes. Each modification, being a reconfig-
uration, update or extension invalidates the certification of a single
device and—even worse—consequently might have negative impact
on the safety properties of the whole CPS infrastructure

Countering targeted cyber-physical attacks using anomaly detect: 1 -1 (0)

A major challenge towards the validation of swarm safety is the
evaluation of those properties that are emerging. These properties

Engineering safety in swarm robotics: 4 - 4 (0)

environment or performance. However, self-organising computer architecture so-
lutions tend to be fragile to unexpected change, and the self-organisation mech-
anisms require significant extra processing and storage.

Self-organisation for Survival in Complex Computer Architecture: 1 -1 (0)

7/12/2022
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Information-theoretic research (section 1.2) suggests that self-organisation
should be achievable at a lower cost than that of current self-organisation mech-
anisms. However, the problem of engineering a system that organises itself in a
desirable way is non-trivial. The chapter considers the nature of change (section

Self-organisation for Survival in Complex Computer Architecture: 2 - 2 (0)

Developing run-time analysis and formal verification
methods. Build formal verification and analysis tech-
niques for adaptive systems by focusing on change, tc
come up with more efficient techniques instead of heavy
design-time techniques.

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 - 4 (0)

Building run-time models. We need to keep run-time
models, so called models@run-time, as light-weight ab-
stract reflections of the system, to be able to perform effi-
cient and effective analysis, including formal verification
and optimization, whenever necessary.

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 - 4 (0)

Providing a set of mitigation strategies focusing on
a complex adaptive environment. To enable extensions
of safety work towards cyber-security, we need to have
knowledge about countermeasures that are effective in
preventing exploitation of vulnerabilities that might lead
to already identified or completely new h 1s.

Towards a Framework for Safe and Secure Adaptive Collaborative: 4 - 4 (0)

Challenges\Open\Other
4. Provable security for the used cryptographic construc-
tions. All the cryptographic constructions should be subjected to
security analysis with the goals of creating models for provable
security. This will not apply for ple for TLS ication
subjected to TLS security proofs, but for any other form of secure
communication for which such proofs do not exist.

Network and system level security in connected vehicle applicat: 3 -3 (0)

Treatment
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Treatment\Hazard Elimination

Potential cyberattacks on automated vehicles: 5: 422 |45 - 5: 575|724 (0)
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Potential cyberattacks on automated vehicles: 8: 469|299 - 8: 568|728 (0)
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Fail-safe is a mechanism which is automatically triggered
by failure that reduces or eliminates harm [27]. A fail-safe is
not supposed to prevent failure but mitigates failure when
it happens. For example, railway trains commonly have air
brakes that get applied automatically when the main brake
system fails to work. Flight control computers are typically
designed with redundancy so that when one goes down an-
other will continue to function. Similarly, platoon’s safety is
threatened by different kinds of cyber attacks and in some
worst cases, such as leader crash attack, vehicles need to
switch to fail-safe scheme to eliminate harm. Under this
circumstance, vehicles are suggested to switch to ACC or
EBA to avoid collision. Moreover, this defense mechanism
can only succeed on one condition: there is a safe distance
between vehicles. In the following section, we will use an
example to show how safe distance can guarantee the safety
of platoon and how to shorten the safe distance with attack
detection.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 6 - 6 (0)

7/12/2022

reliable, safe, and predictable operation of the system. With
ISR and ASR deployed, code injection and code reuse attacks
will be thwarted, but an invalid instruction or invalid address
access exception will be generated, leading to program termi-
nation. In this sense, it is not acceptable for a safety-critical

Integrated moving target defense and control reconfiguration fo: 2 - 2 (0)

WILI & IArger neaaway COnstant, 10or exampie 1 secona. i
Section 6, we show that this controller is effective at mitigat-
ing the impact of the collision induction attack, avoiding the
loss of life or assets. This controller would likely cause other

Is your commute driving you crazy a study of misbehavior in veh: 8 - 8 (0)
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I EEEEEE———
PSs that are realized using the control-based loT Services. Having a
security system controlling the access to the loT Services, the safety
management system should be authorized to employ the required
loT Services for ing the icp ies. loT
Services as a part of safety ontology are categorized into sensing
and control services. Sensing services are used in the Monitor step
and the Control services are employed in the Execute step.

For simplicity, we focus only on the risk for Hitting Pedestrians,
which has a High level of intensity, and has Injury/Death as its
consequence with a High likelihood. In case the Hitting Pedestrians
risk is identified, the preventive strategies suggested for treating
it are: Alarm the Operator to Stop, that has an execution mode
indicating that it is Human Operated, has High priority, and
has Forklift Operator as the responsible; and Stop the Truck
Automatically, that has an execution mode indicating that it is

Automatic, has High priority, and has RAMIRES as the

434 M M. Fugini / Future

‘omputer Systems 68 (2017) 428-441

UINIOQ IMS pRIC:

weweTeueyy Anjeg

Fig. 9. An illustrative example: Forklift Operations.

For the latter, as it is an automatic strategy, RAMIRES requires
access to the Remote Stop Control loT Service that allows RAMIRES to

ically stop the truck. using sensing loT Services,
it is possible to Sense the Distance of Truck and Pedestrians.

(eg. datory use of specific safety garments for specific
actions). The Semantic Web Rule Language (SWRL) is a standard
language, developed by W3C that is used to express rules as well as
logic [ 36) in Semantic Web, The rule language is adopted to specify
the safety rules and ints for time safety

7/12/2022
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Ontology development for run-time safety management methodology: 6 - 7 (0)

7/12/2022

in case SAPO3 is invoked, a rule can be added to
the firewall, to blacklist the discovered unauthorized IP
address;

Protecting cyber physical production systems using anomaly dete: 8 - 8 (0)

sor may be faulty or tampered with. The incor-
rect information can be either discarded o1

Security vulnerabilities of connected vehicle streams and their: 6 - 6 (0)

Treatment\Hazard Reduction

Fail-safe is a mechanism which is automatically triggered
by failure that reduces or eliminates harm [27]. A fail-safe is
not supposed to prevent failure but mitigates failure when
it happens. For example, railway trains commonly have air
brakes that get applied automatically when the main brake
system fails to work. Flight control computers are typically
designed with redundancy so that when one goes down an-
other will continue to function. Similarly, platoon’s safety is
threatened by different kinds of cyber attacks and in some
worst cases, such as leader crash attack, vehicles need to
switch to fail-safe scheme to eliminate harm. Under this
circumstance, vehicles are suggested to switch to ACC or
EBA to avoid collision. Moreover, this defense mechanism
can only succeed on one condition: there is a safe distance
between vehicles. In the following section, we will use an
example to show how safe distance can guarantee the safety
of platoon and how to shorten the safe distance with attack
detection.

A Functional Co-Design towards Safe and Secure Vehicle Platooni: 6 - 6 (0)

continuing to run as normal, and m2 - slow down and stop the
car. We will evaluate the three following mitigation strategies:

A simplified approach for dynamic security risk managementinc: 7 -7 (0)
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concept of service that is essential to the system. Another is the idea of damage that

wn
o

Achieving Critical System Survivability Through Software Architectures

can occur; and a third, responding to damage by reducing or changing delivered func-
tion. Further, the definitions used outside of computing introduce the idea of probabil-
ity of service provision as separate from the probabilities included in dependability.

Achieving critical system survivability through software archit: 4 - 5 (0)

1

fault tol (e.g., y etc.). A safety concept then
defines how a sound composition of different measures out of
these classes shall ensure the achievement of the top level safety
goals. Usually, this in iterative process until the residual risk is
reduced to an acceptable level. A safety case then defines a sound

Approaching runtime trust assurance in open adaptive systems: 2 - 2 (0)

critical embedded systems. 'T'hey minimise systematic failures at development
(e.g. unimplemented requirement) and to control random failures during opera-
tion (e.g. component breakdown). These standards rely on quality management

Digital Twins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)

in case SAPO2 is invoked, a reset command can be issued
from the control server to the PLC, and a backup cooling
system, controlled by a secondary PLC, can be enabled
to cool down the manufacturing machine;

Protecting cyber physical production systems using anomaly dete: 8 - 8 (0)

7 COUNTERMEASURES

SARA final step is to apply countermeasures to reduce highest
attack risk values. Then, we re-iterate SARA risk assessment appli-
cation process until reaching an acceptable risk value. We initially
reduce the reiteration process by setting an acceptable risk value for
each attack goal. The setting of R and S values define the maximal
accepted attack likelihood (Aly,,neq) for all attacks on asset related
to that attack goal. Finally, we apply countermeasures on attacks
on asset until all their attack likelihood values (Al) verify:

SARA Security Automotive Risk Analysis Method: 10 - 10 (0)

7/12/2022
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Treatment\Hazard Control

violations. Upon detection of such an event, the secure control
environment takes the control of the UAS, limiting unreliable, un-
trustworthy functionalities. Then, the trusted controller drives the

VirtualDrone virtual sensing actuation and communication for at: 1 -1 (0)

attacks are launched are: m/ - switch to the trajectory
prediction to predict and update the GPS location while
continuing to run as normal, and m2 - slow down and stop the

A simplified-approach for dynamic security risk managementinc: 7 -7 (0)

critical embedded systems. 'T'hey minimise systematic failures at development
(e.g. unimplemented requirement) and to control random failures during opera-
tion (e.g. component breakdown). These standards rely on quality management

Digital Twins for Dependability Improvement of Autonomous Drivi: 11 - 11 (0)

7/12/2022
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4 DAILI IADDURLL ALAF IALIVIN IV
DYNAMIC ENVIRONMENT

Autonomous systems are often deployed in highly dynamic and

uncertain environment that could put changing requirements on

“hitps:/github com JmfanBU ReachNNStar

Our approach considers an autonomous system that is equipped
with multiple llers to handle diff ituations, and differ-
ent from most methods in the li ours formally
system safety during adaptation. At a sampling instant, to meet the
system objectives at the time, an adapter can choose an appropriate
controller to compute the control input, or skip the control input

computation and apply zero input. A key issue here is how to design
the adapter to guarantee the system safety while identifying the
best controller to choose for the objectives. In [34], we make the
first attempt, where we consider the adaptation between a model-
based controller (e.g., model predictive control) and zero input for a
dynamical system under disturbance. To guarantee safety, we first
compute a strengthened safe set based on the notion of robust control
invariant and backward hable set of the underlying safe con-
troller. Intuitively, the hened safety set rep the states
at which the system can accept any control input at the current
step and be able to stay within safe states, with the underlying safe
controller applying input from the next step on. We then develop a
monitor to check whether the system is within such hened

Cross-layer

Adapter

safe set at cach control step. Whenever it is found that the system
state is out of the strengthened safe set, the monitor will require
the system to apply the underlying safe controller for guaranteeing
system safety. To achieve a better control performance, we leverage
a deep reinfc I (DRL) approach to learn the map-
ping from the current state and the historical ch: istics to the

Figure 7: Cross-layer adaptation framework. The adapter
cuts across the functional layer and the architecture layer.
At the functional layer, control functions interact with their

skipping choices, which implicitly reflects the impact of specific
peration context and that denoted by disturbance.

ponding physical plants (one control function with

Itipl. did. llers is shown). There could be
other types of functions as well (e.g., sensing functions; not

Know the unknowns addressing disturbances and uncertainties in: 7 - 8 (0)

7/12/2022

in case the policy SAPO1 is invoked, a series of control
commands can be sent to the PLC from the control server
to: i) enable the drain valve, and ii) disable the fill valve;

Protecting cyber physical production systems using anomaly dete: 8 - 8 (0)

TECT INTOTMAation can be eltner aiscaraea or
interpolated from the past correct information.

Seciurity vulnerabilities of connected vehicle streams and their: 6 - 6 (0)
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This research presents a new resilient architecture named
STUART to allow the recovery of a UAV network under
attack. Aiming to provide the dynamical recovery, the archi-
tecture uses a resilient model, which integrates security and
safety in a unique metric named NCI. Two case studies were

STUART ReSilient archiTecture to dynamically manage Unmanned ae: 6 - 6 (0)

violations. Upon detection of such an event, the secure control
environment takes the control of the UAS, limiting unreliable, un-
trustworthy functionalities. Then, the trusted controller drives the

VirtualDrone virtual sensing actuation and communication for at: 1 -1 (0)

Other
controller. Combining the hybrid controllers with the dynamical
system, we obtain a hybrid system with bounded disturbance as
an over-approximation of the original system. Then the robust
invariant set for each controller is obtained via semi-definite pro-
gramming [64]. Intuitively, the invariant is a safe set that ensure
every possible controlled trajectory starting from it will never leave
it. The union of these invariant sets then build a safe configuration
space, within which we design a DRL agent to learn a run-time
switching strategy with with a safe guard rule. Experiments show

Know the unknowns addressing disturbances and uncertainties in: 8 - 8 (0)
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