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Preface
The GoodBrother COST Action (CA19121) on Privacy-Aware Audio- and Video-Based Applications for
Active and Assisted Living2 organized a hybrid conference on ‘Privacy-friendly and trustworthy
technology for society’ that took place on 28 June 2022 in Zagreb, Croatia, and online on Zoom as well as
YouTube. With this conference, we aimed to advance the knowledge on critical ethical concepts such as
privacy, trust, and transparency of (AAL) technologies, contributing particularly by extending emerging
themes such as privacy-by-design, overtrust, transparency-by-design, and personalized transparency.
Throughout the conference, the participants explored links, overlaps, and solutions between current
proposed regulations such as the AI Act and other enforced regulations like the General Data Protection
Regulation and the Medical Device Regulation. The organizers invited interdisciplinary approaches
spanning the social sciences, legal scholarship, ethics, and research in computing and engineering.

We received a large number of submissions in Spring 2022 from the authors in Australia, the US,
Singapore, the UK, the EU, Norway, and Switzerland, accepting 16 papers based on the score and the
feedback from two reviewers with expertise in computer science, ethics, law, and communication science.
The papers were selected based on their quality and the fit with the conference theme. The reviews were
sent with the acceptance/rejection email, and the camera-ready versions had to incorporate the reviewers’

2 See   https://goodbrother.eu/

1 In alphabetical order
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feedback. We subsequently invited the authors of the accepted submissions to extend their ideas during
their presentations organized in three thematic sessions3.

Audience and format
We welcomed and encouraged interdisciplinary research and collaborations among researchers active in
different working groups. The presentations were approximately 15 min long, followed by a brief Q&A.
The focus rested on the discussions among participants and establishing potential links among ongoing
research activities within the COST Action and beyond. The conference was kick-started by an opening
keynote of Prof. Dr. Esther Keymolen on the topic of trust and trustworthiness, and closed by a keynote of
Associate Prof. Dr. Jaap-Henk Hoepmann presenting his newest research on privacy by design.

Submissions and expected outcomes
The abstracts here compiled in the proceedings will be complemented by a special issue4 in Digital
Society (Springer) that convenes full paper submissions on the conference theme and is targeted at
conference presenters and beyond.

Cost Action GoodBrother
This conference was supported by the COST Action CA19121 Network on Privacy-Aware Audio- and
Video-Based Applications for Active and Assisted Living, also named GoodBrother. GoodBrother aims to
increase the awareness of the ethical, legal, and privacy issues associated with audio- and video-based
monitoring and to propose privacy-aware working solutions for assisted living by creating an
interdisciplinary community of researchers and industrial partners from different fields (computing,
engineering, healthcare, law, sociology) and other stakeholders (users, policymakers, public services),
stimulating new research and innovation. GoodBrother will offset the “Big Brother” sense of continuous
monitoring by increasing user acceptance, exploiting these new solutions, and improving market reach.

Suggested Citation for the conference proceedings volume
Anto Čartolovni, Anton Fedosov, Eduard Fosch-Villaronga, Christoph Lutz, and Aurelia Tamò-Larrieux
(2022): Proceedings of the 2022 GoodBrother International Conference on Privacy-friendly and
Trustworthy Technology for Society – COST Action 19121 - Network on Privacy-Aware Audio- and

Video-Based Applications for Active and Assisted Living. Zagreb, Croatia, June 28, 2022. 
DOI:10.5281/zenodo.6813377

4 See the special issue call for paper here: https://link.springer.com/collections/ccfheehheh

3 See the conference program here
https://goodbrother.eu/conferences/goodbrother-international-conference-on-privacy-friendly-and-trustworthy-technology-for-soc
iety/ with sessions on Technology Meets (Privacy) Law, Ethics, and Society; Privacy and Trust Perceptions; and Social Issues and
Contextual Questions
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A right to repair privacy-invasive 
services: Is a new, more holistic 
European approach emerging? 
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Abstract 
The terms of use of online services are often constructed as binary options which 

leads to take-it-or-leave-it decisions by users: either one agrees to the data 
processing practices of the service provider and gets access to the service, or one 
does not agree and cannot use the service. Research shows that consent notices do 
not provide actual control to users over how their data is being processed due to 
numerous reasons, such as not reading policies (Custers et al., 2018), privacy 
fatigue (Choi, Park and Jung, 2018), and manipulative designs (Waldman, 2020). 
Against this backdrop we conceptualized a right to customization that should 
provide users with the right to demand that virtual services are customized in a 
manner that reflects their privacy needs (Tamò-Larrieux et al., 2021). Our concept 
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roots in the GDPR, specifically on the right to data portability (Article 20) and on 
the principle of data protection by design and default (DPbDD) enshrined in Article 
25. We argue that DPbDD enables data subjects to demand technical and
organizational measures to be put in place and that operalizing DPbDD requires
thinking about the whole life cycle of data, individual rights, the ideas of individual
participation and control aspects. Furthermore, we use the right to repair as a source
of inspiration. Calls to update the right to repair to include obsolete software have
been raised and recently the CJEU de facto recognized a right to repair for software
in the case Top System SA v Belgian State1 (van Holst, 2021). This fundamentally
changes the scope of repair and should according to our analysis be broadened even
more to include modifications of software-based services for better privacy
protection.

From a technical perspective the key question becomes how to empower 
individuals with respect to their data. The right to customization could be achieved 
through two technological approaches, namely service variants and service 
alternatives. In the former, a Data Controller (DC) creates and actively curates a 
catalog of software variants that collect and use different types of user data to 
provide the same (or very similar) functionality. Thus, users can opt for highly 
personalized experiences or just the service core functionality. In the latter 
approach, the DC provides interoperable and interchangeable service alternatives 
allowing users to retain control of their data by granting fine-grained access to it 
(e.g., through Solid, the Social Linked Data project2). In practice, this would mean 
that e.g., users of a voice assistant could, based on the right to customization, 
require the DC to apply certain restrictions to the service, such as restricting the 
recording of voices at a certain time of day or removing recordings of children's 
voices before cloud uploads. In this scenario, the DC would either have to create a 
variant that implements the users' customization requests or allow the use of 
another service that makes these customizations before uploading the data. 

We see further technical developments heading in the same direction as we do 
with our proposal towards considering service variants and alternatives. For 
instance, the Smart Speaker Blocker (Olade et al., 2020) is an intermediary device 
that aims to intelligently filter out sensitive conversations and thus prevents this 
information from reaching a microphone in the first place. Users should even have 
the possibility to completely hide all identifying information by allowing the smart 
speaker only to receive a synthesized text-to-speech voice. Instead, Cheng et al. 
(2019) aim to provide users with control over the recording behavior of voice 
assistants. They propose that a user could employ a tagging device that emits an 
acoustic signal and signals the system that the user does at the moment not consent 
to recording. Another technology development that shows the feasibility of creating 

1 CJEU judgment of 6 October 2021, Top System SA v Belgian State, case C‑13/20, EU:C:2021:811. 
2 https://solidproject.org/  
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service variants is Apple’s App Clips for iOS3. App Clips are a small part of an app 
that provide a specific functionality. Thus, users do not need to install software that 
they might never use, or sign up for accounts that might be only used once. 
Tracking data is limited in App Clips and they are automatically removed from a 
device 30 days after they are used. 

With respect to service alternatives, we see first implementations for instance by 
the Flemish government that is currently testing Solid for public services via the 
“My Citizen” profile. The profile brings together data from different parts of the 
administration into a single, easily accessible application. Through their profile, 
citizens can then access a personal overview of government services and can 
navigate to the respective service. This furthermore allows citizens to share 
personal information with government entities while their data remains within the 
personal data store (CDEI, 2021). 

While the technical tools described above and the Flemish project show that it 
is technically and politically feasible to give more control to users, there are also 
some limitations: From the user's perspective, exercising the right to customization 
requires a deeper understanding of the system which can have a negative impact on 
the ease of use. To tackle this issue, we envision “customization communities”, 
analogous to the emergence of so-called Repair Cafés that facilitate exercising the 
right to repair. Furthermore, the role of intermediary services such as Solid, needs 
to be further analyzed and qualified in order to identify the potential risks and 
challenges they encounter (e.g., their responsibility in case there is a data breach in 
the Pod). This aspect is related to the absence of a legal framework that 
comprehensively underpins and guides these technological efforts. 

However, developments in this direction are emerging in the EU as we see new 
regulations that push towards the empowerment of individuals with respect to their 
data. In its communication “A European strategy for data”, the EU Commission 
states that “[i]ndividuals should be further supported in enforcing their rights with 
regard to the use of the data they generate. They can be empowered to be in control 
of their data through tools and means to decide at a granular level about what is 
done with their data (‘personal data spaces’)” (European Commission, 2020, p. 20, 
emphasis added). According to the Commission, this could be achieved by 
strengthening the right to data portability, e.g., by imposing stricter requirements 
on interfaces for real-time data access and the mandatory use of machine-readable 
formats for data from certain products and services, such as data from smart home 
devices. Beyond that, rules for new types of data intermediaries such as providers 
of ‘personal data spaces’ might be considered. The Commission is aware of 
technical tools such as Solid that enable users to decide at a granular level what 
happens to their data, and it recognizes the great potential of these tools as well as 
the need for a supportive environment for them (European Commission, 2020). 

3 https://developer.apple.com/app-clips/ 
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Legislative action in this respect is underway. First, we can observe that the 
proposal for a Regulation on Privacy and Electronic Communications4 points to the 
initially described issues of consent and states that users should have the possibility 
to grant consent through software settings and providers of software are encouraged 
to include settings in their software which allows end-users to manage consent 
(Recital 20a). Heading in the same direction, the recently proposed Data Act5 aims 
to empower individuals with respect to their data as well as to enhance innovation 
and competition among EU businesses. It inter alia foresees provisions that should 
permit users of connected devices to access the data they generate and to share it 
with third parties so that these can offer aftermarket or other data-driven services 
(European Commission, 2022). Another legislative initiative from the European 
strategy for data is the Data Governance Act (DGA)6. Amongst others, the DGA 
introduces so-called “data intermediation services”. Their main purpose is data 
sharing through technical, legal, or other means (Article 2(2a)). According to 
Recital 23 such services would “enhance individual agency and in particular the 
individuals’ control over the data relating to them” and notably help to exercise 
data subjects’ rights under the GDPR. It is envisaged that this could be done by 
using personal information management tools like personal data spaces or data 
wallets (Slovenian Presidency of the Council of the European Union, 2021). 
Looking at the DGA’s provisions on data intermediation services, one may 
conclude that Solid may be such an intermediary (CDEI, 2021).  

Yet, the idea of data intermediation services is not the only trace leading in the 
direction of what we call the right to customization. We think that looking at current 
legal developments in the EU one can observe a move towards a more holistic 
approach that allows data subjects to exercise personalized control over their data. 
We believe that with our concept of a right to customization we might be able to 
capture the current legal, political, and technical developments, thereby making 
them available for a nuanced and goal-oriented discourse. 

4 Council of the European Union, Proposal for a Regulation of the European Parliament and of the Council 
concerning the respect for private life and the protection of personal data in electronic communications 
and repealing Directive 2002/58/EC (Regulation on Privacy and Electronic Communications) - Mandate 
for negotiations with the European Parliament, Brussels, 10.2.2021. 

5 European Commission, Proposal for a Regulation of the European Parliament and of the Council on 
harmonised rules on fair access to and use of data (Data Act), Brussels, 23.2.2022, COM(2022) 68 final 
2022/0047. 

6 Council of the European Union, Proposal for a Regulation of the European Parliament and of the Council on 
European data governance (Data Governance Act) - Mandate for negotiations with the European 
Parliament, Brussels, 24.9.2021. 
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The conflicting use of thermal imaging in robotics 
When robots interact with humans, how to preserve the privacy of the human 
users is a concern, including what the robot ‘sees.’ In some robotics research, the 
use of thermal imaging is chosen to ‘conceal the individual’s 
identity’ (Valdivelu et al., 2017). The emphasis is on masking identifiable 
information in the images, such as details of the face, by using thermal 
cameras instead of regular RGB cameras (Schulz et al., 2018). The assumption 
is that once the clear facial image of a person is removed, the person is no longer 
identifiable, thus privacy is protected. Thermal imaging is for example proposed 
to be used in fall detection in bathrooms for elderly people and patients. 
Instead of a robot or a person following the person into the bathroom, the robot 
mounted with a thermal imaging camera can be outside the room, thereby 
presumedly preserving the privacy of the person not being observed during 
activities in the bathroom (Kido et al., 2009). 
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By contrast, other robotics researchers explore the possibility of using thermal 
imaging to improve or personalize human-robot interaction. Thermal cameras are 
for example used in robots to monitor physiological changes in elderly persons by 
detecting subtle changes in facial temperatures (Coşar et al., 2018); emotion 
recognition in children tracking facial landmarks during child-robot interaction 
(Goulart et al., 2019); and to detect emotions with the aim of strengthening the 
human-robot interaction (Pavladis et al., 2002). Other possible use areas for thermal 
imaging are to detect deceit by recording the thermal patterns from faces, i.e., as a 
polygraph (Pavladis et al., 2002); gender recognition (Nguyen et al., 2017); pain 
monitoring (Erel & Özkan, 2017); detection of sexual arousal (Liberati & Nagataki, 
2019); monitoring of diseases (Brzezinski et al., 2021); or for fever detection or 
monitoring (Yang et al., 2020).  

Hence, thermal imaging can reveal personal information which is hidden from 
view, such as health data and emotions. Another intrusive property of the 
technology is that it can detect people through barriers, unlike a regular camera. 
Thermal imaging is therefore magnifying the capacity to observe and enhances the 
robot’s ability to detect and process personal data.  

The misconception of privacy 
In robotics research, privacy is most often understood as informational privacy or 
not defined at all (Lutz et al., 2019). Similarly, when robotics research on the use 
of thermal imaging refers to preserving or protecting privacy, privacy is understood 
as a person not being seen clearly. By obscuring or removing the facial image, or 
not seeing the body of the person, privacy is maintained. However, this simplified 
view of privacy fails to recognise that informational privacy is only on type of 
privacy (GoodBrother, 2021), in addition to bodily, spatial, communicational, 
proprietary, intellectual, decisional, associational, and behavioural privacy (Koops 
et al., 2017). These notions of privacy are particularly relevant for robots due to 
both their physical presence and complex data processing capacities (Fosch-
Villaronga, 2019). Although legal researchers have addressed privacy in robotics, 
this seem to be lost in translation when crossing-over to other fields of robotics 
research, which leaves a gap between the technical and legal research. As Rueben 
et al. (2018) has proposed, privacy-sensitive robotics should be concerned with all 
different aspects of privacy. 

Thermal cameras as privacy preserving tools are based on the notion that the 
robot will then not ‘see’. But does the robot ‘see’? The robot itself will not be 
interested in the images of people. Whether it needs images or not to function, is 
dependent on its purpose. This also extends to the use of thermal imaging. If the 
robot needs to ‘see’ to be able to not only detect, but to identify a person, it will 
need the data feed from the RGB cameras, e.g., the robot needs to ascertain that it 
is administering medicine to the right person. A robot may also need to use several 
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sensors, including thermal imaging, to be able to detect, identify and interact 
properly and safely with that person. Using anthropomorphic language to describe 
the robot’s features thus obscures the actual features and complexities of the 
technology (Grimm, 2021).  

The anthropomorphic design of robots raises concerns that the design may give 
users a false sense of comfort (Rueben & Smart, 2016). A robot closing its ‘eyes’ 
or turning its back to the user may make the user more comfortable and at first 
glance may seem privacy friendly (Yang et al., 2022). However, thermal cameras 
and other sensors may be placed elsewhere on the robot and not designed as eyes 
(Kaminski et al., 2017). Thus, these techniques may reassure the user, while at the 
same time be deceiving as to the full scope of what the robot is ‘sensing’. Kamenski 
et al. (2017) have suggested a principle of ‘honest anthropomorphism’ to avoid 
deliberately misleading users as to what the robot is doing. On the same note 
Schafer & Edwards (2017), propose that robots should be built with their sensory 
capacity openly displayed. How, and if, this would be manifested in robotics design 
is another matter. 

The use of thermal imaging as a replacement to RGB cameras is often based on 
an understanding that this will not be personal data (Hassan & Bessam, 2019; 
Tørresen, 2021), thus not acknowledging the intrusive nature of thermal imaging 
and the consequences for privacy. The different definitions of personal data across 
jurisdictions as well as the complexity and variety of the scope of privacy, may 
contribute to this confusion. As argued by Purtova (2018), the distinction between 
personal and non-personal data may no longer be meaningful with the increase of 
datafication and advances in data analytics and smart environments. This is 
particularly relevant for human-robot interaction where most, if not all, of the data 
can be related to an identifiable individual, whether the data is observations of the 
person or more technical data of the robot’s performance. Applying a broad concept 
of personal data in robotics would ensure that data is treated as personal data, and 
reduce the risk of misconceptions such as treating data inferred from thermal 
imaging as non-personal data. Although this is an EU centric approach to personal 
data, the global nature of development of robotics would benefit from the most 
extensive definition being used instead of the lowest common denominator.  

It is encouraging that privacy by design and data minimisation are addressed in 
robotics, but as the example of thermal imaging shows, replacing one sensor for 
another may not be privacy preserving but instead increases the invasiveness of the 
technology. Scherer’s (2016) observations that the interaction between a variety of 
software and hardware components developed separately in various geographical 
locations increases the complexity of managing risks in AI, is even more pertinent 
for robotics. Instead of assessing each sensor in isolation, robot design must be 
considered in relation to its purpose and functionality. Hence, we need to ascertain 
a holistic approach to privacy in human-robot interaction. This will require cross-
disciplinary work, where one of the contributions of legal scholars would be to 
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draw on the extensive privacy scholarship, as proposed by Rueben et al. (2018), 
and to clarify the notion of personal data in robotics, and how data can be minimised 
without compromising safety and security or even by increasing privacy risks.  
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Abstract 
The forthcoming decade is envisioned being the era of Artificial Intelligence (AI). 
It seems that everything is at the disposal of the industry: the computing power, the 
large storage, and the Big Data. The latter is a key component of the AI systems, 
because the researchers’ community considers that more training data result in 
more accurate AI software. Therefore, the industries demand larger and larger 
amount of genetic, biometric, health, geolocation, travel, and financial etc. data. 
The European Union and the member states try to keep the pace dictating the US 
and China and tend to satisfy the needs of the industries by laws, like the European 
Health Data Space (EHDS) Regulation, the AI Regulation. Applying these laws, 
the industries can get the much-needed data for themselves. What remains unsolved 
although, is the protection of individuals with regard to the automatic processing 
of personal data relating to them. 

The requested data many times are personal data, at least once they were 
personal. Then underwent a de-identification procedure by which the natural 
identifiers were deleted. But it is not enough, because the data may still contain so-
called quasi-identifiers by which an adversary can join two completely different 
datasets together and reveal the identity of the individuals whom the data relates to. 
When we talk about joining, it many times is understood in the general sense. That 
means, it can be executed based on proximity in time or geolocation, not only on 
the basis of identical values of some quasi-identifiers. 
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The author proposes a statistical method by which data protection experts can 
investigate datasets before handing over them to the industries. The method 
provides one single number, an entropy value, characteristic to the dataset that 
shows its vulnerability against re-identification attacks. The side effect of the 
method is that it provides distribution data over the quasi-identifiers, by which the 
analysts can identify the most and least vulnerable part of the population. The 
biggest risk is an adversary has a nationwide other dataset to attack with. To arm 
ourselves, we can model this kind of situation too by studying the entropy values 
and the distribution of quasi-identifiers at national level. 

Introduction 
Since the protection of personal data became a fundamental right in the European 
Union in 2009, when all member states undersigned the TFEU (Lisbon Treaty), it 
was always a question how we can decide that a particular dataset is personal at all. 
The law protects only personal data therefore such a judgement is crucial when a 
company, clinics or a public institution etc. want to share or publicize a dataset. In 
the case of health data, the rules of professional ethics also prohibit to reveal 
personal medical information before others. 

The GDPR proposed a mean, by which the privacy rights of individuals can 
eventually be protected. It is the anonymization. The term assumes that the result 
of the process is an anonymous dataset. Since anonymity is questionable 
sometimes, therefore the de-identification is a more correct term. This latter means 
that the process intends to render the data anonymous, but it is not sure that this 
goal is achieved. Many cases were reported in the literature, for example in (Ohm, 
2010) where the allegedly anonymous data later have been broken. This shows that 
the decision on anonymity must be especially cautious and be based on strong 
statistical evidence. The HIPAA law (US Federal Government, 2022) for example 
contains that a covered entity may determine that health information is not 
individually identifiable health information only if: 

§ 164.514 b) A person with appropriate knowledge of and experience with
generally accepted statistical and scientific principles and methods for rendering
information not individually identifiable:

(i) Applying such principles and methods, determines that the risk is very
small that the information could be used, alone or in combination with other
reasonably available information, by an anticipated recipient to identify an
individual who is a subject of the information; and
(ii) Documents the methods and results of the analysis that justify such
determination
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Such type of legal regulation is not known in the EU. According to the GDPR, 
the Data Protection Officer, who is generally a lawyer will decide on the anonymity 
of a dataset. The newly passed Hungarian Act XCI of 2021 on National Data Assets 
contains this approach too. In (Alexin, 2018) the author presented two court cases 
filed by himself on medical data protection. In one case the Supreme Court of 
Hungary after several appeals finally decided that the national Itemized Medical 
Dataset (IMD) does not contain personal data, although it contains a pseudonym 
(9-digit number), the birthdate, ZIP code, gender, dates of care, institutions, 
medicines related with a patient. Consequently, data subjects have no rights to 
access, to object, to be forgotten. 

In (Higgins, 2021) the author argues that careful statistical analysis is essential 
before a research database is published. Datasets are analyzed from the point of 
view of !-anonymity and "-diversity. They quantified the risk for three scenarios: 

• friendly researcher who might inadvertently reidentify an acquaintance
• a rogue researcher deliberately attempting reidentification using public

information, and
• a rogue corporation with wide data access.

The future perspective is rather disappointing. Each day hackers stole a new 
personal database containing identification data for thousands if not millions of 
people. These databases sooner or later are being commercialized in the dark net. 
So, we must prepare for the case when any tiny identifier fragments in a de-
identified dataset can be keys for re-identification. Some years ago, the data items 
in a dataset could be divided into two parts: quasi-identifiers and such type of data 
that are considered not suitable for re-identification. As hackers can have access to 
the original databases, we must accommodate to the fact that each data item will 
become quasi-identifier. In healthcare for example, the Electronic Health Record 
(EHR) systems holding all medical information from birth to death became a 
standard, therefore any tiny data item (heart rate, bilirubin concentration in urine, 
body weigh on a particular date) can be used for re-identification of patients either 
by an insider adversary (e. g. authority, researcher) or a hacker who stole original 
data records.  

The anonymity therefore depends only on the amount of information about an 
individual stored in the de-identified dataset. The world population is 7.9 billion 
which corresponds to 33 bits of information, the population of Hungary is 10 
million, it corresponds to 24 bits (log!('(')"*+,(-)). See (Chang, 2019) which is
a good attention-grabbing article on the topic. This amount of information is 
enough to identify somebody given the adversary can get such a personal database 
(a clue) that contains the complete or identical form of the quasi-identifiers exist in 
the de-identified dataset. 
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Computing the entropy of a dataset 
In the probability theory a random variable / is a measurable function / ∶ 	2	 → 	4 
from a set of possible outcomes 2 to a measurable space 4. In continuous case 
could be rather difficult but in the following the discrete case is applied. The 2 will 
denote a population. It can be a whole country, like Hungary, is a finite set. The 
random variable / randomly select an individual from the population and returns 
the quasi-identifiers of that individual as a tuple, like (*, 6, 7, … ), where
*9:, 69;, 79< etc. : could be the set of ZIP codes, where the individuals live, ;
could be the set of ages, < could be the set of genders. Such a way, 4 =
:	 × ; × < × … . In our case :, ;, <, … all finite sets, therefore 4 also will become
finite.

The probability of some ? ⊆ 4 is defined as 

A(/9?) 	= 	A(B9Ω ∶ /(B) ∈ ?) (1) 

It is assumed that every individual in the population is equally probable. Then 
A(/9?) is proportional with the number of individuals whose quasi-identifiers are 
in ?. Let the number of such individuals be !. ? may contain one single element 
(tuple) from 4. The values of A can be narrowed between 0 and 1 by dividing it 
with the number of elements in 2. Let the number of elements in Ω	,E	F. |Ω| = F.

A(/9?) =
|{B9Ω ∶ /(B) ∈ ?}|

|Ω|
= 	

!
F

(2) 

This way A(4) 	= 	1, A(∅) 	= 	0. 
The probabilities of certain quasi-identifiers may differ. For example, the 

population in two ZIP code districts may differ substantially. If we select citizens 
fairly and randomly then the probability of choosing someone from a more 
populated ZIP code district is larger, as suggests formula (2). 

Claude Shannon published his well-known formula in (Shannon, 1948) by which 
one can compute the information content of telecommunication messages. 

4(NOEE*PO) = 	−RA({S"})
#

"$%
	 "(P!	A({S"}) (3) 

In his formula a NOEE*PO is composed of letters S%, S!, … , S#. The probabilities
of the letters are given in advance. With the above formula (3) he can determine 
the information content (entropy) of any message. 

In this paper the author proposes a new application of the formula (3). The 
dataset being inspected is considered a NOEE*PO. We assume that it contains quasi-
identifiers of random citizens. The letters will be the quasi-identifiers (tuples). The 
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probabilities of the quasi-identifiers can be determined in advance. The best is to 
obtain data from national offices of statistics, or other official sources that are 
comprehensive and reliable. The application of the logarithm function can be 
reasoned as follows. If k individuals from the population share the same quasi-
identifier (S") such a way that they cannot be distinguished from each other. In this
case, the amount of information, the number of bits we can get to know is 
log!(F !⁄ ). Because we can determine the group of ! individuals having this quasi-
identifier but cannot select one individual from the group. The log!(F !⁄ ) =
− log!(! F⁄ ) = −	log! A({S"}).

One important note! In this paper a dataset D is considered a regular relational
dataset, which means that one individual may occur at most once among the 
records. With this assumption the formula (3) provides a real and interpretable 
measure of unorderedness (entropy) over the quasi-identifiers of the population. 
Otherwise, the following considerations may not be true, for example, the amount 
of information accumulated in the dataset may increase indefinitely. 

E(4) =	− R A({O})
&''	)*+

	 "(P!	A({O}) (4) 

On the other hand, when we have a snapshot of quasi-identifiers, we can 
compute the entropy for the whole population. During the computation a detailed 
insight to the distribution of the quasi-identifiers is also obtained. The distribution 
of the information gain can be characterized as well, for example we can tell the 
probability (number of individuals) of gaining at least n bit information about the 
individuals for a given n. 

Figure I. The graph of the !(#) = −# log! # function

A plot of the function shows, that function U(S) it can be computed only for 
positive real numbers. When S	 = 0.0 the right limit is 0.0, for S	 = 	0.25 and S	 =
	0.5 U(S) will be 0.5 in both cases. The maximum 1 (O	 ln 2)⁄  is reached when S =
	1 O⁄ .
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The author obtained a statistical research dataset from the population registry. 
The flowing computations all are demonstrated by this database. The research 
published here is considered a preliminary investigation. 

What increases and decreases the entropy? 

Lemma 1 

Let N be a fixed integer number (e. g. the population taken), then the following 
inequality is held for all 0 < ,, Z, (, + Z) < F integer numbers: 

−	
,
F
	log!

,
F
−
Z
F
log!

Z
F
> −

, + Z
F

	log!
, + Z
F

(5) 

Proof 
If we substitute * = 	, F	⁄  and 6 = 	 Z F⁄  then 0 < *, 6, (* + 6) < 1 we get the
following formula: 

− *	 log! * − 6 log! 6 > −(* + 6) log!(* + 6) (6) 

which is equivalent 

− log! *&6, >	−	log!(* + 6)(&.,) (7) 

since a and b are positive numbers and less than 1, 1 * > 	1 (* + 6)⁄⁄ > 1

log! ]
1
*
^
&
]
1
6
^
,
> log! ]

1
* + 6

^
&
]

1
* + 6

^
,
= log! ]

1
* + 6

^
(&.,)

(8) 

In fact, the inequality is held for all 0 < *, 6 values. If either of them, for example 
b is greater than 1, then the above formula can be modified as follows: 

log! ]
1
*
^
& 1
6,

> log! ]
1

* + 6
^
& 1
(* + 6),

= log! ]
1

* + 6
^
(&.,)

(9) 

From the above lemma it follows for example, that 

−	
1
F
	log!

1
F
−
1
F
log!

1
F
−	
1
F
log!

1
F
−
1
F
log!

1
F
> −

4
F
	log!

4
F

 (10) 

− !
1
F
	log!

1
F

> −
!
F
	log!

!
F

 (11)
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log!F = −	F
1
F
	log!

1
F

≥ R −	
!"
F
	log!

!"
F

0".0#.⋯.0$	$2

"$%,!,…,#
 (12) 

The formula (12) says that the entropy of any discrete random variable must be less 
than or equal to log!F where N is the number of elements in Ω. The maximum
value is reached if all individuals have different quasi-identifiers. In Hungary 
log!(F) is ~23.254 bits. The formula (12) will result in 0, if all individuals belong
to one single group of F indistinguishable individuals. 

Lemma 2 

The following inequality (13) is held for all 0 < ! < " < F integer numbers. 
Having ! ∙ " individuals, such that they have " different quasi-identifiers, and for 
each quasi-identifier there exist exactly ! individual who has this quasi-identifier. 
If we reverse the role of ! and ", (! different quasi-identifier and " individual who 
has it) then the entropy will decrease. That means, the entropy can be decreased if 
we increase the number of indistinguishable individuals (from k to l). 

−"	
!
F
	log!

!
F
> −!

"
F
	log!

"
F

 (13) 

−
"!
F
	log!

!
F
> −

!"
F
	log!

"
F

(14) 

The logarithm function is monotonic increasing, therefore the inequality (15) is 
held, because ! < ". If we multiply both sides with the same negative coefficient 
−!" F⁄ , then the direction of the inequality will reverse.

log!
!
F
< log!

"
F

(15) 

Corollary 

−3
3
F
	log!

3
F
> −

4
F
	log!

4
F
−
5
F
	log!

5
F

 (16) 

We have 9 individuals in three groups such that we cannot distinguish them within 
a group. If we re-arrange them in two groups with 4 and 5 individuals such a way 
that they cannot be distinguished within a corresponding group, then the entropy 
will decrease. Lemma 2 is used twice for proving: 
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k-anonymity:

A dataset D is considered !-anonymous for any natural number !, if for all records
(representing a natural person) there exist at least ! − 1other record (individual) 
that they are indistinguishable from each other considering their quasi-identifiers. 

Lemma 3 

If a dataset D is k-anonymous then its entropy E(D) < −	log! (! F)⁄ , where N is the
number of individuals in the dataset. 

− log!
!
F

≥ R −	
!"
F
	log!

!"
F

0".0#.⋯.0$	$2,			0%50

"$%,!,…,#
 (22) 

Proof 
It follows from the definition of !-anonymity and from Lemma 2. In the trivial 
case, when have exactly ! individuals who share common quasi-identifiers and N 
is therefore divisible by !. Then we get the following formula: 

R −	
!
F
	log!

!
F

0.0.⋯.0	$2

"$%,!,…,2 0⁄
=	
F
!
]−

!
F
log!

!
F
^ = 	− log!

!
F

 (23)
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In general case, by applying Lemma 2 we can bring in new groups with ! + 1, ! +
2,… indistinguishable individuals, while doing this the entropy always decreases. 
A more elaborated formal proof is not available currently. See the Corollary also! 

If the entropy of a dataset D is E(D), then we can compute an estimated ! value,
which is characteristic to the anonymity of the dataset. 

− log!
!
F
= E(D) (24) 

! =
F

2+#789:;
 (25) 

From Lemma 3, it follows that the entropy of a 2-anonymous dataset is less or equal 
to −	log! (2 F)⁄  = log! (F 2)⁄  = log!(F) − 1. An interesting question arose here:
if we have a dataset D and its entropy falls between log!(F) − 1 < E(D) <	 log!(F)
then how many uniquely identifiable records (singletons) must exist in the 
database? The following equation system needs to be solved. 

−d!
2
F
	log!

2
F
− d%

1
F
	log!

1
F
= E(D) (26.1) 

2 d! + d% = F	 (26.2) 

By substituting d%/F by x the following equation is obtained:

(1 − S) (log!(F) − 1)+S log!(F) = E(D) (27) 

log!(F) − 1+S =	E(D) (28) 

x = E(D) + 1 − log!(F) (29) 

d% =	(E(D)  −	(log!(F) − 1)) ∗ F (30) 

It shows, that if the entropy is less than log!(F) − 1 then no singletons are
guaranteed, but above this threshold the number of guaranteed singletons is 
increasing until it reaches N when the entropy becomes log!(F). The number of
singletons can be larger, if the dataset D contains, not only pairs, but couple of sets 
of three, four, five, … indistinguishable individuals. 

-<"#=')79#< ≥	(E(D)  −	(log!(F) − 1)) ∗ F (31)
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The entropy computations with the Hungarian 
population registry dataset 
The author obtained a research dataset from the Central Office for Administrative 
and Electronic Public Services (in Hungarian: Közigazgatási és Elektronikus 
Közszolgáltatások Központi Hivatala, KEKKH) which contained all Hungarian 
citizens’ date of birth, ZIP code of his/her resident address and gender. Altogether 
10 004 090 people were in it, F = 10	004	090. The dataset is a snapshot which 
have been taken on 31st December 2011 at midnight. Earlier, in (Alexin, 2014) the 
author investigated the dataset from the point of view of identifiability. 

The Bits column is always defined as log!(F !⁄ ). The value of Entropy is:
−! F	 log!(! F⁄ )⁄ .

The entropy of the ZIP code quasi-identifier 

Table I. Hungarian ZIP codes, population, and information content 

ZIP code Settlement Population Bits Entropy 
1011 Budapest I. 3286 11,5719 0,003800 
1012 Budapest I. 4446 11,1357 0,004948 
1013 Budapest I. 3404 11,5210 0,003920 
… 
9982 Apátistvánfalva 589 14,0519 0,000827 
9983 Szakonyfalu 769 13,6672 0,001050 
9985 Felsőszölnök 589 14,0519 0,000827 
Sum: 10004090 10,303428 

The result of the computation shows that that the entropy of ZIP codes is 10,3 bits. 
It means that statistically, for a random citizen the expected amount of information 
in his/her ZIP code is 10.3 bits. It may be more or less since it is an average. It 
corresponds to 7916-anonymity using the formula (25). Therefore, the ZIP code 
alone does not mean any privacy risk in a database. 

When we look at the Table II. closely, we see that although, the median is about 
10 bits, the amount of information gained form a ZIP code ranges from 6 bits to 15 
bits. The reason is that the population in a ZIP code district is rather imbalanced. 
There are sparsely and densely populated districts. The range is from 100 to 
100 000. For 48 593 citizen the ZIP code means 15 bits (305-anonymity). It is an 
elevated but bearable risk. 
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Table II. The probability of gaining at least n bit information if someone’s ZIP code is known 

Bits Population Probability 
15 48593 0,49% 
14 302595 3,02% 
13 966087 9,66% 
12 2139699 21,39% 
11 3476436 34,75% 
10 5210515 52,08% 
9 7369394 73,66% 
8 8847670 88,44% 
7 9716633 97,13% 
6 10004090 100,00% 

The entropy of the date of birth quasi-identifier 

Table III. Hungarian birthdates’ distribution, and their information content 

Birthdate Population Bits Entropy 
1894.12.31. 1 23,25409 2,32446E-06 
… 
1985.01.01. 306 14,996698 0,000458711 
1985.01.02. 335 14,866069 0,000497810 
1985.01.03. 365 14,742333 0,000537875 
1985.01.04. 367 14,734450 0,000540533 
1985.01.05. 331 14,883399 0,000492439 
1985.01.06. 296 15,044633 0,000445139 
… 
Sum: 10004090 14,918582 

In this case the result of the computation shows that that the entropy is 14,918 bits. 
It corresponds to 323-anonymity using the formula (25). Therefore, the date of 
birth alone does not mean serious privacy risk in a database. The eldest citizen was 
born in 1894. according to the dataset. It can be seen, that among those people who 
was born at the beginning of 1985, usually ca. 300 were indistinguishable. 

The distribution of the information gain is more balanced as shown in Table IV. 
It ranges from 13 to 17 bits. The number of indistinguishable citizens is decreasing 
year by year, but slowly. The number of births is quite stable and even. From the 
first line we can discover that in the case of 907 citizen the date of birth means 
unique identifiability (23 bits, 1-anonymity), for 1979 citizens the gain is 22 bits, 
2-anonymity, for 4573 21 bits, 3- or 4-anonymity. The table helps us to recognize
that we have a smaller, but vulnerable group of people who needs special attention.
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The author computed the entropy of the year and month of birth quasi-identifier 
which resulted in 9.99 bits, 9837-anonymity. This way the risk can be substantially 
reduced, but these very old citizens remain still uniquely identifiable. Their data 
shall be suppressed before transferring. 

Table IV. The probability of gaining at least n bit information if someone’s date of birth is known 

Bits Population Ratio 
23 907 0,01% 
22 1979 0,02% 
21 4573 0,05% 
20 10944 0,11% 
19 15778 0,16% 
18 38252 0,38% 
17 117105 1,17% 
16 378792 3,79% 
15 3282589 32,81% 
14 9994548 99,90% 
13 10004090 100,00% 

Cartesian products of certain quasi-identifiers 

Table V. Hungarian *+,-ℎ/0-1	 × 	456	78/1 distribution and the information content 

Birthdate x ZIP code Population Bits Entropy 
(1894.12.31., 3744) 1 23,254 2,324458e-6 
… 
(1975.08.04., 9400) 4 21,254 8,498159e-6 
(1975.08.04., 9407) 1 23,254 2,324458e-6 
(1975.08.04., 9473) 1 23,254 2,324458e-6 
(1975.08.04., 9523) 1 23,254 2,324458e-6 
(1975.08.04., 9600) 1 23,254 2,324458e-6 
(1975.08.04., 9700) 6 20,669 1,239640e-5 
… 
Sum: 10004090 22,79385 

The result of the computation shows dramatic changes when we examine the date 
of birth x ZIP code quasi-identifier. See Table V. The entropy became 22,7985 bits. 
It corresponds to 1.37-anonymity using the formula (25). This database poses 
substantial risk for re-identification. Must not be released or transferred. Using the 
formula (31) the ratio of singletons is greater the 54% of the population, in fact it 
was 6635838 individuals. This is clearly seen in Table VI. 
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Table VI. The probability of gaining at least n bit information if someone’s date of birth and ZIP 
code are known 

Bits Population Ratio 
23 6635838 66,33% 
22 8629982 86,26% 
21 9692881 96,89% 
20 9996707 99,93% 
19 10004090 100,00% 

Table VII. Hungarian 9+,-ℎ/0-1	 × 	456	78/1	 × :1;/1, distribution and the information content 
(M – male, F – female) 

Birthdate x ZIP x gender Population Bits Entropy 
(1894.12.31., 3744, M) 1 23,254 2,324458e-6 
… 
(1954.04.14., 6000, M) 1 23,254 2,324458e-6 
(1954.04.14., 6041, M) 1 23,254 2,324458e-6 
(1954.04.14., 6066, M) 2 22,254 4,448998e-6 
(1954.04.14., 6070, F) 1 23,254 2,324458e-6 
(1954.04.14., 6097, F) 1 23,254 2,324458e-6 
(1954.04.14., 6097, M) 1 23,254 2,324458e-6 
… 
Sum: 10004090 22,992721 

The last computation shows even dramatic changes when we examine the date of 
birth x ZIP code x gender quasi-identifier. See Table VII. The entropy became 
22,9927 bits. It corresponds to 1.19-anonymity using the formula (25). This 
database poses substantial risk for re-identification. Using the formula (31) the ratio 
of singletons is greater the 74% of the population, in fact it was 7845850 
individuals. This is seen in Table VIII. 

Table VIII. The probability of gaining at least n bit information if someone’s date of birth and ZIP 
code and gender are known 

Bits Population Ratio 
23 7845850 78,43% 
22 9403904 94,00% 
21 9942428 99,38% 
20 10003959 99,99% 
19 10004090 100,00% 
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Summary 
This article presented preliminary research on the entropy of certain quasi-
identifiers, and combination of quasi-identifiers based on reliable statistical data. 
The computations can be repeated by other national databases with other quasi-
identifiers. The presented approach could be an ultimate decision-support tool for 
data guardians before they decide on the transfer of a dataset to third parties. 
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The rapid expansion of AI technology has led service robotics to become an 
increasingly adopted tool to complement and reduce human inputs in diverse 
service sector settings (Bohr and Memarzadeh, 2020; Chiang and Trimi 2020; 
Fosch-Villaronga and Drukarch, 2021). In this paper, we investigate their 
application in the context of personal care services. We specifically contribute to 
knowledge in the domain by investigating the effects of consumers’ learning style 
on their adoption of AI assisted technologies and on implications for consumers’ 
privacy.   

Prior research into service robotics, has identified a long list of challenges that need 
further investigation from the perspectives of privacy, security, financial risk, 
product risk and information risk (Lenca and Villaronga, 2019; Bhatnagar et al., 
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2000; Tsu et al., 2009; Dinev and Hart, 2006). In the context of robotic care 
assistants, there are divided views ranging from fear to awe, with research currently 
emphasising a perspective that users prefer to use an anthropomorphic robot due to 
a high degree of empathy (Akdim et al., 2021; Christou et al., 2020; Tussyadiah & 
Park, 2018). More generally within service sectors, especially the educational and 
hospitality sectors (Paluch et al., 2020), it has been noted that humanoid robots can 
evoke insecurity and negative responses. Security concerns are a prominent issue 
with consumers still showing a reluctance to accept Intelligent Assistive 
Technologies (IATs), primarily due to privacy concerns (Lutz, and Tamo-Larriuex, 
2020; Lenca and Villaronga, 2019; Pavlou, 2001), and therefore, the perceived risk 
of adopting these new technologies emerges as a prominent barrier to consumer 
acceptance of advanced robotics. Furthermore, Jia et al. (2021) studied the 
complexities of human-likeness of robots within the hotel sector and found 
individuals are less receptive towards anthropomorphic robots due to safety and 
simulation of human behaviours. Previous studies provide contradictory findings 
and indicate the complexities of consumer behaviours with novel robotic 
technologies across the education and travel & tourism sectors (Chuah et al., 2021). 
However, little is known about how consumers evaluate new technologies for 
potential adoption and how they learn these new technologies through picking out 
moments associated with prior experiences. A better understanding of how service 
robots can be used to connect families, provide ongoing support from hospitals to 
residential environments and achieve acceptance rates over assistive technologies 
is an important social issue (Bogue, 2020; Murphy et al., 2020; Seyitoglu and 
Ivanov, 2020).    

Bauer (1960) was an early scholar to associate perceived risks with consumer 
behaviour. A definition of perceived risk within the context of electronic commerce 
is given by Pavlou (2003), as “the user’s subjective expectation of suffering a loss 
in pursuit of a desired outcome”.  Siau and Shen (2003) point out that both security 
and privacy risk are part of the essential factors that hinder user acceptance. Tsu et 
al. (2009) agreed that both security and privacy influence consumers’ decisions to 
use new forms of technology. With the purpose of focusing on consumers’ privacy 
concerns and use of new technology context, the UTAUT2 model is thus adapted 
as the underpinning theoretical framework of this research. A theoretically and 
empirically important aim of this study is to clarify the constructs that internally 
affect the acceptance and behaviours of consumers for service robotics adoption, 
and other future potential innovations. Therefore, insights of individual’s cognitive 
and affective learning ability are studied in order to identify how the learning styles 
of consumers have impacted the adoption of new technologies across consumer’s 
acceptance and behaviours. The way consumers learn and structure information is 
a strategic concern for business practice in the context of implementation of service 
robots. 
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Methodological Approach 
This research aims to investigate consumers’ acceptance and behavioural intention 
of new technologies in the UK, with a specific focus upon service robotics and 
privacy. Additionally, as service robotics are still novel in many countries, 
including the UK, insights into behavioural intentions are limited and a general 
population sample garners wider insight. Thus, the target population of this 
quantitative study is focused on adult consumers residing in the UK regardless of 
gender, marital status, education level and other background contexts. This study 
used online data collection, which incorporated panel data for the purpose of aiding 
University research studies and rewards participants with a fee for their 
participation. More researchers in the social sciences domain are turning to online 
panel data collections for research purposes (Lovett et al., 2018). To achieve the 
objectives of this study, an analytical framework is constructed for deriving factors 
for the prediction of an individual’s acceptance and behavioural intention of service 
robotics. Furthermore, this research implemented a quantitative questionnaire, with 
400 completed responses. Thereafter, the quantitative analysis was conducted using 
SPSS and SmartPLS 3.0 software on the basis of the Structural Equation Modelling 
technique (SEM). After a thorough review of literature and studies related to the 
UTAUT and UTAUT2 model, the instruments were developed accordingly. Six 
key constructs were adopted from the second generation of the UTAUT2 model 
(Venkatesh et al., 2012). The items for measuring utilitarian motivation in this 
research were partially adopted from Babin et al. (1994) and Kim (2006); four 
relevant items of the TRI scale were selected in this study for technology readiness 
due to the length of the measurement (Parasuraman, 2000; Liljander et al., 2006); 
seven measurement items were adapted from Featherman and Pavlou (2003), 
reflecting the perception of seven dimensions of risk with the focus of privacy risk; 
The Acceptance of Change Scale (ACS) was adapted to examine the tendency of 
individuals to accept or move toward change (Di Fabio and Gori, 2016). To measure 
consumer cognitive learning ability, three measuring items of the Need for 
Cognition Scale (NCS) and three measuring items of the Cognitive Load 
Questionnaire (CLQ) were adapted for this research. As for affective learning 
ability, this research adapted from the research from McCroskey (1994) and Mottet 
and Richmond (1998) and, nonetheless, modified the wordings to keep a 
consistency with other statements in a service robotic context. 

Findings 
We show that the relationship between utilitarian motivation and intention of 
acceptance of service robots is mediated by the degree of performance expectancy, 
and has no direct relationship with effort expectancy. A similar relationship was 
found for technology readiness and perceived risk. For both antecedents, the 
relationship with intention of acceptance is also mediated by performance 
expectancy. We also found a direct relationship between perceived risk and 
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intention of acceptance. The implication of these findings suggests that 
understanding the expectations consumers have of these robots to perform different 
tasks is central to the intention to adopt service robot technologies. Furthermore, in 
terms of the moderating role of learning abilities, our findings suggest that there is 
a significantly negative moderation effect of cognitive learning ability on the 
relationship between utilitarian motivation and performance expectancy. In other 
words, for those consumers who have lower cognitive learning ability, utilitarian 
motivation positively affects their performance expectancy more than those with 
higher cognitive learning ability. Furthermore, affective learning ability has a 
positive moderation effect on the relationship between technology readiness and 
performance expectancy. Therefore, for those consumers who have higher affective 
learning ability, technology readiness positively affects their performance 
expectancy more than those with lower affective learning ability. Due to the crucial 
role that performance expectancy has as a mediator in the adoption of service robots, 
tailoring the features that allow service robots to perform tasks based on the learning 
ability of the user can facilitate further the intentions to adopt them.
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Abstract 
In this paper, we report on a digital cultural probe study as a method for testing 
sensitivity to contextual integrity and situated privacy in relation to location-data 
sharing through digital media. In recent years, (geo)location has emerged as a focal 
point for discourse and debate about privacy and trust. As smartphone penetration 
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approaches saturation point in the Global North, an app and data economy built on 
and monetizing the locative affordances of mobile media has emerged. This rise of 
ubiquitous geolocation has led researchers to identify location as a uniquely 
sensitive datapoint and to frame geoprivacy as an emergent form of situated—and 
highly situational—privacy requiring critical attention (Leszczynski, 2017; Keßler 
& McKenzie, 2018; Martin & Nissenbaum, 2020). Alongside this, a strand of 
research has also addressed geolocation’s role as a “technology of trust” (Withers, 
2018; Leszczynski & Mitchell 2019) that assembles particular affects of trust to 
incentivise ongoing engagement with and through digital media. 

These intersecting concerns about geolocation, privacy, and trust can be 
seen in the ways that smartphone manufacturers and providers of mobile operating 
systems have progressively improved end-user location privacy controls year on 
year. On any major mobile operating system, location-sharing requires user 
consent; however, the scale and complexity of data being used and shared among 
differing parties means that is more challenging than ever for end-users to fully 
understand the privacy risks, benefits, and implications involved in sharing their 
location with and through their device. As a result, as research has shown, many 
smartphone users default to giving consent when they receive notifications asking 
to allow or disallow location sharing, with the conveniences of sharing location 
data often overriding the perceived risks (Atteneder & Collini-Nocker, 2018; 
Riedlinger, Chapman, & Mitchell, 2019; Dobson & Herbert, 2021).  

Complicating this further is the fact that privacy—and particularly 
geoprivacy—is highly situational, and user concerns about sharing location may 
change depending on what is shared, why it is being shared, who it is being sharing 
with, how it is being shared, and, importantly where and when it is being shared. 
Moreover, whether we feel our privacy has been protected or violated often 
depends on our roles, relationships, power structures, norms, and internal values 
(including the goal and purpose of geo-locative data). Building on contextual 
integrity and privacy regulation theories (Langheinrich, 2001; Nissenbaum, 2004), 
we understand the concerns people have when they encounter these location-
sharing decision points and privacy paradoxes can vary from person to person and 
even from scenario to scenario. 

To respond to the privacy challenges outlined above, and to explore the 
situated and situational nature of geoprivacy and trust in geolocation, we conducted 
a study to understand how people interpret location-based data privacy in different 
situations and contexts. Aiming to explore how different situations, locations and 
contexts influence the way people intellectually and emotionally respond to privacy 
decisions, we adopted a cultural probe research method to explore geoprivacy 
(location-based privacy) and trust in situ. Our goal was to gain an in-depth 
understanding of situated privacy needs in order to inform the broader discussion 
of designing for data privacy. 

The cultural probes approach is a prominent research method in the field of 
Human-Computer Interaction and Interaction Design. Cultural probes were 
initially developed by Gaver et al (1999) as a design-oriented method to acquire 
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glimpses of people’s lives. Gaver et al’s (1999) original probe package consists of 
maps, postcards, a disposable camera and other materials to encourage critical 
reflection. More recently, studies have used the term “technology probe” to 
describe cultural probes that incorporate “simple, flexible, [and] adaptable” 
technologies (Hutchinson et al., 2003) as a design inspiration or as prototypes to 
allow people to envision how these new technologies may be integrated in their 
life. Relevant to this study, Boucher et al. (2019) developed ProbeTools, which 
integrate digital components into the original concept of cultural probes. 
ProbeTools were designed to offer configurable and “unconventional” digital 
devices that would enable study participants to engage independently with the 
research inquiry in their everyday life in creative and playful ways.  

The cultural probes approach values play and exploration as ways to engage 
with research participants (Gaver et al., 2004) and emphasises tangibility through 
physical engagement with digital and/or analogue artefacts. Privacy research has 
also engaged to some extent with these concepts of playfulness and tangibility. In 
privacy studies, the concept of playfulness has been used to carry out privacy 
training (Dincelli & Chengalur-Smith, 2020) or to influence participants’ privacy 
decision-making (Shklovski & Grönvall, 2020; Shklovski et al., 2014). Where 
privacy studies has incorporated or focused on tangibility, the tangible technology 
employed has tended to take the form of a physical interface to manage privacy 
settings (see, e.g., Ahmad et al., 2020; Jedrzejczyk et al., 2010; Mehta, 2019; Mehta 
et al., 2021). 

In our study, we developed a self-contained digital cultural probe that 
closely aligns with the ProbeTools concept. We named our probe TamaGeochi 
(pictured below in fig. 1), referencing the “digital pet” toy Tamagotchi to highlight 
the probe’s physical and playful qualities and incorporating the term “geo” to 
highlight its focus on location. TamaGeochi’s personality was designed to be naïve, 
curious, and childlike. The device prompted provocative questions about location-
based privacy and encouraged participants to reflect on their situated response to 
privacy by eliciting photos, drawings, and written reflections alongside location 
data sharing (see fig. 2). 

In our paper, we introduce the design elements and research implementation 
of the TamaGeochi probe and report on the findings from our study, particularly 
the ways in which TamaGeochi increased awareness of—and self-reflection in 
relation to—the meaning of location, location tracking technologies, and individual 
in-situ privacy concerns. We also discuss how trust figured in our participants’ 
responses, highlighting their often contradictory and mercurial feelings about 
experiences of sharing and tracking in the geodata economy. Finally, we offer 
insights from a follow up co-design workshop in which our participants were 
invited to imagine the future of geoprivacy and trustworthy design. 

42



Figure 1 

Figure 2 
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Extended abstract 
This paper reports on the motives, design, and implementation of a permissioned 
peer-to-peer platform for the authorized transmission of sensitive data between 
organizations of an economic sector, agriculture in Switzerland. The period under 
consideration spanned five years between 2015 and 2019. 

Context of emergence 

The peer-to-peer platform emerged indirectly because of an apparent need for 
greater efficiency in data management. After years of digitization of agricultural 
policies and of market adaptations, farmers were said to be burdened with data-
related administrative tasks (Droz, 2014). They were supplying information to 
numerous organizations, both public and private, which in return provided 
subsidies, premiums, or other services related to the farm’s needs or production 
modes. Each organization digitized and recorded sensitive information in its 
database, with redundancies and inconsistencies among these independent systems. 
Farmers’ data was nevertheless controlled for accuracy by some organizations, 
which carried the risk of penalties, and farmers were under increasing pressure to 
make this sprawling system work. In 2015, a group of private actors floated the 
idea that efficiency would be improved if all of the sector’s data were centralized 
in one unique database (that the same group would operate). Other parties, such as 
public administrations or producers’ organizations, would be allowed to 
interoperate with the central database using application programming interfaces 
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(APIs). For reasons that are documented elsewhere, the proposal prompted a wave 
of protest and led to the launch of a counter-project for an alternate approach to 
data management (Stiefel, 2022). The project developed a peer-to-peer platform for 
organizations and farmers to solve the dilemma between data distribution and 
centralization, which is the subject of this paper. 

The present work is the result of a collaboration between the platform’s architect 
(a computer scientist) who led the project and was its chief strategist, and the 
ethnographer (a social scientist from the STS field) who followed its developments. 
The first author worked for a consortium of professional organizations that 
represented over 50% of Swiss farmers. The second author went behind the scenes 
of the project and in parallel conducted interviews with organizations and farmers 
to explore concerns related to the issues of data and data sharing. 

Data 

Switzerland is a small landlocked country in Western Europe. Apart from marginal 
forestry and fishery activities, agriculture is the only primary sector in the country, 
with some 53’000 farms, generally small family businesses. Many other actors 
make up the value chain uphill and downhill of production itself, and numerous 
organizations, public, para-public or private, structure the sector, from the import 
of machinery and fertilizers, down to the processing and distribution of food 
staples, flanked by professional defense, production control, and regulation. All 
these actors use digital systems and data to support their activities. 

Farmers use digital systems in production and for management. Systems are 
developed by the agroindustry and/or software providers. On-farm systems use data 
to deliver functionality. Sources of data can be machines, sensors, or robots, or 
remote systems e.g., weather stations. The farmer him/herself supplies data, e.g., 
dates and places of sowing, types of crop or animal treatment, or quantities of 
produce and income, or costs, etc., used for resource planning. Data for production 
or management is often stored remotely, in databases operated by independent (and 
competing) service providers. These systems also compute, produce, and 
accumulate data. Production data can be sensitive for the service provider, because 
it is used to improve the system and has indirect market value. It is also sensitive 
for the farmer, as it describes modes of production that can be contracted or strictly 
regulated. Management data is sensitive because it is related to quality and quantity 
of production, as well as to financial, legal, or fiscal aspects, which, if disclosed, 
could jeopardize the farmer’s position relatively to commercial partners, public 
regulators, and/or their respective control organizations. The evolution of digital 
technology as a service has brought advantages to farmers as it sometimes 
simplifies management, and enhances the quality and availability of information. 
It has also largely benefited database operators by giving them free and 
unrestrained access to huge amounts of valuable data. 
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Another type of digital systems that use data from farms are information systems 
of organizations that interact with farmers both collectively and individually: public 
administrations supervise the implementation of legislation, notably for subsidies, 
statistics, and policy-making; producers’ organizations define requirements for 
labels (e.g., organic, integrated, traditional, etc.) and quotas, which, if respected by 
the farmer, bring a premium on the market; professional organizations compute 
statistics to define their policies and political lobbying strategies; etc. All of these 
organizations need data from the farmers who are compelled to supply the data if 
they want to have a shot at the promised benefit. This data is even more sensitive 
than the production & management type, because on one side, it is specific to 
individual farms, but on the other it is collective, homogeneous, and often has a 
wider coverage than service providers can collect from their market share. Database 
operators (private or public) will have a precise view of a question, both general 
and specific to each farm. 

To summarize: digital representations of sensitive information on farms are 
maintained in dispersed databases operated by independent service providers and 
organizations in the sector (data users). And farmers (data owners) want -in fact, 
need- to keep control of which actors have access to what data. On the other hand, 
their livelihood requires from farmers to supply large amounts of data to many 
organizations, including data that is not sensitive (or that can even be public, such 
as addresses), that is useful in different ways to different actors, and that is partially 
redundant and sometimes inconsistent. 

Over time, managing the data that a farmer supplies to his/her numerous 
different “partners” became a problem of its own, and a burden. The problem was 
more often seen by farmers as the uncontrolled gluttony for their data of all sorts 
of benevolent organizations. But “data-sharing” between organizations1 then 
suddenly popped up as the “solution” to the farmer’s problem. The prospect of 
seeing some powerful actor forging the ability to compare data from his/her farm, 
compiled from different sources and providing answers to different questions, with 
all the other farms, became a farmer’s digital nightmare. 

Designed as a counter-measure to that yet unchecked perspective, authorized 
transmission between organizations vs. centralization by one privileged operator 
was a radically different approach to the problem of data management in the sector. 

How farmers and organizations actually perceived the situation 

This article is the result of a multidisciplinary collaboration between its two 
authors. In January 2018, the PhD student had just started her thesis and was 
interested in tracking the dynamics of digitization in the Swiss agricultural sector. 
She had attended a public presentation of the peer-to-peer platform by the architect 

1 A notion that goes well beyond the simplistic view of interoperating databases (Hummel, et al., 2018).
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and introduced herself, asking him to ethnographically follow its developments. At 
their second meeting in May 2018, the terms of their collaboration were set. 

The ethnographer would be able to go behind the scenes of the project, and to 
follow and document all its developments. In return for full access, she would 
provide the architect with regular feedback on her observations, according to the 
rules of her discipline and her progressive understanding of digitization, via 
anonymized reports of her interviews. In addition to the practice of his own 
discipline and professional experience, the architect would benefit from this 
informed perspective to drive the project within its socio-technical environment. 

The ethnographer conducted her interviews between January 2018 and 
September 2019 with some 40 actors in the Swiss agricultural sector, farmers (5), 
but especially representatives of agricultural organizations: agents of public 
administration (11) and professional defense (2), representatives of control bodies 
(6), certification bodies (2), professional associations and companies in the animal 
and dairy sectors (6), IT service providers for agriculture (4), and system operators 
of these same organizations (7) (in parallel, the architect held project and 
information meetings with over 50 representatives of public and private 
organizations, farmers and researchers, covering in particular the Eastern part of 
Switzerland2, which he also reported back to the ethnographer). 

Her interviews documented a range of concerns and risks perceived by farmers 
(data-owners) and agricultural organizations (data users) regarding the data 
centralization project that proposed to collect all data in a single database and, on 
this basis, to develop smart-farming services (decision support modules). Among 
its shareholders were the largest agricultural cooperative in Switzerland, both the 
farmers’ main supplier and a major buyer of their products, a European software 
development company, linked to the cooperative by a German machinery 
manufacturer, and two important publicly owned, resp. supported, organizations. 

For data-owners, the fact that the project was backed by such a conglomerate of 
powerful private players was a source of concern. The centralized database 
promised to provide its shareholders with full visibility into what was happening 
on all farms, and on a daily basis. Combined with its decision-support tools, the 
database would allow them - the cooperative and its foreign partners - to drive the 
demand for inputs and the supply of agricultural products, and to influence market 
and supply prices. The risk of “vertical integration” was great for farmers, who 
would meanwhile retain the burdens of dept and production risks (such as losses 
due to weather or disease). Moreover, they would have to pay for access to 
“services” developed on the basis of their data, the quality of which they would be 
held liable by contract, while all the profits would go to the database owners. 

In addition, it was unclear how data would flow between partners associated 
with the centralized database. Without control over the flow of their data, farmers 

2 German-speaking, in contrast with the French-speaking Western part (origin of both authors) and with the
Italian-speaking Southern part (marginally covered, with approx. 4% of the Swiss population and 2% of farms). 
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were at risk. If data inadvertently reached a government agency, indicating high 
nitrogen levels in one field that were compensated in another (which can happen 
every day on any farm), the farmer could lose subsidies. If data from a government 
inspection showing a health problem in an animal was inadvertently passed on to a 
dealer, the farmer, and even neighbors, could be sidelined for fear that disease 
might spread from the shipment to the slaughterhouse (what actually did happen to 
an entire village because of a single sick animal). 

Finally, the push for smart-farming was problematic for farmers, who saw it 
primarily as a debt driver. Smart-farming was expensive and of little interest for 
Switzerland because of its lack of applicability in its mountainous, small scale and 
tradition-oriented agricultural model. Smart-farming favored industrial methods for 
export crops and intensive livestock that were incompatible with the quality-driven, 
environmental, and legal frameworks of Swiss farming. 

For data-users, i.e., the Swiss agricultural sector organizations, centralization 
also posed problems. If farmers were to enter their data into a single database, the 
organizations would have to “log in” to the database to access the data they needed 
(previously supplied directly by farmers). Farmers’ data is of great importance to 
the organizations. Public administrations provide subsidies to farmers, compile 
statistics for the evaluation and development of agricultural policy, and control 
epizootics on the basis of data provided by farmers. Private organizations base their 
services on farmers’ data, some of which are supported by the regulator, such as 
improving the genetic profile of animal breeds to ensure their resistance to 
pathogens. But there were no guarantees that they would actually be allowed to 
access the data in the centralized database, in contents and formats, and at times 
necessary to carry out their duties, nor was there any indication of the price to be 
paid. Centralization promised to jeopardize the autonomous management of the 
organizations’ activities, to the point of threatening their very existence. 

The project also foresaw to store all farmers’ data in a cloud in Germany, under 
the control of the European software company partner. This posed a problem of 
data sovereignty, which was unacceptable to public administrations. It also posed 
problems as to how to resolve conflicts between farmers and organizations arising 
from data management, with data residing in the legal realm of a foreign authority. 

The promoters promised that organizations could propose functional modules 
connected to the central database. But it was not clear to these organizations if this 
openness would be observed in reality beyond the rhetoric. The shareholders could 
very well act single-handedly, as long as they controlled the APIs. More 
fundamentally, this single, centralized database would introduce a distortion of 
competition. Faced with powerful foreign shareholders, who would concentrate all 
the farmers’ data, smaller Swiss organizations wouldn’t stand a chance to compete, 
which would sound their death knell. 
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Finally, private actors (device and machine manufacturers, service and software 
providers, etc.) who were not in the consortium and not part of the discussion 
simply waited for the storm to pass. 

How the peer-to-peer platform worked 

In Switzerland, each organization is legally and technically independent, and is 
liable towards the owners of sensitive data it manages on the base of some contract 
(explicit, or implicit as in the case of public administrations representing the 
regulator). In particular, data can be accessed online by a farmer only if the latter 
has been identified and authenticated by the database operator. 

If data owned by a farmer were to be transmitted from one database to another, 
this would have to be with that farmer’s authorization. Authorizations could be set 
and revoked at any time (by farmers using a mobile application) and were specific 
to i) one farmer, ii) one pair (sender-receiver) of database operators, and iii) one 
datatype. As long as an authorization was valid, the (willing) sender could send the 
famer’s data of that type to the (requesting) receiver (using a three-step 
asynchronous protocol). Authorizations and transmissions were traced so that they 
could be recovered in case of suspected misconduct (a process that would be 
supervised by an auditing authority or a judge). Each peer (data user) operated its 
IT infrastructure under its own legal responsibility, including the platform’s 
component, called node, that was its access-point to other peers, and the place 
where its transmissions were traced. For each sender-receiver pair, the datatypes 
that could be transmitted, for what purpose and under what conditions, were 
published on the platform by the operators. How authorizations were managed and 
how transmission was implemented in each node was transparent and certified (the 
platform was an open standard). However, what data was actually transmitted, with 
what values and when, was known only to the three parties involved: the owner, 
the sender, and the receiver, and transmission was direct between the latter two. 

Design rationale and constraints 

As mentioned above, the identity of the owner must be determined whenever the 
data is required for an operation, and access to the data by programs must be 
controlled. The organizations that operate the database and application servers that 
run the programs to provide a service to the owner are de facto users of the data. 
These systems are specific to each application domain (cereals, livestock, milk, 
etc.), and often to the organization itself. They have evolved over long periods of 
time and are heteroclite and heterogeneous assemblages of technologies. Low-level 
interactions between the legacy components and the solution would be specific. To 
simply distribute a software package that would be installed within their legacy 
infrastructure to implement authorized data transmission between organizations 
was not a technical option. The solution also needed to be isolated from that 
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infrastructure, so that a peer could disconnect from the platform without any other 
loss of functionality other than data transmission to others. A detailed description 
of how this was envisioned in general was fundamental to making an infrastructure 
acceptable to its future users (be they data owners or data users). This was provided 
by choosing the standard components (middleware, interface framework, and 
general-purpose functions) of the platform from free open-source, widely 
respected, software projects. 

However, it was hardly enough to convince operators to adopt the system, and 
less even, to share their data with other organizations. A set of principles was 
established and communicated to the organizations, and then strictly implemented 
by the project (without any compromise or trade-off, for any reason). This covered 
the part of the development specific to authorized data-transmission. It was also to 
be freely distributed as open-source. The platform was fully distributed: it had no 
central component and all roles were completely symmetrical (what a peer could, 
every peer could, with the same constraints). Distribution of the platform ensured 
freedom of association, equal treatment, and symmetry among peers (Stiefel, 
Sandoz, 2022). Being neutral with respect to power relations between peers, the 
platform could enhance trust between operators. Functionally, the design was 
limited to the transmission of data between users (in the above sense), when and 
only when the data owner authorized it. Data was sent and received, and stored and 
accessed, only by the peers that used the given data, under separate and mutually 
unknown contractual conditions they had established with the data owner. 
Transmission, if authorized, was bilateral and direct between peers. Traces required 
for a peer to positively prove correct behaviour were always left locally and under 
the control of that peer only. Control data could not be forged (without the collusion 
of a qualified majority of peers). It could only be removed from a node by its peer, 
because of the latter’s full local control. Consequently, there could be no proof of 
misconduct, only an absence of proof of correct behaviour, that could then lead to 
the suspicion of a rule violation. These considerations follow the technical line of 
what is possible or not in a distributed system under the principles stated above. It 
is not the purpose of this extended abstract to go into the details (nor e.g., to argue 
why data transmission was not realized using blockchain technology3), but only to 
mention that the system design was keen on meeting its principles. 

However, this still did not seem sufficient: legal requirements (collective 
contracts, node certification, general public licensing of the platform) were added 
to bring operators to adopt a model of action acceptable to the community of 
farmers (and among the organizations themselves). 

3 In particular, blockchain technology orders state changes using a decentralized computation that can delay
certain operations in order to achieve consensus, thus potentially threatening participants’ control over local 
operations; whereas in our case, neither consensus, nor ordering among all peers, was required globally to 
establish a farmer’s authorization and to achieve bilateral data transmission among the peers involved. Only 
the full control of all three participants over any part of these operations was necessary. 
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Technically, the project faced two problems: 1) asynchrony in distributed 
systems (which is usually overcome by using the master-slave paradigm underlying 
internet protocols based on APIs); and 2) matching the different meanings 
attributed to information by a sender, a receiver, and a farmer using digital data 
(which is usually overcome by imposing data standards and formats between 
operators, without asking the data owner's opinion). The first problem was solved 
based on the properties of communication in distributed systems, which were 
established at the time of the architect’s PhD thesis, early in the 1990s. The latter 
was trickier because, on one side, farmers (as well as most employees in 
organizations) are not familiar with the concept of digital data, and, on the other, 
most IT technicians have no idea of the gap between digital data and the 
information it is meant to represent. A mechanism called segmentation was 
designed and implemented in the project, and used to bridge the gaps in time and 
meaning that existed between organizations that would exchange data over the 
platform. The same mechanism underlay the touch-screen graphical management-
app for authorizations used by the farmer. Since organizations would know how to 
link information they managed for farmers to digital data by using segmentation, it 
was foreseen that the partners that farmers trusted (i.e., the professional 
organizations from which they were willing to have their data sent to others) would 
help them manage their authorizations by providing guidelines and templates. 

The technologies and technical mechanisms used to implement a platform with 
these characteristics must either be broadly available or represent a small set of 
specific features that will be made freely available (Sandoz, 2020). To integrate the 
platform, operators’ legacy production infrastructures could not be modified, but 
only extended in cheap and standardized, yet secure, ways, without affecting the 
mission or function of these systems. The platform architecture, node 
implementation, and connection of legacy systems to nodes, were based on the 
Kubernetes (K8s) microservice architecture, respectively the gRPC interface 
framework and the Hyperledger Fabric distributed ledger. The latter two 
technologies were available at the time of the project on top of K8s and all three 
were freely available in OS code. Mastering these technologies was at that time a 
big effort for any IT operation, especially those of organizations active in 
agriculture. Connecting a legacy system to its node through gRPC could also be 
challenging, depending on the legacy system. The project proposed to lease 
certified nodes to organizations as long as would be required, and to help them 
connect their legacy infrastructure to their node. The collective effort invested in 
the platform would bring the investment by individual organizations to build and 
configure their node down to a couple of man-months. At least one operator 
(operating the public database of five cantons) proceeded to migrate completely to 
K8s during the course of the project and was still happy with the move in March 
2021. The platform and its technical architecture were also openly described as a 
modern initiative by an operator who managed the databases of four other cantons. 
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With this approach, the cost of the platform for any peer was very low, compared 
to what would have been required to build and maintain APIs to an alternate central 
database for all agricultural data. And additionally, the risks remained under each 
organization’s control. 

Conclusions 

The platform was designed to address the concerns of data owners and of data users, 
and to support mutual trust with its socio-technical architecture (Mazzella, 2016). 
Farmers demand privacy from the organizations that manage their data. They trust 
them more or less willingly to provide services in accordance with the information 
they supply about their farms. They don’t necessarily trust those organizations to 
use their data properly, transparently, and solely for their customers’ benefit. An 
architecture that relies on transparency in how data is collected and used by 
operators could enhance trust. In a framework with clearly defined rules, control 
mechanisms and sanctions, and that the user community itself can steer according 
to changing conditions and needs, possibly under the guidance of external 
authorities (Hess and Ostrom, 2007), farmers might better accept, and push for, data 
sharing. Data management might then become more efficient. 

The peer-to-peer platform was designed and developed with this in mind. 
Initiated in early 2018, it went into production in mid-2019 as a first productive 
prototype with five peer-demonstrators. 
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Abstract 
Today, almost all (if not all) societal activities, especially in the health field, involve 
the collection and processing of large amounts of data. Technological 
advancement, with an emphasis on the exponential increase of eHealth apps, 
implies that the data collected in this field will quickly become very extensive, up-
to-date and timely. However, some major ethical and technical challenges arise 
when using big data to support health predictions, such as data protection and 
privacy, safe storage and analysis, scalability, potential security breaches and the 
capability to protect citizens rights, among others. 

These concerns are already widely perceived by the European policy makers and 
are being addressed in communications, regulations and initiatives of several 
Member States, as well as EU projects, such as CA19121 – GoodBrother [1].  

Being a fairly new area with many open questions, data sharing is a subject that 
is far from being discussed by the common citizen and a clear elicitation of its 
potential benefits will be key to active engagement. Besides an increase in trust, 
clear explanations on how and what data is collected, namely in video and audio-
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based applications, how can data sharing work in practice, what direct benefits can 
be achieved by the individual and by society and what are the low hanging fruits 
that can be collected are essential for the involvement of citizens in the data sharing 
movement. 

Background 
Europe has already passed the point where healthcare and social care systems are 
able to respond to all upcoming needs and inequalities related to access to 
healthcare in a traditional way. Thus, these issues need to be addressed through a 
coordinated approach that builds on the use of new technologies and health data for 
diagnosis, treatment and care. The outbreak of COVID-19 made the need for health 
and health-related data much more visible [2] and raised discussions about data 
sharing schemes, citizens’ control over their data and potential data governance 
models, mainly due to the tension between public health interest vs citizens privacy 
and security of data [3], [4].  

To guarantee sustainability of the healthcare systems it is necessary to invest in 
prevention and predict the upcoming challenges with enough time to address them 
with the minimum resources [5]. This is in line with the United Nations Sustainable 
Development Goals [6], as well as the whole-of-society and whole-of-government 
approaches. However, this raises additional challenges such as the eSkills of 
healthcare professionals, digital health literacy of the population and the need for 
capacity building of local, regional and national authorities. 

Research must invest in predictive analytics - determining the biggest at-risk 
factors by analysing the factors taken from different sources over the course of 
people’s lives, thus preventing health problems from developing. This predictive 
research is now quite fallible due to the small samples of data available that are 
used to extrapolate results. Big data is often discussed in the context of improving 
medical care, but it could have an even more relevant role in preventing disease, by 
increasing the effectiveness of interventions to help people achieve healthier 
behaviours in healthier environments [7]. 

However, some very relevant challenges arise when using big data to support 
health predictions. Especially, when considering audio and video-based Ambient 
Assisted Living (AAL) products and services, ethical and technical concerns are 
extensive and require improved methods and larger discussion [8, 9]. 

Data protection and privacy still entail further developments and high 
investment in order to positively impact trust and citizen reliability on digital 
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services and tools. Data protection becomes more challenging to ensure as 
information is multiplied and shared around the world through multiple 
technological devices. Information regarding individual’s health, location, online 
activity, among so many others, raises reasonable concerns about profiling, 
discrimination, exclusion and loss of control.  

Also, safe storage and analysis, scalability, potential security breaches, the 
capability to protect citizens rights, prevent cyberattacks and misuse, are all very 
important issues that still need further developments. 

These concerns are already widely perceived by the European policy makers and 
are being addressed in communications, regulations and initiatives of several 
Member States [10, 11]. 

A practical example of how to address these societal and ethical challenges in 
the development of video or audio-based AAL services is the use of ethical 
dialogue iterations with the relevant stakeholders, leading to an interactive process 
of co-creation throughout the development and deployment of the product [12]. 
The ethical dialogue starts with a contextual explanation of how the product or 
service work, (e.g. surveillance by sensors, cameras, storage of personal 
information etc.), followed by an open discussion on the perspectives of the 
participants involved regarding the effects of the technology, the specific aspects 
of implementation and what should be changed, adapted or improved based on 
stakeholders’ feedback. The participation of the quadruple-helix of stakeholders in 
this dialogue process includes end-users, caregivers, health professionals, payers, 
policy makers and any others that may be relevant to the product or service at stake. 
Most user engagement methods foresee involving only the end user, but not the 
whole range of stakeholders that are somehow of relevance. However, the whole 
value-chain is essential to ensure that products and services are answering user 
needs and also adjusted to professionals demands, reimbursement models and fit to 
the different national markets This interactive and iterative discussion between 
different actors brings several more challenges (and potential solutions) to the table, 
thus enriching the potential results and market feasibility for the future. 

This method is already being used by the AAL Association in a batch of pilots 
within their approved projects for funding for the last two years and the assessment 
is so far very positive. 
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Towards a citizen empowerment approach 
Besides the support and boost of European industry competitiveness, it is a priority 
for Europe that citizens and patients have the right to and should be empowered to 
determine when and how their health data can be shared, by having secure and 
authorised access to it and being able to securely provide these to authorised parties. 
By enabling this, it becomes possible to reengineer today’s practices on citizen 
consent in a fully informed way and specific to the context of sharing, even in the 
most challenging situations such as for re-using data for research purposes.   

For example, the Data Governance Act [11] brings forward the concept of Data 
Altruism as “data that is made available without reward for purely non-commercial 
usage that benefits communities or society at large, such as the use of mobility data 
to improve local transport” which underlies a strong and beneficial societal 
purpose. However, when being implemented, it should not be a legal expedient to 
justify accessing all data sources potentially needed for research, without the need 
for citizen consent. This would again break the trust chain with the citizens. For 
purposeful and large-scale data sharing Europe needs an educational pathway that 
is long-term and implies a cultural shift and an empowerment perspective in terms 
of literacy, citizenship and democratic participation. Even if shorter-term solutions 
are needed to enable data sharing, data altruism should be a holistic and beautiful 
vision of a committed society and not only a legal opportunity or an ethical 
obligation to share data. 

For citizens’ and patients’ full empowerment however, it is important to rethink 
the way health data is captured, stored and organized, especially when concerning 
video and audio-based AAL tools. It needs to become easily discoverable, 
consistent across several health information providers and over time, shared across 
communities securely and lawfully through systems and apps that support 
interoperability.  

But mostly, it also needs to ensure users that their intimacy and private life are 
not disclosed. There is the fear that some data platforms, especially those marketed 
directly to citizens, may poorly protect against cyber security risks as well as risks 
of privacy breaches, due to lack of supervision. To overcome these barriers, efforts 
must be strengthened and escalated in all areas of interoperability, data quality, 
clinical and co-operative governance. 

In this context of citizen-controlled data governance, it is essential to further 
understand and experiment with digital empowerment models that are in use in 
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Europe and beyond, framed to examine innovative and ground-breaking initiatives 
that may be benchmarked and adopted to overcome the challenges. 

Being a fresh new area, data sharing is indeed a subject that is far from being 
discussed and comprehended by the common citizen. However, this knowledge, 
understanding of the process and a clear elicitation of the potential benefits 
connected to data sharing will be key to active engagement and the use of digital 
applications for health. 

Side by side with the need for more trust in the process, public campaigns and 
clear explanations of how data sharing can work, what direct benefits can be 
achieved by the individual and by society and what are the low hanging fruits that 
can be collected – e.g., privileged access to research results – will be essential for 
the involvement of citizens in the data sharing movement, as future works to be 
developed. 
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Background 
The rapid development of the social, economic, and business models of the 
“sharing economy” [2] enables the effective and efficient coordination, acquisition, 
distribution, and sharing of many kinds of different resources. Beyond well-known 
services such as Airbnb and Uber, an increasing number of sharing initiatives have 
established online platforms and services to facilitate access to shared resources 
(e.g., tools, food surplus, spaces) within their local communities. With the 
automation and complexity of digital tools and platforms, and the specific 
challenges of online sharing communities [6], trust within supporting technologies 
become increasingly critical for successful use and adoption [4,13]. 

Trust is the basis for many human interactions and relationships. Furthermore, 
the concept can be transferred to institutions, organizations, and technologies [1,3]. 
Today, trust in technologies is especially important as it is a prerequisite for 
successful technology adoption [8,11]. The importance of trust in technologies has 
been examined by scholars in different settings such as virtual communities [16], 
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e-commerce systems [9,18], online exchange communities [12], and other
contemporary digital services and platforms that facilitate economic interactions
among peers [3]. Interactive systems can have two different roles in trust
relationships [18]. The first is the mediator role, in which a system mediates an
interaction between humans. For this role, interpersonal trust should be established.
The second is the trustee role, in which a system is the agency a human interacts
with and, thus, needs to be trusted. For this role, systems trust should be established.

In most cases, today’s digital solutions are ‘black boxes’ [17] for users. 
Explaining how a digital solution is developed and how its algorithms function does 
not necessarily lead to more trust [17]. Therefore, new approaches are needed to 
engender trust and to design trustworthy digital solutions in which algorithms play 
a more active role than before. For example, trust-supporting design elements 
[15,21], which are platform features that establish end-user trust, can help establish 
trust in ‘faceless’ algorithms. 

In online sharing communities, designers of platforms have the challenge of 
designing for both interpersonal and systems trust to ensure effective and 
meaningful interactions among their users [10,19]. With the advent of rapid 
digitalization, the emergence of new digital solutions, and the pressure to stay 
competitive, service providers further develop online platforms and introduce new 
features and mechanisms, which may distort previously established trust in 
systems.  

In our empirical study, we aim to unpack elements of interpersonal and systems 
trust in the case of a local online sharing community which recently introduced a 
new semi-automated mechanism for resource exchange.  

Case Study 
We are conducting a study in collaboration with two companies in Switzerland: a 
Zurich-based two-sided online marketplace [12] for household goods, Sharely1, 
and the Swiss Federal Railways (SBB). Sharely aims to increase sharing and use of 
underutilized personal items (e.g., a drill, a bike pump, sports equipment), by 
advocating conscientious and sustainable resource consumptions practices (e.g., 
“better to share than to buy”). Community members can post information about the 
items they want to lend on Sharely’s website or mobile app. These items can be 
borrowed for a small fee from a lender for a fixed period of time. Sharely takes a 
percentage of each transaction on their platform. The pick-up and return of the 
items are decided by the lender and borrower and usually happen face-to-face.  

Recently, Sharely added a new service that offers members an option for indirect 
resource exchange (e.g., [14]), i.e., where pick-up and return do not happen through 
face-to-face interaction. In a partnership with SBB, Sharely enables renting 

1 https://www.sharely.ch/
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popularly exchanged items using SBB SMART BOXES2, newly repurposed luggage 
lockers at train stations. The SMART BOXES are Internet-enabled lockers that can be 
opened and closed via a mobile app. In this context, Sharely provides a small set of 
its most popular items (e.g., a drill, a jigsaw, a drone), which users can borrow via 
the SMART BOXES in a semi-automated manner in one pilot site station in Zurich. 

The new sharing system introduced by Sharely and SBB faces some trust-related 
challenges in both interpersonal and systems trust [4]. Therefore, we formulated 
two research questions for our study:  

(1) What are the current conceptualizations of interpersonal and systems trust in
the Sharely community?

(2) How can they be shaped by the introduction of an impersonal exchange
through the SBB SMART BOX?

Prior research indicates that face-to-face exchanges are critical for establishing 
trust in local resource-sharing communities [7]. In this new setting, interpersonal 
trust within the community could be hard to maintain. In the case of broad 
deployment of this new exchange option and its integration into peer-to-peer 
sharing arrangements, both the lender and the borrower miss out on the opportunity 
to meet face-to-face as the trust is placed in a system rather than in other members 
[12].  

When it comes to systems trust, successfully mediating trust from Sharely’s 
website and service in this new sharing arrangement may pose another challenge 
to trust accrual and maintenance in the community and their supporting 
technologies. More specifically, it is unknown how the introduction of indirect 
resource exchange shapes members’ perceptions of usability and reliability of the 
Sharely and how it affects peoples’ attitudes toward privacy and safety, which are 
constitutive properties of trust(worthiness) in computing systems [20]. 

Ultimately, we envision that studying the deployment and use of SMART BOXES 
could lead to insights into other developments in IoT automation in the sharing 
economy (e.g., the use of smart locks to grant access to shared apartments [5]). To 
date, the decision about renting out resources has generally been the prerogative of 
the resource owner, but we envision that in the near future, automated systems 
could take a more active part in helping communities identify and optimize 
available resources and easing the coordination of sharing through automated or 
semi-automated processes, bringing up a new set of characteristics to determine 
systems’ trustworthiness, such as fairness, accountability, and transparency [20]. 
Subsequently, discussing the results of our empirical study about conceptualizing 
trust in a local online sharing community and identifying trust-supporting design 
elements for future (sharing economy) platforms motivate our interest in this 
conference.  

2 https://smartcitylabbasel.ch/en/projekte/sbb-smart-box/
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Abstract 
According to a new ISACA report, the long-standing privacy skills gap is now 

posing a serious security risk, as a lack of training, poor app/service design, and 
failure to detect personal data are all contributing to an increase in data breaches 
(ISACA 2022). On the other hand, the cybersecurity skills shortage is a problem 
for both economic development and national security because it poses threats to the 
data, information technology systems, and networks that serve as the frontal bone 
of modern societies (De Zan and Di Franco 2019). This lack can be seen from two 
perspective: quantitative and qualitative. The quantitative issue is the insufficient 
supply of professionals to meet the job market's requirements, while the qualitative 
issue is the inadequacy of professional skills to meet the market's needs.  

The demand for privacy professionals is expected to rise over the next year, with 
technical privacy roles growing faster than legal/compliance roles (ISACA 2022). 
There was a 30% year-over-year increase in available privacy roles in 2021 and 
2020, with the trend expected to continue, if not accelerate, through 2022 and 
beyond (Haher et al. 2022). Furthermore, a gap between demand and trained talent 
is growing. The reasons for this shortfall are numerous and varied. At the formal 
educational level (university, college), the number of students pursuing privacy 
or/and cybersecurity as a qualification has steadily increased over the last decade 
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or so, but the number of graduates continues to fall far short of industry demand. It 
takes time to educate and train highly skilled professionals, as well as time to gain 
practical on-the-job experience. Meanwhile, investment in privacy and 
cybersecurity training has been severely hampered as budgets for non-profit and 
revenue-generating items have been cut or reduced (Naden 2021).  

A single data protection officer or other function will be incapable of 
administering, supervising, and enforcing data protection requirements manually 
without the assistance of a team or at least one assistant. To address information 
system threats and vulnerabilities, these professionals must understand the entire 
business of the organization, have extensive knowledge of information technology, 
and specific expertise in information privacy and security. They are expected to 
recognize the importance of investing in security personnel in order to develop and 
protect their entire organization. Privacy and security are gradually merging, with 
mutual interests and responsibilities. 

The benchmark survey (CISCO 2021) asked security professionals to identify 
their top three areas of responsibility. "Data privacy and governance" was chosen 
by these respondents the most frequently (32 percent), just ahead of "Assessing and 
managing risk" and "Analyzing and Responding to Threats." Data privacy has 
become a core competency for these teams, in addition to all of the usual security 
functions. Armstrong et al. (2018) propose that students (in the domain of security) 
should graduate with the following skills: 1) knowledge of and skills in identifying 
vulnerabilities and robustness of systems and applications; 2) conceptual 
familiarity with attack classes and attack stages; 3) knowledge of and skills in 
penetration testing principles and tools; and 4) knowledge of network traffic and 
network protocols. ACM provided guidelines for associate-degree cybersecurity 
programs that should encompass eight knowledge areas:  data, software, 
component, connection, system, human, organizational and societal security (ACM 
and CCECC 2020). According to ENISA a certified higher education cybersecurity 
degree should include (De Zan and Di Franco 2019): (1) enough specific credits 
dedicated to cybersecurity courses and activities; (2) a structured curriculum, which 
may include a practical/training component or specific types of examinations and 
activities such as cybersecurity competitions; (3) a high-quality teaching faculty, 
which may include industry lecturers; (4) a broader multi-/interdisciplinary focus; 
and (5) outreach activities and programs. In order to address the cybersecurity skills 
shortage, the European Cybersecurity Skills Framework aims to create a common 
understanding of the roles, competencies, skills, and knowledge used by and for 
individuals, employers, and training providers across EU Member States (ENISA 
2022). NIST Privacy Framework is proposing privacy practices that support 
privacy by design concepts and assist organizations in protecting the privacy of 
individuals (NIST 2020). 

The e-Competence Framework (e-CF) - A Common European Framework for 
ICT Professionals in All Sectors is a standard for ICT professional competence that 
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defines the minimum requirements of competence in ICT workplace (16234-1 
2016). e-CF introduces transferable skills that can be used across all ICT 
competences. Transfer skills are necessary in all ICT-related operations in the age 
of IoT, AI, and Industry 4.0. The fact that security and privacy are two of the seven 
stated transversal factors demonstrates the importance of these skills.  

Qualifications play an important role in improving employability, mobility, and 
access to higher education (C 189/15 2017). The European Qualifications 
Framework (EQF) is a common European reference framework aimed at making 
qualifications easier to read and understand across countries and systems. The 
EQF's core are its eight reference levels, which are defined in terms of learning 
outcomes, namely knowledge, skills, and autonomy-responsibility. The EQF has 
been a driving force behind the creation of comprehensive national qualification 
frameworks based on learning outcomes. All countries that have accepted on to the 
EQF presume that such national frameworks are required to make their 
qualifications comparable across sectors and countries. 35 countries had formally 
linked ('referenced') their national qualification frameworks to the EQF by 
September 2021.  

The Croatian Qualifications Framework - CROQF is building a harmonization 
mechanism supply and demand for work at the level of competencies, which is 
helping to modernize and reform the qualification system in the Republic of Croatia 
(NN 22/2013). There is currently no occupational standard in Croatia that addresses 
privacy and security competencies. According to CROQF methodology for 
developing occupational standards and sets of competencies (Ministarstvo rada i 
mirovinskog sustava obitelji i socijalne politike) we conducted structured 
interviews with 24 employees of leading IT companies in Croatia to define the 
occupational standards for information security and privacy architects. They were 
managers' and lower-level employees' representatives (operatives). Their task was 
to express which jobs are performed by the company's person in charge of 
information security and privacy. Then they had to figure out what knowledge and 
skills are needed to do the job. Each knowledge and skill were evaluated to 
determine whether it was required or optional, as well as the level of expertise 
required to complete the task. 

As result proposition of occupational standard Information security and privacy 
architect is defined which encompass following key jobs (and competences):  
• Planning of information security and privacy systems, as well as

organizational, technical, spatial, financial and human resources for
deployment and monitoring system,

• Planning and designing the organizational structure for the implementation of
the information security and privacy system in the business system,

• Conducting analysis and assessment of the current situation in terms of
information security and privacy requirements,
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• Assessing potential risks based on the identification of information assets, the
importance of data content, possible sources and forms of threats using modern
risk calculation methodologies,

• Proposing ways to deal with identified threats and measures for risk reduction,
• Development of a business system work plan in crisis conditions as well as

proposing system recovery measures,
• Conducting security and privacy vulnerability testing,
• Managing the roles and responsibilities of jobs and assigning or withdrawing

authorizations for information resources use,
• Developing policies and procedures for the design, storage, use and access of

information system backups as well as passwords usage policies and
procedures,

• Implementing categorization of software and critical software, as well
developing a protocol for dealing with categorized software support in incident
situations,

• Periodic reporting to the Management Board on the overall security and
privacy situation of business system,

• Management of software updates (on all user workstations) in order reduce
vulnerability,

• Establishing procedures for exercising individual rights related to protection
security and privacy,

• Assist in the description, presentation, and marketing of a product or service
in accordance with security and privacy requirements,

• Communicating with customers, suppliers, associates and other stakeholders
while developing information security and privacy systems as well as with the
supervisory bodies within the business system and in the environment,

• Exchanging experiences with similar business entities and professional
associations in the country and abroad in order to harmonize and implement
measures,

• Collaboration on security and privacy improvement projects, as well as
participation in the development, improvement or innovation of products or
services to meet security and privacy requirements while adhering to good
practice, legislation, codes of conduct,

• Defining indicators related to security and privacy on the basis of which
organization checks and monitors the progress of quality assurance,
particularly in the development and/or upgrading a product or service,

• Raising moral and material responsibility for omissions or non-compliance
with prescribed measures in the information security and privacy.

In addition to defining the structure of an occupational standard for Information 
security and privacy architects, we highlight variables important for identifying key 
jobs in the study. The latent class clustering analysis (LCA) is employed to account 
for heterogeneity across different groups of experts. LCA is data mining method 
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used to identify mutually exclusive latent groups (clusters) of experts considered to 
be homogeneous based on their responses to indicator variables: (i) perceptions of 
the key jobs that a worker with an occupation for which an occupational standard 
is developed are performed and (ii) necessary level of expertise for the job to be 
performed. An aim of this analysis was to identify clusters of experts with regard 
to their perceptions. We have developed numerous cluster models to identify 
optimal number of groups. The results revealed the existence of two latent clusters 
for each group of the jobs (e.g. workplace preparation, occupational jobs related to 
the workplace...), with different profiles. Experts of the same level of: (i) duties in 
organization and (ii) insights into jobs requirements, have similar perceptions. 
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Extended Abstract

In the wake of the global Covid-19 pandemic, individuals and organisations have

been subject to a growing reliance on digital media technologies and solutions

offered by these (Newlands et al., 2020). This has, above all, resulted in a

proliferation of video-conferencing technologies such as Zoom, Google Meet, and

Microsoft Teams. While these technologies have been able to mitigate some of the

pandemic effects and therefore become “the new normal” in various sectors, their

growing use has also been met with a range of privacy concerns (Newlands et al.,

2020).

Nevertheless, this transition to smart working has opened up new pathways of

inclusion as underprivileged individuals and communities have previously been

excluded from attending or presenting at events due to travel embargos or funding

constraints. In particular, international organisations working with marginalized

social groups, such as the wide spectrum of United Nations (UN) bodies and

agencies, have capitalised on these new opportunities for inclusion and

collaboration. As such, this development should provide social benefits, as

concerns have been raised around exacerbated inequalities for ethnic minorities

71



and the working class (Madianou, 2020). This includes the exclusion and even 

invisibility of the “data poor”, above all citizens in Global South countries (Milan 

& Trere, 2019). These inclusivity practices should therefore mitigate some of 

these effects.

This paper uses the case study of a UN process, here labelled “The Forum” 

[due to preliminary anonymization] based on a visiting research fellowship in 

2022. Although UN agencies and their networks have attracted considerable trust 

from its constituents (e.g. Gilbert & Behnam, 2013), the global pandemic has 

created a range of unpredicted scenarios in technology use, above all live and 

recorded video-conferencing tools. This case study illustrates some of the 

challenges that these new opportunities for inclusivity and visibility have 

incorporated (in the case study as well as across organisations).

Preliminary findings showed a growing complexity and uncertainty in giving 

visibility to marginalised, disadvantaged, or largely “invisible” communities, 

individuals, and initiatives across the globe due to new practices incorporated in 

response to the global pandemic. These practices included the automatic 

collection of participant metrics in registration processes, live streaming practices 

of partially unscripted materials, and the recording and making publicly available 

virtual sessions. While these opportunities were largely embraced by constituents 

due to the increased visibility and therefore “empowerment”, based on preexisting 

trust relationships, they also gave way to gaps in regulation and consequently 

concerns around what data may be collected as well as how it may be used. 

Questions were raised, for example, in cases where demographic data from 

vulnerable groups was collected, and opt-ins or opt-outs were not commonly 

provided options. Other concerns related to software captions instead of human 

captioning, issues that were subject (beyond ethical and inclusive 

decision-making) to human and financial resources available.

This paper reflects on these new practices in light of privacy concerns when (a) 

these technologies carry the potential to provide much-needed visibility and even 

“empowerment”, and (b) these technologies are not as robust or privacy-oriented 

as the international organisations that include them in their everyday work with 

vulnerable communities. These reflections stem from the new practices being 

considered the “new normal” and indeed necessary for increased inclusivity. In 

doing so, it considers potential implications for making organisational technology 

applications more privacy-conscious.
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Abstract 
Conversational AI (CAI) systems such as smart speakers or virtual assistants are 
widely adopted in our daily lives. While many users report privacy concerns, only 
few engage in privacy-protective strategies. This privacy paradox can leave users 
uncertain and frustrated. One explanation for the mismatch of behavior and 
attitudes could be that users’ decision-making is subject to heuristics and biases. 
Debiasing strategies can help users to make rational decisions about their privacy 
that are aligned with their values. While nudging approaches have been applied in 
privacy research, little is known about other available debiasing strategies. We 
introduce debiasing strategies known from the medical field and show their 
applicability and usefulness in CAI systems.  

* The International Audio Laboratories Erlangen are a joint institution of the Friedrich-Alexander-Universität
Erlangen-Nürnberg and Fraunhofer IIS.
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Introduction 
The privacy paradox describes the discrepancy between people's attitudes towards 
privacy and their actual behavior and has sparked controversial debates in the field 
of privacy research (Kokolakis, 2017; Solove, 2021). It has been investigated in 
contexts such as e-commerce, social networks and CAI (Barth & de Jong, 2017; 
Konrad et al., 2020; Masur, 2019; Williams et al., 2017). Behavioral economics 
and decision research have been applied to investigate how heuristics and cognitive 
biases influence privacy decision-making (Acquisti, 2009). Differences in risk and 
benefit perception and judgement can lead users to weigh benefits higher than risks 
and thus engage less in privacy-protective strategies (Barth & de Jong, 2017; 
Leschanowsky et al., 2021). Previous research in the privacy context has shown the 
applicability of nudges and soft paternalism solutions as an appealing concept to 
improve security and privacy decisions (Acquisti, 2009).  
According to Thaler & Sunstein (2008) a nudge “is any aspect of the choice 
architecture that alters people’s behavior in a predictable way without forbidding 
any options or significantly changing their economic incentives”. Nudging 
approaches have been investigated in the field of mobile apps, app development 
and social media (Almuhimedi et al., 2015; Choe et al., 2013; Lambe et al., 2016; 
Wang et al., 2013). In addition, the medical field is particularly rich with 
empirically evaluated strategies that enable practitioners to overcome cognitive 
biases and avoid diagnostic errors. Thus, we will introduce four debiasing strategies 
known from the medical field that can improve privacy decision-making and show 
their applicability to CAI.  

Debiasing Strategies 
Checklists are a common tool to reduce cognitive failures as they provide 
consistency and ensure the completeness of a task. Diagnostic checklists or 
debiasing checklists have been investigated in the medical context resulting partly 
in fewer errors (Lambe et al., 2016). Usually, such checklists state possible 
alternative diagnoses, special diagnoses that should not be missed or provide step-
by-step guidance to diagnosis (Ely et al., 2011). CAI allows the creation and 
management of checklists and recently a voice-controlled surgery checklist for 
anesthesiologists which ensures that critical safety steps are carried out has been 
developed (Voice Controlled Checklist App | Softengi.Com). A privacy-related 
checklist could be used to check user-specific privacy requirements before 
installing a new application (see Figure 1 for an example interaction). Such 
checklists can include items on privacy settings, can be context-dependent and 
present users with alternative applications. In the context of active and assisted 
living (AAL) technologies, privacy concerns and in particular the lack of privacy 
control have been shown to be one of the most prevalent barriers to acceptance 
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and adoption of the technology (Jaschinski & Ben Allouch, 2019; Schomakers & 
Ziefle, 2019). Privacy-related checklists can allow users to easily specify data 
recipients, data type and frequency of transmission. Due to the conversational 
nature of CAI, such checklists can be set up by care receivers without dedicated 
technological knowledge. Nevertheless, care receivers’ safety may be negatively 
impacted when strong control settings are applied (Jaschinski & Ben Allouch, 
2019). To counter this, CAI can communicate benefits and risks of specific data 
transmissions and implications for safety in natural language to the users and 
thus, a balance between privacy and safety can be ensured.  

Cognitive forcing strategies – “a specific debiasing technique that introduces 
self-monitoring of decisionmaking [sic!]” – can be applied to broaden clinicians’ 
views during diagnostic processing and allow them to consider alternative 
diagnoses (Croskerry, 2003). While cognitive forcing strategies originated from 

Figure 2. Example interaction using a 
cognitive forcing strategy where users are 
presented with alternative options. Considering 
alternatives can help users to engage in privacy 
decision-making that is aligned with their 
values. Cognitive forcing strategies can also 
include reconsideration of decisions. 

[CAI]: Hey, can I use your data for 
personalized marketing or would you 
rather that I don’t? 

[User]: I do not want you to use my data 
for marketing. 

[CAI]: Okay! Understood. 

[CAI]: Let’s set up a privacy checklist 
together. Whenever you use a new 
application in the future, I’ll make sure 
that it complies with your requirements 
or search for an alternative. I will ask 
you some privacy-related questions 
now. 

[User]: No, I don’t. 

[CAI]: Would you like to allow sharing 
of data with third parties? 

[CAI]: Okay. Would you like to allow 
personalized marketing? 

[User]: Yes, but only for apps I use 
frequently. 

. . . 
Figure 1. Example interaction for setting up a  
privacy-related checklist. Users can set their 
privacy requirements using natural language 
and CAI will ensure that only applications are 
used that comply with users’ privacy 
requirements. 
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the medical education field, they have been applied as workplace strategies that 
can support clinicians at the time of decision-making (Lambe et al., 2016). It was 
found that when clinicians were asked to consider alternative diagnoses or 
reconsider diagnoses compared to diagnosing based on first impression, 
diagnostic accuracy increased (Lambe et al., 2016). In the privacy context, 
cognitive forcing strategies can be applied to support the process of rational cost-
benefit analysis. Instead of making fast and intuitive decisions about disclosure or 
storage of one’s personal information, CAI can present users with alternatives 
(see Figure 2 for an example interaction) or offer them the option to reconsider 
their decision to share data. While cognitive forcing strategies can help users to 
overcome their cognitive biases and consider costs and benefits more rationally, 
assessing costs can still be extremely difficult as privacy harms might only 
become apparent in the future due to new ways of data aggregation and analysis 
(Solove, 2012). CAI could be used to monitor data usage, inform users if 
necessary, and offer them the option to reconsider their decisions at the time of 
actual usage of their data. 

Guided reflection refers to a concept in “which the practitioner is assisted by a 
mentor (or ‘guide’) in a process of self-enquiry, development, and learning 
through reflection” and has led to increased diagnostic accuracy when applied in 
the medical field (Johns, 2010; Lambe et al., 2016). The reflective practice should 
lead to more critical thinking of one’s decision-making process. Studies on guided 
reflection have also used sets of procedures to diagnose a case (Lambe et al., 
2016). Different to checklists where one might be reminded of possible 
alternative diagnoses, in studies on guided reflection participants were given 
detailed instruction on what to consider e.g. “list findings that support this 
hypothesis” (Mamede et al., 2008). In the CAI privacy context, CAI offers unique 
possibilities to function as a guide and to assist users in their development and 
privacy decision-making. Especially with the adoption of large language models 
such as OpenAI’s GPT-3 or Meta AI’s OPT-175B (Brown et al., 2020; Meta AI is 
sharing OPT-175B), CAI can be capable of acting as a guide to users that 
otherwise do not have access to human mentors and reflective practices. 
However, it needs to be ensured that language models can be trusted and that 
mentoring on decision-making is unbiased. Moreover, CAI could trigger 
reflective reasoning by asking privacy-related questions. Asking users to find and 
list privacy-related information themselves, could be seen as an educational 
strategy that raises awareness for the topic and could lead to a state where users 
automatically engage in reflective reasoning before disclosing personal 
information.  

Lastly, instructions were used by researchers in the medical context to reduce 
diagnostic errors (Lambe et al., 2016). Instructions covered dual-process 
reasoning, a list of clinical features and thoughtful diagnosis (Lambe et al., 2016). 
In the CAI privacy context, instructions can be easily applied to interrupt users’ 
intuitive decision-making and make them think more carefully about privacy 
decisions. For example, CAI could instruct users to consider the types of 
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information that are collected or ask them to think thoroughly about how their 
information will be used before installing a new application. While these 
instructions can help to overcome cognitive biases, conversational systems need 
to provide ways to answer possible follow-up questions from the users. Thus, 
similarly to easily understandable privacy labels (Kelley et al., 2009), CAI should 
be able to efficiently communicate privacy policies and their implications.  

Conclusion and Future Work 
We introduced four debiasing strategies known from the medical research field and 
showed their applicability and usefulness in the context of privacy and 
conversational AI. Debiasing strategies can support users to overcome the 
discrepancy between their behavior and their values regarding the disclosure of 
personal information. Due to the conversational and human-like capabilities and its 
accessibility, CAI could uniquely ensure that users engage in decision-making 
aligned with their values. Therefore, future research is needed to investigate 
debiasing techniques for privacy decision-making in the context of CAI. Moreover, 
debiasing strategies could not only be applied at the time of decision-making but 
could be used as educational strategies to raise awareness and spark discussions 
around the topic. Future work could consider and investigate the long-term 
influences of debiasing strategies on users’ privacy decision-making.  

References 
Acquisti, A. (2009): 'Nudging Privacy: The Behavioral Economics of Personal Information'. IEEE 
Security & Privacy Magazine, vol. 7, no. 6, 2009, pp. 82–85. 

Almuhimedi, H., Schaub, F., Sadeh, N., Adjerid, I., Acquisti, A., Gluck, J., Cranor, L. F., & 
Agarwal, Y. (2015): 'Your Location has been Shared 5,398 Times! A Field Study on Mobile App 
Privacy Nudging'. in Proceedings of the 33rd Annual ACM Conference on Human Factors in 
Computing Systems, Association for Computing Machinery, New York, USA, 2015, pp. 787–796. 

Barth, S., & de Jong, M. D. T. (2017): 'The privacy paradox – Investigating discrepancies between 
expressed privacy concerns and actual online behavior – A systematic literature review'. 
Telematics and Informatics, vol. 34, no. 7, pp. 1038–1058.  

Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J., Dhariwal, P., Neelakantan, A., Shyam, 
P., Sastry, G., Askell, A., Agarwal, S., Herbert-Voss, A., Krueger, G., Henighan, T., Child, R., 
Ramesh, A., Ziegler, D., Wu, J., Winter, C., Hesse, C., Chen, M., Sigler, E., Litwin, M., Gray, S., 
Chess, B., Clark, J., Berner, C., McCandlish, S., Radford, A., Sutskever, I., Amodei, D.. (2020): 
'Language Models are Few-Shot Learners', In Larochelle, H. and Ranzato, M. and Hadsell, R. and 
Balcan, M.F. and Lin, H., Advances in neural information processing systems, Curran Associates, 
Inc., 2020, pp. 1877 - 1901 

Choe, E. K., Jung, J., Lee, B., & Fisher, K. (2013): 'Nudging People Away from Privacy-Invasive 
Mobile Apps through Visual Framing'. In P. Kotzé, G. Marsden, G. Lindgaard, J. Wesson, & M. 

78



Winckler, Human-Computer Interaction – INTERACT 2013. Springer Berlin Heidelberg, 2013, 
pp. 74-91 

Croskerry, P. (2003): 'Cognitive forcing strategies in clinical decisionmaking'. Annals of 
Emergency Medicine, vol. 41, no. 1, pp. 110–120 

Ely, J. W., Graber, M. L., & Croskerry, P. (2011): 'Checklists to Reduce Diagnostic Errors'. 
Academic Medicine, vol. 86, no. 3, 2011, pp. 307–313 

Jaschinski, C., & Ben Allouch, S. (2019): 'Listening to the ones who care: Exploring the 
perceptions of informal caregivers towards ambient assisted living applications'. Journal of 
Ambient Intelligence and Humanized Computing, vol. 10, no. 2, pp. 761–778.  

Johns, C. (2010). Guided reflection: A narrative approach to advancing professional practice 
(2nd ed). Johns, C. Blackwell Pub. 

Kelley, P. G., Bresee, J., Cranor, L. F., & Reeder, R. W. (2009): 'A „nutrition label“ for privacy'. 
In Proceedings of the 5th Symposium on Usable Privacy and Security - SOUPS ’09, Association 
for Computing Machinery, New York, USA, 2009, pp. 1 - 12 

Kokolakis, S. (2017): 'Privacy attitudes and privacy behaviour: A review of current research on 
the privacy paradox phenomenon.' Computers & Security, vol. 64, 2017, pp. 122–134.  

Konrad, M., Koch-Sonneborn, S., & Lentzsch, C. (2020): 'The Right to Privacy in Socio-
Technical Smart Home Settings: Privacy Risks in Multi-Stakeholder Environments'. In C. 
Stephanidis & M. Antona (Hrsg.), HCI International 2020—Posters, Springer International 
Publishing, pp. 549 - 557 

Lambe, K. A. O'Reilly, G., Kelly, B. D., & Curristan, S. (2016): 'Dual-process cognitive 
interventions to enhance diagnostic reasoning: a systematic review'. BMJ quality & safety, vol. 25, 
no. 10, 2016, pp. 808–820. 

Leschanowsky, A., Brüggemeier, B., & Peters, N. (2021): 'Design Implications for Human-
Machine Interactions from a Qualitative Pilot Study on Privacy'. 2021 ISCA Symposium on 
Security and Privacy in Speech Communication, pp. 76–79 

Mamede, S., Schmidt, H. G., & Penaforte, J. C. (2008): 'Effects of reflective practice on the 
accuracy of medical diagnoses'. Medical Education, vol. 42, no. 5, 2008, pp. 468–475.  

Masur, P. K. (2019): Situational Privacy and Self-Disclosure: Communication Processes in 
Online Environments (1st ed. 2019). Springer International 

Meta AI is sharing OPT-175B, Retrieved May 13 2022, from 
https://ai.facebook.com/blog/democratizing-access-to-large-scale-language-models-with-opt-
175b/ 

Schomakers, E.-M., & Ziefle, M. (2019): 'Privacy Perceptions in Ambient Assisted Living', In 
Proceedings of the 5th International Conference on Information and Communication 
Technologies for Ageing Well and E-Health, SCITEPRESS - Science and Technology 
Publications, Crete, Greece, 2019, pp. 205–212 

Solove, D. J. (2021): 'The Myth of the Privacy Paradox'. 89 George Washington Law Review 1 
(2021), GWU Legal Studies Research Paper No. 2020-10, GWU Law School Public Law 
Research Paper No. 2020-10 

79



Solove, D. J. (2012): 'Privacy Self-Management and the Consent Dilemma', Harvard Law Review, 
vol. 126, no. 7, 2012, pp. 1880 - 1903 

Thaler, R. H., & Sunstein, C. R. (2008): 'Nudge: Improving decisions about health, wealth, and 
happiness'. Yale University Press. 

Voice Controlled Checklist App | softengi.com., Retrieved February 24, 2022, from 
https://softengi.com/projects/voice-controlled-checklist-app/ 

Wang, Y., Leon, P. G., Scott, K., Chen, X., Acquisti, A., & Cranor, L. F. (2013): 'Privacy Nudges 
for Social Media: An Exploratory Facebook Study', In Proceedings of the 22nd International 
Conference on World Wide Web (WWW '13 Companion). Association for Computing Machinery, 
New York, NY, USA, 2013, pp. 763–770. 

Williams, M., Nurse, J. R. C., & Creese, S. (2017): 'Privacy is the Boring Bit: User Perceptions 
and Behaviour in the Internet-of-Things', 15th Annual Conference on Privacy, Security and Trust 
(PST), 2017, pp. 181–18109.  

80



William Dutton, Grant Blank, Egle Karpauskaite (2022): Who Cares about Privacy 
Online? In: Proceedings of the International Conference on Privacy-friendly and 
Trustworthy Technology for Society – COST Action CA19121 - Network on Privacy-Aware 
Audio- and Video-Based Applications for Active and Assisted Living 

Who Cares about Privacy Online? 
William Dutton, Grant Blank, Egle Karpauskaite 
Oxford Internet Institute, University of Oxford, UK 
william.dutton@gmail.com, grant.blank@gmail.com, 
egle.karpauskaite@oii.ox.ac.uk 

Privacy advocates argue that websites are capable of automatically compiling 
copious amounts of information on individuals without their knowledge. As data 
are collected and used without the user's knowledge, privacy is increasingly 
threatened. Others have questioned some privacy concerns, arguing that alarmists 
do not understand the limited value of data collected for particular applications.  

Despite such debates, governments have begun to develop regulatory measures to 
address internet-created dangers to privacy. One response is the EU’s General Data 
Protection Regulation, which requires individuals give permission for their data to 
be collected. In addition, the GDPR grants rights such as the right “to be forgotten”, 
the ability to have personal data removed from a database. To protect privacy, the 
GDPR assumes an omni-capable citizen, one who has the knowledge, resources, 
and time to protect their privacy online.  

While policymakers pass legislation to grant privacy rights to citizens, the extent to 
which citizens share their concerns is unclear. To what extent are people concerned 
and willing to act to protect their data online? This paper is based on the quantitative 
analysis of survey research and explores the enigma surrounding privacy attitudes 
and actions. 
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The first part of the paper explores the levels of concern over digital privacy and 
whether the attitudes are related to the demographic characteristics of the 
individual. The second part of the paper discusses the “privacy paradox” – the 
inconsistency of attitudes towards privacy and privacy behavior. Using logistic 
regression analysis, we examine how concern over privacy  relates  to whether 
people actively protect their personal information online.  

Our analyses use data collected for the Oxford Internet Survey (OxIS), a 
representative sample of the British population. Surveys were completed in 2009, 
2011 and 2013. Most of our analyses use the most recent wave which was 
completed in 2019. The dependent variable is responses to whether individuals 
believe that  “Use of computers & the Internet threatens personal privacy”. 
Response categories were a 5-category Likert scale ranging from “Strongly 
disagree” to “Strongly agree”. 

OxIS data shows that concern over privacy has increased by about 10 percentage 
points in the past decade. Between 2009 and 2019 the share of respondents who 
“agreed” or “strongly agreed” that internet is a threat to privacy rose from 45% to 
55% 

In the second part of the paper considers the relationship between privacy concern 
and privacy-related behavior. There are significant associations between perceiving 
internet as a threat to privacy and taking steps to keep private age, relationship 
status, medical condition, and shopping habits . However, privacy concerns do not 
seem to move individuals to take steps to protect their contact details.  

These preliminary findings show that individuals are increasingly concerned with 
their privacy online. Those worried about their privacy tend to take steps to secure 
some pieces of personal information but not all personal data. On one hand, taking 
preventative measures might have an inverse effect on privacy attitudes – those 
taking steps to secure their privacy feel less concerned. On the other hand, several 
preventative measures seem to have no association with privacy concerns. While 
digital privacy concern is growing, the relationship between concern and behavior 
is not clear. The findings suggest rethinking existing privacy legislation. As 
individuals are inconsistent with attitude and behavior, the assumption of an omni-
capable citizen is unrealistic.  
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Abstract 
Mobile devices with health-related apps hold the potential for increasing the quality 
and efficiency of healthcare services. Two years of the COVID-19 pandemic have 
put additional stress on already struggling healthcare systems around the world, 
representing an opportunity for digital tools and e-health solutions to step in. This 
paper analyses acceptability of three mobile health solutions in Croatia and its 
relationship with public trust. Each of the apps, Health Portal, Stop COVID-19 and 
CovidGO, had their own paths to the users, paved by provided information, 
promotion existence and dynamics, as well as the impact of public actions, such as 
media appearances of authority figures mentioning the apps. Health Portal and Stop 
COVID-19 apps gained momentum as well as the national uptake of EU digital 
COVID certificates, for which CovidGO app was instrumental. Needing to use one 
app, users realized there are other m-health apps published by the Ministry of 
Health at the global app stores, which many chose to download as well. This 
demonstrates a certain level of citizens’ trust to the offered solutions. 
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Introduction 
The United Nations 2030 Agenda for Sustainable Development (UN, 2015) 

emphasizes that “the spread of information and communications technology (ICT) 
and global interconnectedness has great potential to accelerate human progress, to 
bridge the digital divide and to develop knowledge societies”. World's population 
using the Internet since 2019 until 2021 increased by 17%, representing 782 million 
people estimated to have come online during that period and resulting in 
approximately 4.9 billion people or 63% using the Internet, mostly covered by a 
mobile-broadband signal (ITU-D, 2021). Therefore, global usage of mobile devices 
with health-related apps represents a great potential for increasing the quality and 
efficiency of healthcare services, also overcoming barriers to access, which has 
been recognized as one of the permanent challenges for health systems worldwide. 

The World Health Organization (WHO) defines mobile health or m-health as a 
component of electronic health or e-health (WHO, 2011) and a “medical and public 
health practice supported by mobile devices, such as mobile phones, patient 
monitoring devices, personal digital assistants (PDAs), and other wireless devices”. 
The WHO Executive Board has also defined digital health as “often used as a broad 
umbrella term encompassing e-health as well as developing areas such as the use 
of advanced computing sciences (in the fields of big data, genomics and artificial 
intelligence, for example)” (WHO, 2017). 

When it comes to assessing health interventions, including digital ones (e. g. m-
health), acceptability has been defined within the theoretical framework of 
acceptability (TFA) as a “multi-faceted construct that reflects the extent to which 
people delivering or receiving a healthcare intervention consider it to be 
appropriate, based on anticipated or experienced cognitive and emotional responses 
to the intervention” (Sekhon et al., 2017). TFA consists of seven component 
constructs: affective attitude, burden, perceived effectiveness, ethicality, 
intervention coherence, opportunity costs, and self-efficacy. 

Research on technology acceptance go more than three decades back. The 
Technology Acceptance Model (TAM) and TAM2 deal more specifically with the 
prediction of the acceptability of an information system determined by two main 
factors: perceived usefulness and perceived ease of use (Davis et al., 1989). The 
Unified Theory of Acceptance and Use of Technology (UTAUT) and UTAUT2 
explain and predict the acceptance of technology firstly in an organizational context 
(Venkatesh et al., 2003), with many later additions and evolution of these models. 

While both models aim at understanding better why users accept or reject a given 
technology, and how user acceptance can be improved through technology design, 
recent reviews show that “TAM and UTAUT failed to provide stable predictive 
capabilities for acceptance and use of technologies in health care” (Ammenwerth, 
2019), with possible reasons specific for healthcare, where technology acceptance 
is influenced by socio-organizational and cultural factors. 
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Motivation and related work 
With global spread of SARS-CoV-2 and the COVID-19 pandemic outbreak at the 
beginning of 2020, the usage of digital tools for enabling healthcare and related 
services gained in importance to patients as well as health professionals globally. 
Before the pandemic, “the greatest barriers to adoption of digital health tools were 
not primarily technical in nature, but instead lay in successfully facilitating the 
required individual, organizational and system changes” (Fahy and Williams, 
2021). The same report recognizes four main areas digital health tools have been 
used during the pandemic: “support four main areas: communication and 
information, including tackling misinformation; surveillance and monitoring; the 
continuing provision of health care such as through remote consultations; and the 
rollout and monitoring of vaccination programs”. 

However, countries rushed deployment and adoption of such solutions raises 
profound concerns about surveillance, privacy and data protection. The case study 
(Newlands et. al., 2020) on digital surveillance technologies implemented during 
the COVID-19 pandemic delineates “the contextual nature of privacy trade-offs 
during a pandemic” exploring “how regulatory and technical responses are needed 
to protect privacy in such circumstances”. The same study stated, “greater effort in 
incorporating privacy considerations beforehand in the design of digital solutions 
is very much needed, as afterthought privacy reflections risk exposing the health of 
citizens, wasting public resources and worsen the consequences that the state of 
emergency already has for society”. 

National health systems, such as the one in Croatia (Capak et al., 2020), as well 
as international collaborative initiatives, such as the eHealth Network of the 
European Union (eHealth Network, 2022), have increasingly developed and 
launched digital health tools in response to COVID-19. The European Commission 
(EC) and the EU member states have worked together to improve the efficiency of 
contact tracing and warning apps in 2020 and have defined a common approach for 
uniform and interoperable proofs of vaccination, testing, and recovery from 
COVID-19 via EU Digital COVID Certificates (EU DCC) in 2021. For the later, 
detailed technical specifications of the trust framework have been worked on jointly 
and reference implementations published as an open source. Clear trust framework 
allowed many (40, until end May 2022) third countries to join the EU DCC system. 

This paper provides an insight in acceptability of three m-health apps 
implemented by Croatia. m-Health in Croatia is defined by the Healthcare Act 
(“The Official Gazette”, No. 100/2018, 125/2019, and 147/2020) as “the use of 
mobile devices to collect medical and public health data. The application of m-
health implies the use of mobile communication devices for the collection of 
general and clinical health data, the transfer of health information to physicians, 
researchers and patients, and remote monitoring of medical parameters of the 
patient”. 

85



Methods and tools 
The first three m-health apps published and upgraded by the Croatian Ministry of 
Health during 2020 and 2021, as shown in Fig. 1, on two of the biggest mobile apps 
platforms (stores) worldwide, Google Play and App Store, were the following: 

 Health Portal – Croatian patient portal app, providing citizen’s access to
personal health data from the electronic health records (EHR), among others:
COVID-19 vaccination and testing records, making a COVID-19
vaccination appointment, messages exchange with the chosen doctors, lists
of e-prescriptions dispensed and e-referrals issued, as well as medical reports
received from primary care laboratories and specialists,

 Stop COVID-19 – Croatian COVID-19 warning and exposure notification
app, for anonymous exchange of random encrypted strings via Bluetooth
Low Energy (BLE) protocol, fetching the list of strings from infected
persons, processing the data in a decentralized manner – on the device in
order to find a match and solidary warn the contacts of the infection risk,

 CovidGO – Croatian EU DCC verifying app, with functionalities of reading
and decoding QR codes from the COVID certificates and verifying the
digital signature of the issuer, as well as the wallet for safe storage of EU
DCCs. The app is cross-border interoperable for fetching signature keys.

When the timeline of all three m-health apps releases (launches) and major 
upgrades have been analyzed, along with other public actions, compared to the apps 
download statistics from Google Play (Android), as shown in Fig. 1, it can be seen 
that each of the apps have the unique path. Only Google Play (Android) download 
statistics have been used for the analysis, because it has shown sufficient for 
recognizing trends, as approx. 84% of app users are Android users. 

The insightfulness of such an analysis depends of how many public actions have 
been pointed out, which served as triggers for statistics numbers to change course 
or dynamics. One of the public actions had been the health minister promoting 
“Stop COVID-19” app on November 19, 2020, which caused significant increase 
in the app’ downloads. 

In order to assess the acceptability of these official Croatian m-health solutions, 
a short online survey using Google Forms has been prepared with five questions on 
demography and seven questions on the use of mobile devices and m-health apps. 
The survey questions focused only of perceived and experienced usefulness, not 
covering the other aspects provided by the TAM/TAM2 or UTAUT/UTAUT2 
models. The survey results have been shown in Fig. 2 and Fig. 3. and detailed in 
the next section. 
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Figure 1. The timeline of the m-health apps releases (launches) and major upgrades, along with 
other public actions, compared to the apps download statistics from Google Play (Android). 
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Results and discussion 
The online survey was active from November 30, 2011 until January 24, 2022, 55 
days in total, and was presented to three cohorts of respondents from the University 
of Zagreb: 

 2nd year’s graduate students of EE and computer science attending
Biomedical Informatics course at the Faculty of EE and Computing,

 3rd year’s graduate students of pharmacy attending Pharmaceutical
Informatics course at the Faculty of Pharmacy and Biochemistry,

 1st year postgraduate specialist students of epidemiology from Medical
Informatics course at the School of Medicine.

The results of the 95 responses showed that almost 98% of respondents owned 
a mobile phone capable of using the apps from the stores. Around 2/3 of 
respondents were female, while 1/3 were male. Regarding the age group 
distribution, 63.2% of respondents were 21-25 years old, 17.9% were 16-20, 8.4% 
were 31-40, 7.4% were 26-30, 2.1% were 41-50 and 1% were 51-60. 

a) Do you own a smart phone? b) Have you installed Health Portal app?

c) Have you installed Stop COVID-19 app? d) Have you installed CovidGO app?

Figure 2. The survey answers (N=95) about owning a smart phone and installing m-health apps.

YES 

YES 

NO 

NO 

NO 

YES 

YES NO 

NO, BUT 
AWARE 
OF APP 

NO, BUT 
AWARE 
OF APP 

NO, BUT 
AWARE 
OF APP 

88



As the survey answers show in Fig. 2, around 2/3 of respondents were aware of 
CovidGO app and 45.3% of them installed it, which makes sense because the app 
has been regularly promoted in the media and among citizens affected by the need 
to use EU DCCs for crossing the EU borders and later even nationally. Health 
Portal app was installed by 8.4% of respondents, without any organized public 
promotion, but being an additional user interface to the existing web application 
known to citizens. The least installations (1%) were done with Stop COVID-19 
app, without any public promotion at all and with some bad publicity non-
justifiably lagging from before launching the app when the public trust was lost. 

a) How much have you found Health portal app useful? (1 – not at all; 5 – completely useful)

b) How much have you found Stop COVID-19 app useful? (1 – not at all; 5 – completely
useful) 

c) How much have you found CovidGO app useful? (1 – not at all; 5 – completely useful)

Figure 3. The survey answers (N=95) about the degree of usefulness of the apps (Likert scale). 
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Survey answers in Fig. 3 support the ascertainment that CovidGO app has been 
found as the most useful to respondents (with 3 points average). Health Portal app 
was somewhat useful to respondents (with 2.4 points average), while Stop COVID-
19 app was found not much useful to respondents (with 1.9 points average). 

Conclusion 
Although all three apps had dedicated web pages (Health Portal, 2020) (Stop 
COVID-19, 2020) (EU DCC, 2021), those were not instrumental in gaining public 
trust. Health Portal app had a steady, organic growth in acceptability by the users 
during 2020 and 2021. Stop COVID-19 publicity was damaged before the app was 
launched, due to efforts by the authorities to propose legislative changes that would 
allow launching a quarantine management app and consequent concerns over 
intrusion to user privacy. Appreciable uptake of CovidGO app was guided by the 
decisions of the Civil Protection National Headquarters, authorized by the law to 
introduce epidemiological measures and restrictions during COVID-19 pandemic.  
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