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ABSTRACT
Resonance Choir is an interactive, immersive, audio expe-

rience that allows the user to hear a personalised rendition
of “Weep, o mine eyes” by John Bennet (c. 1575–1614), in a
recording by the British vocal ensemble I Fagiolini.1 2

Resonance Choir is a web app that uses the Resonance
Audio SDK3 to offer an interactive, binaural rendering of a
16th-century piece for four voices. It was envisioned as both
an artistic endeavour and an exploration of the capabilities
and limits of the Resonance Audio SDK.

On the landing page, the user is prompted to choose a
“listening environment” – that is, an auditory context for
which the resonance and reverb properties are emulated by
the Resonance Audio SDK. These settings are determined
by the properties of the room, such as the room size and the
materials of the floor, walls and ceiling. For instance, our
“Cathedral”setting corresponds to a 158 x 75 x 111m marble
room, in reference to the dimensions of St. Paul’s Cathedral.
Once the user has chosen their preferred listening location
(other defaults are “Ice cave”, “Small studio”, and “open-
air theatre”), they are redirected towards the main page, as
seen in Figure 1. Label A in Figure 1 provides a reminder of
the chosen setting. Other labels in Figure 1 indicate further
interface components via which the user can interact with
different aspects of the rendering of the performance:

1. The singers’ positions: The listener is situated at the
centre of the room, indicated by the headphones and
time display. Each singer is represented by a different-
colour rectangle in the canvas E in Figure 1. These
rectangles can be clicked and dragged (while the mu-
sic is playing or stopped) to alter a singer’s x- and z-
location, while the sliders shown in D in Figure 1 can
be moved to alter the y-location. The singers’ initial
positions are selected randomly from a list of possible
configurations when the main page loads. The singers
can also be toggled off or muted (C in Figure 1), if

1https://resonance-choir.glitch.me/
2https://www.ifagiolini.com/
3https://resonance-audio.github.io/resonance-audio/
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the listener wishes to focus on particular melodies or
harmonies occurring in a subset of the four voices;

2. The room’s properties: although the room size and
surfaces are preset, the user can choose from a wider
range of room sizes and wall/ceiling/floor materials (F
in Figure 1).

3. The recording function: when the recording button (H
in Figure 1) is on, any relocation or muting of the
singers by the user is recorded. This recording can
be replayed, as well as shared by pressing the “share”
button (B in Figure 1). This generates a URL that
contains an encoding of the movements, muting, and
room properties of the audio experience. As such, one
user’s Resonance Choir experience is a shareable with
and repeatable by another user.

Resonance Choir is based on HTML, CSS and JavaScript.
Beyond the Resonance Audio SDK package, it makes use of
p5.js for the graphical interface,4 Tone.js to help with the
time-sensitive recording of voice movement/muting,5 and
the Web Audio API to complement the Resonance Audio
SDK’s functionalities.6

Resonance Choir would not have been possible without
the collaboration of Robert Hollingworth and his ensem-
ble I Fagiolini, who provided the vocal stems used in the
app. Madrigals are particularly well suited for this type
spatial audio demonstration, as each voice carries a differ-
ent melody, but the harmonies created through the piece’s
polyphony bring meaning to the lyrics. “Weep, o mine eyes”
is one of the most recognisable madrigals of the Renaissance
period, being written as an homage to an even more famous
piece, “Flow, my tears” by John Dowland (c. 1563–1626).

The artistic experience emerging from the Resonance Au-
dio SDK package should be seen as a first step towards other
potential uses. Indeed, a similar interface could produce in-
teresting results when applied to projects within the musical
realm, involing different genres, epochs, styles, etc., or for
educational purposes, not only to learn about spatial audio,
but also to analyse music. Beyond music, a similar interface
could be used in audio storytelling, where different tracks
could be moved around a stationary listener, as a way to
maximise immersion through interactivity.

4https://p5js.org/
5https://tonejs.github.io/
6https://www.w3.org/TR/webaudio/



Figure 1: Screen shot of the Resonance Choir app with ex-
planatory tags: (A) Listening location as chosen by the user;
(B) Share button, which creates a URL comprising informa-
tion about room property and recorded movements/muting
of the singers; (C) Toggle buttons to mute/unmute the dif-
ferent singers; (D) Sliders to change the vertical position of
the singers; (E) Interactive canvas where the four singers can
be moved relative to a stationary listener (represented by the
pair of headphones) by dragging the four rectangles; (F) Pop-
over bubbles to change the room’s preset properties (size of
room and material of surfaces); (G) Information and how-to
guide; (H) Record button which enables repeating and share
the audio experience.
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