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Executive Summary  
In this deliverable we present the Augmented Reality-based (AR) Remote Collaboration Tool of the 

Ageing@Work project. The AR Remote Collaboration Tool is an augmented reality platform, aiming to 

assist workers in remote collaboration and training. The platform consists of two communicating apps 

intended to be used by a remote supervisor (located e.g., at home) and an on-site worker, and uses tele-

presence along with intuitive digital annotations that enrich the physical environment of the workplace, 

thereby facilitating the execution of on-site tasks and promoting collaboration efficiency, productivity, and 

life-long training. The tool can operate at any environment to assist any task without the use of markers 

or a complicated hardware setup and it can be deployed both on a mobile device (Android) or a head-

mounted display (e.g. Hololens). The tool is particularly useful in several cases where one worker needs 

assistance from another one, for example the case of an older remote guide at home needing to transfer 

his/her knowledge to a younger employee working on-site. Furthermore, the tool supports the capturing 

of video-clips (keyframes) from the AR-enhanced collaboration tasks, which can be used to summarise the 

steps of a working procedure and further enrich the knowledge of the workers.   

The state-of-the-art in AR tools for remote collaboration, along with the design and development of the 

AR Remote Collaboration Tool are presented in detail in this deliverable. Our tool has been publicly 

published in the Google Playstore, so that anyone interested can freely download and use it. The tool has 

also been evaluated in an experimental pilot study with 8 workers, yielding an average score of 94 in the 

System Usability Scale, thereby demonstrating excellent usability. Furthermore, in comparison with a 

control group which performed work activity (use of a 3D printer) based on a manual, the experimental 

group using the AR tool, demonstrated a 10% reduction of the time required to perform the activity. Those 

results indicate the usefulness and value of the developed AR tool. The results are also significant for the 

current COVID-19 pandemic period, in which vulnerable groups including older workers were enforced to 

work remotely from home.    
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1. Introduction  

1.1 Scope of the Deliverable 

The aim of this deliverable is to present the development of the AR-based Remote Collaboration Tool for 

the workers. Remote working and collaboration are important towards helping workplaces to become 

flexible and productive. The significance of remote working has also been highlighted in the COVID-19 

pandemic period in which mobility restrictions were enforced. The adoption of novel tools for remote 

collaboration in the workplace, can promote efficient knowledge transfer, e.g., from seniors to younger 

workers, and facilitate improved workability which is one of the core objectives of Ageing@Work.  

Therefore, in this deliverable we present the development and evaluation of our AR tool, to demonstrate 

its novel features and significance in remote collaboration.  

1.2 Relation to Other Activities and Deliverables 

This deliverable links with “D3.2 Dynamic Virtual Worker and Workplace Models”, because the workers’ 

VUM is utilised (worker account, scheduling options by manager, AR tool usage logs) to deliver the novel 

functionality of the AR tool. Also, this work links with deliverable “D7.1 Ageing@Work Integrated System” 

where we describe integration aspects involving also managers to schedule the AR collaboration sessions 

between two workers. Finally, the developed tool will be further evaluated by the Siemens pilot and the 

outcomes will be reported in the deliverable “D7.3 Evaluation and assessment of Ageing@Work Platform 

and pilots”. Please also note that the AR remote collaboration tool reported in D6.3 is different from the 

AR situation awareness tool for worker training reported in D6.1. The former can be used by two 

collaborating workers in real-time in order to perform any task. The latter is being used by a single worker 

mainly for training on how to use specific equipment.  

 

1.3 Structure of the Deliverable 

In Section 2 we provide a state-of-the-art analysis in the use of AR for remote collaboration. In Section 3 

we present the methodology for the design and development of the tool along with screenshots of the  

tool to demonstrate its functionality. In Section 4 we present results from our experimental evaluation 

study with workers, and Section 5 concludes the deliverable.  
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2. Background and Related Work 
Remote working and collaboration, i.e., the ability to work and collaborate from anywhere-anytime, allows 

for increased autonomy and flexibility for workers and may enhance their productivity [1]. Limitations in 

mobility which have been enforced during the recent COVID-19 outbreak, served to underline the 

importance of remote collaboration digital tools, and have bolstered their application in the workplace 

[2]. 

Augmented Reality (AR) is an emerging technology that enhances our perception of the real word by 

overlaying virtual information on top of it. According to Azuma [3] an AR system must combine real and 

virtual content, be interactive in real time and be registered in 3D. AR applications are pervasive in our 

everyday lives and cover various domains such as manufacturing, repairs, maintenance and architecture. 

The rapid adoption of AR technology can facilitate the development of various AR-based collaboration 

tools.  

Remote collaboration and training can be significantly enhanced through the use of immersive 

technologies such as AR. According to Regenbrecht et al. [4] collaborative AR is defined as an AR system 

where “multiple users share the same augmented environment” locally or remotely and which enables 

knowledge transfer between different users. AR-enabled collaboration is a relatively young field of 

research, although the first achievements date back several decades [5]. Nonetheless, the potential of AR 

for improvement in collaboration efficiency has been reported [6]. Previous research has shown that AR-

enhanced remote collaboration can have a major impact in the construction industry [7]. AR-based training 

platforms allow instructions and annotations to be attached to real world objects without the need of an 

on-site expert. As the tasks of assembling, operating, or maintaining in the construction industry field 

become more complex the need to reduce costs and training time is essential. The immersion provided by 

AR-based systems has shown to significantly reduce training time and costs required by employers. 

The majority of AR platforms developed for workplaces, have been so far application-specific and limited 

in integrating both remote collaboration and training capabilities. In this direction, we present an AR-based 

platform aiming to improve collaboration efficiency, productivity, and training. The platform is based on 

the marker-less augmented reality technology and it can be used on any environment and workplace from 

any user equipped with a smartphone, a tablet or a Head-Mounted Display (HMD) as the only required 

equipment. The platform also uniquely takes advantage of augmented reality-enhanced training, through 

providing the ability to extract keyframe clips with step-by-step instructions and store them for future 

reference. 

2.1. Augmented Reality for Training and Collaboration 

Piumsomboon et al. [8] report on CoVAR, a remote collaboration Mixed-Reality system that is based on 

the fusion of Augmented Reality and Augmented Virtuality concepts. A local user’s AR HMD is used to map 

the environment, which is transmitted and presented to the remote user as a 3D environment. Users may 
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interact through eye gaze, head gaze and hand gestures. The proposed system incorporates several 

collaboration facilitating features such as 3rd person view, awareness cues and collaborative gaze. 

Alem et al. [9] report on HandsOnVideo, an AR-enabled remote collaboration system that is based on the 

use of natural hand. The remote collaborator uses an overhead fixed camera to capture hand motion and 

transmit it as video feed to the display of the local collaborator. The local collaborator essentially sees the 

video feed of the remote collaborator’s hands superimposed over their viewing field and registered with 

the environment. Thus, the remote collaborator is able to guide the local collaborator through hand 

gestures that are visible in real-time. 

Billinghurst et al. [10] propose a face-to-face collaboration system where users manipulate Tangible User 

Interface (TUI) elements through an AR interface. The elements reported in the paper are materialized in 

the form of flat markers that are used for identification and tracking. A 3D representation of the 

corresponding element is superimposed on the tracking marker. Authors present a series of applications 

of the proposed approach. 

Barakonyi et al. [11] report on an AR-augmented videoconferencing system. The system aims to facilitate 

collaborative control of applications through augmentation of input using marker-based tracking. 

Application content is superimposed over the markers, and the users may manipulate the markers or place 

them on their workspace. Thus, the user is able to control an application using marker manipulation, in 

addition to regular mouse-based input. 

Vassigh et al. [12] report on the development and testing of a collaborative learning environment with 

application to building sciences with the aim of integrating simulation technologies with AR for enhanced 

decision making in architecture, engineering and construction (AEC). Authors present a system application 

to the design of an architectural building component, where professionals collaborate through the 

manipulation of blocks in an AR-enhanced tablet interface. 

Webel et al. [13] propose a platform for multimodal Augmented Reality-based training of maintenance 

and assembly skills to improve training in the field of maintenance and assembly operations. They report 

that the skill level of technicians who trained with the developed training platform was higher than the 

skill level of those who used traditional training methods. 

The innovation of our proposed system compared to the related work is its ability to extract keyframes 

and a summary of the performed steps that can benefit the remote supervisor by reducing her/his 

cognitive load during a demonstration.  It can also operate at any environment to assist any task without 

the use of markers or a specific hardware setup and it can be deployed both on a mobile device and on an 

HMD. 
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3. The AR-based remote 
collaboration tool 

3.1 Design 

The platform consists of two applications that communicate with each other, one running on the device of 

the on-site worker and another running on the remote device used by an expert guide. Figure 1 shows the 

schematic overview of the proposed system. 

Both apps connect to a backend manager platform. The remote supervisor receives video feed from the AR 

HMD of the on-site worker, sharing their first-person view of the workspace. The remote expert guide is 

able to guide the on-site worker by inserting virtual cues and annotations on his workspace view. 

Annotations become available in the view of the on-site worker.  

 

Using their credentials, users can log in to the local and remote applications. The on-site user can use a 

mobile device (smartphone) or a Mixed Reality (MR) HMD, such as the Microsoft Hololens. Through the 

device’s sensors the surrounding environment is scanned. The same application can run on both devices 

allowing the preferred choice of use depending on the situation and the task at hand. For example, an HMD 

can be more useful for a task that requires both hands to be free while a tablet could be more suitable for 

the task of simply inspecting a machine and for simple, one-handed interactions. The on-site worker 

(Hololens) can select an available remote expert guide from a list and call for assistance using hand gestures 

or touch screen (mobile). The remote expert (mobile) chooses whether to accept or reject the call. 

Once the call is setup the remote expert receives live video view from the on-site worker on his mobile 

device (Figure 2). 

 

Figure 1. AR Remote Collaboration tool system architecture 
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 Additionally, the two users can communicate through real time voice chat. At any time, the remote expert 

is able to freeze a specific frame from the live view. The expert can zoom and pan on the frame by using 

pinching and dragging touch gestures in order to focus on a specific part of the worker’s view. Subsequently, 

the expert can insert annotations on the frozen frame, selecting from an array of available symbols (pointing 

arrows, 3D models), as well as text. Insertion is intuitively performed through touching a point in the viewing 

field. Through a 2D screen space to 3D world space coordinates transformation, the annotations are sent 

to the on-site user and rendered as 3D meshes superimposed on his view of the surroundings. Through an 

on-screen shortcut, the worker and remote expert may clear all annotations with a single interaction. 

 

 

 

Figure 2 Left: Remote supervisor app view with live stream from the Hololens camera. Right: On-site worker 
wearing the Hololens (b) 

 

 

Figure 3. User interface functionality overview of the guide app 
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For each annotation we extract the relevant keyframes and save a clip of the annotation step. During the 

session the remote expert can access the list of the previous annotation clips and view the corresponding 

step in real time. Once the call is terminated, we generate a session summary containing every annotation 

step and upload it to a server. Those sessions can be accessed at any time from any user thus contributing 

to knowledge sharing and reducing training costs and time. Thus, we combine real time collaboration and 

training with asynchronous AR-enabled step by step instructions. Furthermore, a log of the whole session 

containing timestamps for each action performed is uploaded to the server. The saved logs offer valuable 

insights concerning the time spent on each screen, the total duration of the call and annotations that are 

used more frequently. 

The platform also incorporates a push notification system that informs the remote supervisor about 

incoming calls. Through the same system and a web-based manager back-end platform scheduled calls can 

be arranged between different users for a specific date and time. 

An overview of the remote expert app user interface functionality can be seen in Figure 3. On the center of 

the screen the live camera preview of the on-site worker’s view is located. On the left panel there are four 

buttons. The top button is used to capture a frame from the live view. The rest are used for inserting arrow, 

text and 3D hand annotations respectively. Next to that panel there is the clips preview panel with 

thumbnails for each recorded action clip. The right panel contains buttons to undo, erase and send 

annotations or delete the annotations from the on-site user’s view. Next to that panel a red button for 

recording clips is located. 

3.2 Implementation 

Both on-site and remote user applications were developed with the Unity3D game engine. Unity3D is ideal 

for the development of AR applications as it can render 3D meshes on top a device’s camera view. The 

basic component of a Unity application is a scene. The main scene of the on-site app is initially an empty 

3D space that consists of a virtual camera that is aligned with the device’s physical camera and the 

camera’s live view as a background.  
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The 3D annotations are created as 3D transformations that contain 3D meshes and are continuously 

tracked as the device moves. The engine offers the ability to build for multiple target platforms so the 

same core application can be deployed on a mobile device and an HMD. The basic components 

implemented in the system are presented in Figure 4 and described below. 

3.2.1 Spatial Mapping 
 

 
The system is based on the markerless augmented reality technology. No previous knowledge of the 

environment or markers is needed and it can work on any indoor or outdoor space. For the mobile version 

we implemented the ARCore library that can detect horizontal and vertical planes as well as the ability to 

reconstruct a spatial mesh of the environment based on the depth camera of the mobile device [14]. Given 

a point A on the observed real-world geometry and a 2D point a representing the same point in the depth 

image, the value given by the Depth API at A is equal to the length of CA projected onto the principal axis. 

 

Figure 4. Implemented modules flow 

 

A. Spatial Mapping

•Spatial mesh generation

•SLAM

B. 2D to 3D

•Raycasting on the spatial 
mesh

C. Real time 
Communication

•Websocket (streaming)

•WebRTC (voice chat)

D. Keyframe
Extraction

•Clip generation

•Session Summary

E. User Logs And 
Data Analytics

•Logs with actions,timestamps
(JSON format)

•Data analysis

 

Figure 5. Projection of a real word point on the principal axis 
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This can also be referred as the z-coordinate of A relative to the camera origin C (Figure 5). As the phone 

moves through the world, ARCore uses a process called simultaneous localization and mapping, or SLAM, 

to understand where the phone is relative to the world around it1. ARCore detects visually distinct features 

in the captured camera image called feature points and tracks these points to compute its change in 

location. The visual information is fused with inertial measurements from the device's IMU to estimate 

the pose (position and orientation) of the camera relative to the world over time. By aligning the pose of 

the virtual camera that renders the 3D content with the pose of the device's camera provided by ARCore, 

we were able to render virtual content from the correct perspective. The rendered virtual image can be 

overlaid on top of the image obtained from the device's camera, making it appear as if the virtual content 

is part of the real world. 

Similarly on the Hololens we used Microsoft’s spatial mapping API to detect surfaces. The 6 sensors of the 

Hololens provide a more detailed spatial map that leads to more precise annotations [15]. The application 

continuously scans different volumes of the environment in order to receive spatial mapping data. For 

each of these volumes, spatial mapping provides the application with a set of spatial surfaces. Those 

volumes are attached to the HoloLens (they move, but do not rotate, with the HoloLens as it moves 

through the environment). Each spatial surface is a representation of a real-world surface as a triangle 

mesh attached to a world-locked spatial coordinate system. During the AR session new data are 

continuously gathered from the environment through the sensors and the spatial surface is updated. 

 

 
 For each new spatial surface acquired a spatial collider component is calculated thaw will be later used 

for the mapping of the 2D coordinates in the 3D space. 

 

                                                           

1 https://developers.google.com/ar/develop/java/depth/overview  

 

Figure 6. Ray originating from a virtual camera and intersecting with a 3D collider 

 

https://developers.google.com/ar/develop/java/depth/overview
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3.2.2 Mapping 2D coordinates in the 3D world 
 

The interaction of the remote expert while inserting annotations is performed on the 2D surface of the 

tablet. In order to create 3D annotations in the on-site user’s view we convert the 2D coordinates of the 

inserted annotations in the captured frame to 3D world space coordinates. To do so we implement the 

raycasting method [16]. Raycasting is the process of shooting an invisible ray from a point, in a specified 

direction to detect whether any colliders lay in the path of the ray (Figure 6). The spatial mesh that is 

extracted in the spatial mapping process described in the previous section contains a collider component. 

Each time a frame is captured a virtual camera is stored at the current position and orientation. The virtual 

camera’s projection and world matrix are identical to the device’s camera matrices. The ray originates on 

the near plane of the camera and goes through positions (x,y) pixel coordinates on the screen. The point 

in 3D world space where the ray intersects with the spatial collider is the origin of the 3d annotation. Thus, 

the 3D annotations appear in the equivalent positions of their 2D counterparts. 

 

3.2.3 Real-time communication 
 

In order to achieve a low latency and fast communication between the two users we implemented the 

Websocket protocol [17]. WebSocket is a computer communications protocol, providing full-duplex 

communication channels over a single TCP connection. Through WebSocket, servers can pass data to a 

client without prior client request, allowing for dynamic content updates. We used the webscoket 

connection to stream frames from the on-site application camera to the supervisor.  

 

 
The video stream resolution and aspect ratio depends on the on-site device’s camera resolution so the 

supervisor application dynamically updates the stream preview frame for each call. Apart from the real 

 

Figure 7. REST API for capturing user logs 
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time video stream the platform offers real time voice chat to facilitate the communication between the 

users. The voice chat is based on the WebRTC framework2. The WebRTC standard covers, on a high level, 

two different technologies: media capture devices and peer-to-peer connectivity. Media capture devices 

includes video cameras and microphones, but also screen capturing "devices". For cameras and 

microphones, we used the mediaDevices module to capture MediaStreams. The peer-to-peer connectivity 

is handled by the RTCPeerConnection interface. This is the central point for establishing and controlling 

the connection between two peers in WebRTC. 

 

3.2.4 Keyframe extraction 
 

A novel feature of the proposed system is the ability to extract keyframe clips of the generated 

annotations. A 10 second clip of the on-site user’s view can be saved for each created annotation. During 

the call those clips are available for the supervisor to inspect on a separate panel. Once the call is 

terminated the clips can be uploaded to a knowledge base and be available for future users to watch for 

training purposes or to assist them during the performance of a task. 

3.2.5 User Logs And Data Analytics 
 

During each user session the system records a log of the performed actions. Each action is defined by its 

type and a timestamp. The available actions range from user login and call for assistance to the type of 

 annotation created. Based on those logs valuable information can be extracted such as which users had 

the most call time or what type of annotations are mostly used. Through acquiring and analyzing such 

quantitative data collections, we are able to examine the usability and efficiency of the platform, and 

improve its features. All user logs are captured within the Ageing@Work REST API infrastructure (Figure 

7). 

 

3.2.6 AR session management by managers 
 

A further capability of the system is the arrangement of AR sessions between 2 workers by the manager.  

In this direction, the manager can define the workers and the date/time of the AR session through the 

Manager Dashboard. Further details have been provided in D7.1.  

                                                           

2 https://webrtc.org/  

https://webrtc.org/
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3.2.7 Demonstration of the AR tool 
 

In this section, we demonstrate the most important functionality of the AR tool through the presentation 

of screenshots. The Android app is freely available in the Google Playstore at 

https://play.google.com/store/apps/details?id=com.AgingAtWork.ARRemoteWorker. On a first step, the 

on-site worker can select one remote guide to start the AR-based remote collaboration (Fig. 8). Then the 

remote guide receives the call (Fig. 9). The remote guide can then view the environment of the on-site 

worker in real-time (through camera) and capture a frame (Fig. 10). Then he is enabled to select an AR 

annotation type and place it on a specific spot of the frame and transfer it to the on-site worker (Fig. 11). 

Finally, the on-site worker can view the AR-enriched environment at the workplace (Fig. 12). 

 

 

 

 

Figure 8. On-site worker contacts: The on-site worker can call one available remote guide for starting 
collaboration 

 

https://play.google.com/store/apps/details?id=com.AgingAtWork.ARRemoteWorker
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Figure 10. The remote guide captures a frame from the camera of the on-site worker 

 

 

Figure 9. The remote guide receives the call for AR collaboration by the on-site worker 
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Figure 11. The remote guide selected the AR annotation and sends it to the on-site worker through the send 
button 

 

Figure 12. The on-site worker can view the AR annotation through his/her camera 
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4. Evaluation 
In order to evaluate our system we performed user trials within a laboratory environment. The basic 

purpose was to test the usability of the system and the collaborative experience of the users, both remote 

and on-site. Further tests with ageing workers will be conducted within the envisaged A@W pilots and 

reported within D7.3. 

4.1 Experimental setup 

 

We chose the use of a 3D printer by an untrained worker as experimental task, because of the value and 

potential of 3D printers in the modern construction industry. This scenario can be adapted to similar cases 

in the construction and manufacturing domain as it involves the operation of a machine by an on-site 

worker, guidance from an ageing remote supervisor at home, input through buttons and panels and the 

use of different devices. The printer used for this task is the Ultimaker 3 3D printer, a desktop 3D printer 

with a dual extruder (Figure 13). This printer uses Polylactic Acid (PLA), a thermoplastic polyester, to 

extrude the plastic on a build platform where it solidifies. The on-site users were equipped with an Android 

mobile device equipped with a depth sensing camera with a resolution of 2260 x 1080 pixels. The remote 

supervisors were equipped with an android tablet and were stationed in a separate room away from the 

laboratory in which the printer resided. The communication was handled through a high speed Wi-Fi 

connection. 

 

4.2 Participants and procedure 

 

A total of 8 participants took part in the study, 7 male and 1 female. The mean age of the participants was 

25 (±1.36) years. The participants were asked to perform the task of printing a cube from a usb stick. None 

of them had used the 3D printer before. 
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 The remote guide assisted the on-site user by annotating the usb stick on the table, the usb port on the 

printer as well as the actions required on the printer input menu. After the test the users were asked to 

fill out a questionnaire with questions about the ease of communication during the collaboration session, 

the usability of the interfaces and the effectiveness of the platform. The questionnaire was based on the 

System Usability Scale (SUS) [18]. The System Usability Scale (SUS) is an effective tool for assessing the 

usability of a product such as an application. It consists of a 10-item questionnaire with five response 

options for respondents; from Strongly agree to Strongly disagree. 

4.3 Results 

 

Every participant was able to complete the task successfully without previous knowledge of using the 3D 

printer. The average SUS score was 94. According to Bangor et al. [18] any system above 68 can be 

considered usable. The higher the score the more usable the system is. We can deduct from the score that 

the AR platform is highly intuitive for the users. The average of positively worded questions Q1, Q3, Q5, 

Q7 and Q9 (e.g. questions related to easiness to use and learn) is relatively high while the average of 

negatively-worded questions Q2, Q4, Q6, Q8 and Q10 (e.g. questions related to complexity and required 

technical support) is low (Figure 14). Apart from the questionnaire, quantitative data was collected 

through the platform’s log files. Based on those we were able to measure the mean time required for a 

user to perform the task compared to the time needed using a traditional manual. The mean execution 

time was 78 (±15) secs. The fastest completion time was 60 secs. A separate group of 4 inexperienced 

users acting as a control group, was asked to perform the same task using only written instructions. Their 

mean task completion time was 87 (±26) secs. We notice a 10% improvement in completion times using 

our proposed system (Fig. 15). 

 

 

Figure 13 The basic annotations inserted by the remote guide. (1) Arrow pointing to the usb stick (2) Arrow 
pointing to the usb port (3) 3D hand animation indicating the button to push (4) rotating arrow indicating the 

clockwise rotation of the button to select a file 

 



  GA #826299 
  

D6.3 Dissemination Level: Public Page 22 of 24 
 

  

 
 

Regarding the performance of the system, we measured the frame rate of the applications. The on-site 

app runs at 60 fps with no drops even when multiple annotations are rendered. The average frame rate of 

the video stream received by the supervisor app is 15 fps over a high speed Wi-Fi connection. 

 

 

Figure 15. Mean task completion time using a traditional manual and the AR tool 

 

 

Figure 14. Average SUS scale rating results from the on-site users (1: strongly disagree, 5: strongly agree) – Q1: 
I would use this system frequently, Q2: The system is unnecessarily complex, Q3: The system is easy to use, 

Q4: The support of a technical person is needed, Q5: The functions in this system are well, Q6: Too much 
inconsistency, Q7: The system is easy to learn, Q8: The system is very cumbersome to use, Q9: I felt very 

confident using the system, Q10: I needed to learn a lot of things before using 
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5. Conclusions 
We proposed a novel AR remote collaboration platform for workplaces. The platform primarily aims to 

facilitate the execution of on-site tasks by inexperienced workers, through the guidance by an older 

remote user, using intuitive digital annotations which enrich the physical environment of the on-site 

worker. In this context, the platform could be particularly significant during the COVID-19 pandemic 

period, in which several people, including vulnerable groups such as older people or individuals with a 

chronic disease, were forced to work from their home. The platform has been published in the form of an 

app in Google Playstore and evaluation results have shown its usefulness in remote collaboration. 
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