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Abstract. Reliability estimation of Machine Learning (ML) models is
becoming a crucial subject. This is particularly the case when such
models are deployed in safety-critical applications, as the decisions based
on model predictions can result in hazardous situations. As such, re-
cent research has proposed methods to achieve safe, dependable and
reliable ML systems. One such method is to detect and analyze distri-
butional shift, and then measuring how such systems respond to these
shifts. This was proposed in earlier work in SafeML. This work focuses
on the use of SafeML for time series data, and on reliability and ro-
bustness estimation of ML-forecasting methods using statistical distance
measures. To this end, distance measures based on the Empirical Cumu-
lative Distribution Function (ECDF), proposed in SafeML, are explored
to measure Statistical-Distance Dissimilarity (SDD) across time series.
We then propose SDD-based Reliability Estimate (StaDRe) and SDD-
based Robustness (StaDRo) measures. With the help of clustering tech-
nique, identification of similarity between statistical properties of data
seen during training, and the forecasts is done. The proposed method is
capable of providing a link between dataset SDD and Key Performance
Indices (KPIs) of the ML models.

Keywords: SafeAI · Safe Machine Learning · Machine Learning Relia-
bility · Artificial Intelligence Safety · Statistical Method

1 Introduction

The improved performance of hardware has triggered the increased use of ML-
based components in many applications. This also includes many safety-critical
application domains such as medical, industrial, transportation, aviation etc.
This in turn requires new methods for increasing and assuring the reliability of
ML-based components in safety-critical applications. One way to achieve this
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increase is by detecting dataset shift [32]. In previous work, SafeML has been in-
troduced by the authors in [4], which uses statistical distance measures based on
the Empirical Cumulative Distribution Function (ECDF) to detect distributional
shift at runtime. Further, the approach estimates the performance degradation
of a classifier based on those measures. The results showed that there is a corre-
lation between performance and Statistical Distance Dissimilarity (SDD). The
proposed method, however, was limited to only tabular data and classification
tasks. In [3], SafeML has been improved to handle image classification tasks.
Also, the authors have proposed to use a bootstrap-based p-value calculation
to improve the reliability of statistical distance measures. In this work, we ex-
tend these measures for a time series data and use SDD to estimate reliability
(StaDRe), and robustness (StaDRo) of a ML component.

The rest of the paper is divided as follows. Section 2 describes related litera-
ture, whereas in section 3 the problem statement is discussed. Section 4 details
the proposed methodology, and section 5 describes the experiments conducted.
Section 6 discusses the results, concluding the paper in 7.

2 Related Works

For an ML-based system to be used in safety-critical systems, certain qualities of
ML solutions such as reliability, fairness, robustness, transparency and security
are important. Several methods have been proposed to quantify and qualify these
properties. For this work, the properties of ML-based system resulting from the
dataset distribution and shifts are considered.

This section is divided into several subsections. Section 2.1 discusses the
available methods for detecting dataset shift and distributional shift. Section 2.2
discusses the existing reliability metrics available in the literature. And section
2.3 discusses the existing robustness evaluation methods.

2.1 Dataset shift

There exist several names for the concept of dataset shift in the literature. Some
of these are concept shift, contrast mining (in classification learning, fracture
between data and fracture points and changing environments [23]). To overcome
the inconsistencies, authors in [23] have defined dataset shift as the difference
in the joint distribution in training and runtime datasets. Additionally, they
identify three types of dataset shift: A covariate shift, prior probability shift,
and a concept shift.

Several techniques for dataset shift detection are proposed in the literature
for forecasting and classification problems. The work in [6] proposes measures
that are applicable only to linear and multiple linear regression models, work
on exponentially-weighted moving average (EWMA) charts [29] is limited by
analysis power in presence of larger shifts, the proposed technique in [26] for
image classification problem is restricted by lack of support for online dataset
shift detection and the technique based on Particle Swarm Optimization (PSO)
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[25] overshadows its usefulness due to an overhead of retraining every time a
concept drift occurs. In addition to these limitations, the existing methods do
not consider statistical distance measures for computing distributional shift in
time series.

2.2 Reliability

A widely regarded work in dependable systems, the authors in [5], define re-
liability as continuity of correct service. In classical systems, quality measures
such as Mean Time Between Failures (MTBF) is usually used for reliability
measurement. For an ML system, authors in [9] define reliability by any quali-
tative attribute related to a “vital performance indicator” of that system. They
included measures such as accuracy or inaccuracy, availability, downtime rate,
responsiveness etc. In the context of ML-model-driven systems, we consider con-
tinuity of correct service, or ML performance evaluation, to not only encompass
the service provision, but also correctness of the ML model response itself.

The existing approaches proposed in literature for reliability estimation can
be classified into two classes: model-agnostic or model-specific approaches. While
model-specific techniques [16,24] are based on specific model designs and learning
algorithms, they utilize probabilistic interpretations for reliability, in terms of
confidence measurement. In our work, we focus on model-agnostic techniques.

The model-agnostic approaches are generic and provide distributional or
indicator-based reliability estimates that are less probabilistically interpretable.
Some examples of model-agnostic reliability estimation techniques are sensitivity
analysis [8], local cross-validation [13], confidence estimation based on neighbors’
errors and variance in the environment [11], bootstrapping [15] and an ML-based
approach [1]. Authors in [11] propose the “CONFINE” metric to measure relia-
bility. In contrast to previous heuristic-based techniques, the CONFINE measure
incorporates actual model prediction errors for reliability estimation, and esti-
mations are based on the error of the test instance’s nearest neighbors. However,
this metric does not cover the effect of distributional shift on reliability. Hence,
we propose extending the CONFINE metric with the rate of change of dissimi-
larity.

2.3 Robustness

In machine learning literature, different aspects of model’s robustness such as
robustness against adversarial attacks and robustness against dataset shift are
evaluated. To begin, adversarial robustness is used to measure the robustness
of an ML model against adversarial attacks. The authors of [28] describe model
robustness as the average size of the minimum adversarial perturbation over
many samples. The majority of work in this field focuses on various kinds of
adversarial attacks and building ML models that are robust against these.

However, in this work, we focus on robustness against dataset shift. A well-
generalized network should be robust to data subpopulations it has not yet
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encountered [31]. A measure termed relative accuracy to compute model’s per-
formance is presented in work [31] with a focus on image classification problems.
Furthermore, the work in [17] argues that accuracy can suffer when the train
and test distributions are dissimilar, therefore implement a data augmentation
technique at training to improve robustness of image classifiers, as well as use
flip probability as a measure of perturbation robustness. The authors of [33]
introduced measure called effective robustness which is the model accuracy dif-
ference in the presence of distributional shift, taking into consideration an accu-
racy baseline determined using available standard models (without robustness
interventions). The authors of [4] examined the use of statistical distance mea-
sures to evaluate the robustness of ML models. The work in [19] propose verifica-
tion of ML models in safety-critical applications, by verifying generalized model
performance using Neuron Region Distance (NRD) as an aid for dissimilarity
measure.

A ML model that is robust should be able to deliver acceptable performance
under conditions like dataset shift. This notion of robustness is also closely re-
lated to definition of robustness presented in [20] and [5] for classical systems.
Though the existing methods cover a plethora of robustness measures, currently
there are not many that use statistical distance measures to account for ro-
bustness against dataset shift. In our work, we propose using a performance vs
dissimilarity curve for robustness evaluation.

3 Problem Definition

When an ML model encounters an input differing from its training data, out-
of-distribution (OOD) uncertainty emerges. This can be taken into account by
estimating the SDD, with which reliability and robustness can be estimated.
Hence, in this work, the following research questions are established:

RQ1: SDD-Accuracy Correlation. How does SDD relate to the performance
of a model specifically for time series application?

RQ2: SDD based Reliability and Robustness. How can SDD be incorpo-
rated in reliability and robustness measures of a model?

4 Proposed Method

In this section, we use the SDD measure to obtain the StaDRe and StaDRo.
Finally, we describe the experimental design for our evaluation of the proposed
approaches on a univariate time series dataset.

For the rest of the paper, we will use the following terms. Let us assume
Xall ∈ R be the overall univariate time series dataset, X ∈ R be the training
portion of it, and Y ∈ R be the validation part. At runtime, we use X∗ for then
available data. Let f be any ECDF-based distance measure such as Wasserstein,
Kolmogorov-Smirnov etc. Let M be the ML model function, and Y ′ ∈ R be the
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prediction for a given input x. Due to its unbounded nature, geometry consider-
ations, and method which is essentially the area measured between two ECDFs,
this work primarily uses Wasserstein distance as ECDF function for estimating
reliability and robustness [7].

4.1 SDD vs Performance

First, let us consider the behavior of the ML model performance with its SDD
against the data observed during training. To observe this behavior, the perfor-
mance of the validation data Y is compared against its SDD from the training
set (f(X,Y )). The performance can be measured either in root mean square er-
ror (RMSE), or mean absolute percentage error (MAPE). To obtain a sequence
of observations, the validation set Y is divided into several subsets Y ∗ ∈ Y of
length l. The performance of the model M can be obtained, by obtaining the
prediction over each subset M(Y ∗) ∀Y ∗ ∈ Y . The corresponding SDD of subset
Y ∗ is obtained using f(X,Y ∗). From these, a curve of performance vs SDD can
be plotted. Section 5 discusses the detailed experiments.

4.2 Statistical Distance based Reliability estimate - StaDRe

In [11], reliability of ML model is given in terms of confidence, by “CONFidence
estimation based on the Neighbors’ Errors” (CONFINE) as in equation 1.

csCONFINE(X
∗) = 1− 1

m

m∑
i=1

ϵ2i [11] (1)

Where, X∗ is a data instance for which reliability is needed, ϵi is the error of
a nearest neighbor i, m are the total nearest neighbors. However, this does not
take into account the SDD of the instance. Moreover, CONFINE uses Euclidean
distance to obtain the nearest neighbors.

We extend this approach by taking into account the SDD, and using the
DTW-based clustering for computing nearest neighbors of X∗. Clustering is a
technique commonly used to group together similar patterns in time series us-
ing distance measures like DTW, Fréchet, Kullback-Leibler divergence [2,14,22].
Among these, K-Means clustering [10] with a DTW distance metric [27,30] was
found to be adequate for univariate time series. Due to space limitations, the
explanation of the DTW-based clustering technique used is omitted, but is avail-
able on GitHub (see section 7). Instead of using Euclidean distance, we use the
DTW-based clustering technique to identify the appropriate cluster c for the
input instance X∗ obtained from Y ′. Then, the mean squared error (MSE) is
obtained for the m members of the identified cluster c. Finally, the ECDF-based
distance is computed between the cluster c and X∗, and the cluster c and the ref-
erence O. The StaDRe is then given by equation 2. The algorithm 1 describes the
general procedure for StaDRe computation using statistical distance measures.
For this work, the following assumptions are made.
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1. The members of the cluster c to which X∗ gets assigned to, are the nearest
neighbors of X∗, where X∗ is a data instance.

2. To compute dorigin in algorithm 1 initialised for Wasserstein distance, the
origin is a time series containing 0 at every time step and whose shape is the
same as the cluster’s center.

StaDRe(X∗) =

2− 1

m

m∑
i=1

ϵ2i −
f(c,X∗)

f(c,O)

2
(2)

Where, ϵi is the error of a given neighbor i.

Algorithm 1: Algorithm for StaDRe

Result: Reliability
X = GetTrainingSet();
X∗ = GetDataInstance();
clusters = GetClusters(X);
for c in clusters do

comparison = CompareClusters(c, X∗);
if comparison==True then

d = getStatisticalDistance(c, X∗);
d origin = getStatisticalDistance(c,O);
break;

end

end
MeanSquaredError = GetClusterMeanSquareError(c);

Reliability =

(2−MeanSquaredError − d

d origin
)

2
;

return Reliability;

4.3 Statistical Distance based Robustness - StaDRo

In this section, we introduce a method to obtain an evaluation of robustness
against distributional shift using statistical distance measures. For this, the per-
formance vs SDD curve obtained in 4.1 is used. For a required minimum per-
formance Pmin, using the performance vs SDD curve, the corresponding SDD
distance for the Pmin is obtained. For a given data instance X∗ for which robust-
ness is required, the ECDF distance measure is obtained against the instance
X∗ and the training set X. StaDRo for an instance X∗ at a given Pmin is given
by the equation 3.

StaDRo(X∗, Pmin) =


True

f(X,X∗)

dPmin
≤ 1

False
f(X,X∗)

dPmin

> 1

(3)
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Where, StaDRo(X∗, Pmin) gives the robustness of the model for the instance
X∗ at a given minimum required performance Pmin. The algorithm 2 shows a
general procedure for StadRo estimation using statistical distance measures.

Algorithm 2: Algorithm for StaDRo

Result: Robust
X = GetTrainingSubSet();
Y = GetValidationSet();
for Sequence in Y do

P = GetPerformance(Sequence);
d = getStatisticalDistance(X, Sequence);
Performance.append(P);
SDD.append(d);

end
Curved = FitCurve(plot(SDD, Performance));
X∗ = GetDataInstance();
d instance = getStatisticalDistance(X, X∗);
MINIMUM REQUIRED PERFORMANCE LIMIT = CONSTANT;
d from curve = getDistanceForPerformance(Curved,
MINIMUM REQUIRED PERFORMANCE LIMIT);

Ratio = d instance / d from curve;
if Ratio <= 1 then

Robust = True;
else

Robust =False;
end
return Robust;

5 Experiments

We performed experiments on stock price prediction application (an example
of regression applications) and used stock price data of several companies. The
closing price of these stocks is considered. We extracted this using the National
Stock Exchange (NSE) library and Yahoo Finance. We excluded the dataset that
did not exhibit any kind of shift between data at training and validation. The
data was divided into 80% training data and 20% was used for the validation. We
predicted the stock closing price for the next day, at a given point the model is
used. All the data was normalized between -1 and 1. The two forecasting models
we implemented are Long Short-Term Memory (LSTM) [18] and Gated Recur-
rent Unit (GRU) [12]. The choice of hyperparameters and other information is
given in Table 1. All the models are trained using the Adam optimizer [21] with
a learning rate of 0.01 over 100 epochs for LSTM and 50 epochs for GRU.

To obtain StaDRo as described in Algorithm 2, the experiments are divided
into three phases. In the first phase, we measure how accuracy acc of the model
M changes with shift in the subset of the validation set Y . In the second phase,
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f(X,Y ) is computed for the same subsets of Y as in the first phase. For this
work, we instantiated Wasserstein distance as an ECDF measure f . In the third
phase, we fit a polynomial curve of degree 2 to derive the relationship between
dataset SDD and the forecasting model’s performance. We then obtain a statis-
tical distance for a desired minimum performance from the fitted curve. For a
desired sequence X∗, we compute the SDD between X∗ and X, then calculate
the ratio and estimate robustness.

For reliability estimation using the general procedure described in Algorithm
1, we applied clustering on training data of several companies and then selected
some validation points randomly at different time steps to compute StadRe for
these points. When computing MSE, we chose the number of nearest neighbors
(m) as equal to the number of samples of X that get assigned to the smallest
cluster c′. We applied random sampling for selecting m neighbors when the
assigned cluster c is not c′.

Table 1: Details of several stocks and hyperparameters of LSTM and GRU model.

Characteristic
Dataset

Reliance Google Airtel JP Morgan MRF

Start date (dd.mm.yyyy) 04.01.2010 03.01.2005 04.01.2010 02.01.2003 03.01.2005

No. of Data points 2895 4300 3008 4803 4214

Window size 20 50 20 20 20

No. of clusters 7 5 6 5 5

LSTM

(# layers; hidden size)
2; 32 2; 40 2; 32 2; 64 2; 32

GRU

(# layers; hidden size)
2; 32

6 Results and Discussion

This section presents the results of the experiments performed. Figure 1 shows
how model performance (as MAPE, RMSE) deteriorates as SDD increases. Each
performance measure is fit to a curve using second-degree curve fitting. As clearly
seen in Figures 1(a) and 1(b), there is an increase in performance error with
increasing SDD. Figure 2 displays the reliability measure against model perfor-
mance. As with Figure 1, the plots are fitted with a second-degree curve. The
figures clearly shows increasing performance with increasing reliability, StaDRe,
thereby validating the measure.

Table 2 shows the results of the StaDRo computation on some example
stocks. The table consists of a sequence of validation sets across 2 stocks, corre-
sponding performance metrics (RMSE, MAPE) and StaDRo robustness results
for each metric. It can be seen from the table that for a validation subset which
StaDRo identifies as not robust against SDD (listed as ‘FALSE’), a higher er-
ror is observed. This indicates that StaDRo is a useful measure for robustness
against statistical dissimilarity in datasets.
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Fig. 1: The curve displaying performance vs SDD for several stocks normalized to 0-1
range.

0.0 0.2 0.4 0.6 0.8 1.0

staDRE (Wasserstein distance)

0.0

0.2

0.4

0.6

0.8

1.0

Me
an

 a
bs

ol
ut

e 
pe

rc
en

ta
ge

 e
rr

or Airtel
Airtel
Google
Google

JP Morgan
JP Morgan
Reliance

Reliance
MRF
MRF

(a) MAPE

0.0 0.2 0.4 0.6 0.8 1.0

staDRE (Wasserstein distance)

0.0

0.2

0.4

0.6

0.8

1.0

Ro
ot

 m
ea

n 
sq

ua
re

 e
rr

or

Airtel
Airtel
Google
Google

JP Morgan
JP Morgan
Reliance

Reliance
MRF
MRF

(b) RMSE

Fig. 2: The curve displaying performance vs StaDRe for several stocks normalized to
0-1 range.

7 Conclusion and Future Works

In this paper, we describe the use of SafeML for SDD-based assessment of ML
models for time series applications. The performance behavior against SDD is
investigated. It was found that the performance is correlated to the SDD. We
propose SDD-based metrics for reliability as StaDRe and robustness as StaDRo.
The results on example applications shows the effectiveness of these measures
on univariate time series.

For future work, we are planning to experiment with the proposed measures
on multivariate time series for both classification and regression tasks. Adversar-
ial attacks can also be used to consider StaDRo for robustness against adversarial
examples as well. The idea of this paper can be extended for videos (image-time-
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Table 2: Results displaying StaDRo estimates on some stocks

Google (Pmin (RMSE) = 500.0) JP Morgan (Pmin (RMSE) = 8.5)
Data

Instance RMSE WD
Rate of change

of SDD
Robust RMSE WD

Rate of change

of SDD
Robust

0:70 24.85 634.73 0.39 TRUE 2.23 61.25 0.63 TRUE

70 : 140 31.12 740.50 0.45 TRUE 2.32 62.63 0.64 TRUE

140 : 210 26.35 717.43 0.44 TRUE 2.53 53.44 0.55 TRUE

210 : 280 36.73 842.07 0.52 TRUE 2.41 59.38 0.61 TRUE

280 : 350 82.03 910.24 0.56 TRUE 2.43 63.12 0.65 TRUE

350 : 420 82.46 945.59 0.58 TRUE 3.28 78.90 0.81 TRUE

420 : 490 133.10 1094.77 0.67 TRUE 7.16 66.65 0.68 TRUE

490 : 560 284.06 1330.72 0.82 TRUE 4.12 46.56 0.48 TRUE

560 : 630 620.01 1739.06 1.07 FALSE 2.43 50.30 0.52 TRUE

630 : 700 1014.97 2153.03 1.32 FALSE 5.11 76.55 0.78 TRUE

700 : 770 1287.46 2430.59 1.49 FALSE 10.40 105.03 1.08 FALSE

770 : 840 - - - - 10.76 107.21 1.1 FALSE

840 : 910 - - - - 14.77 114.84 1.18 FALSE

series-based inputs) and tested for autonomous vehicles in CARLA4 simulation.
Moreover, the proposed idea can be used as a foundation for time-series safety-
related explainability and interpretability.

All results, code, additional results, additional experiments, and exhaustive
explanations will be made available in GitHub5 repository.
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