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Section 1

Introduction
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Introduction

• Natural Language Processing (NLP)
focuses on the analysis and synthesis of
natural language
• Linguistic phenomena instantiate in

linguistic data, showing
interconnections and relationships
• In this course we will learn how graphs,

computation, and language are tightly
connected
• We will start with classic graph-based

NLP techniques and finish with modern
approaches

Source: Adamovich (2015)
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Motivation

Look at this distributional thesaurus!

java

lisp

pascal

cobol

delphi

eiffel
erlang

c

python

fortran

ruby

soap

beer

cocoa

lemonade

espresso

tea

cappuccino

malt

coffee

palm

Source: Ustalov et al. (2019)

• This graph represents words
and their connections
• Can we learn word

meanings from its structure?
• Can we infer linguistic

knowledge computationally?
• Yes.
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Section 2

Graphs and Language
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Graph Theory Essentials I

Definition
A graph is a tuple G = (V,E), where V is a set of objects called nodes and
E ⊆ V 2 is a set of unordered pairs called edges.

• Graphs can be weighted, i.e.,
there is w : (u, v)→ R,
∀(u, v) ∈ E

• A neighborhood Gu = (Vu, Eu)
is a subgraph induced from G
containing the nodes incident to
u ∈ V without u
• A node degree deg(u) = |Vu| is

the number of neighbors of the
node u ∈ V ; maximal node
degree is ∆(G) = max

u∈V
deg(u)

streambank bank building

riverbank

streamside bank building

.131

.126.555

.467
.133

.131

.131 .347

deg(bank) = 5
∆(G) = 5
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Graph Theory Essentials II

Graphs can be directed, so the edges are ordered pairs and called arcs.

• There are indegrees deg−(u) and
outdegrees deg+(u), i.e.,
deg−(u) = |(v, u) ∈ E|, u ∈ V

• Successors succ(u) ⊂ V are the
nodes reachable from u ∈ V

streambank bank building

riverbank

streamside bank building

deg−(bank) = 0

deg+(bank) = 1

succ(bank) = ∅
succ(streamside) = {bank}
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Graph Theory Essentials III

• The maximal number of edges in an undirected graph is

|V |(|V | − 1)

2

• The maximal number of arcs in a directed graph is

|V |(|V | − 1)

• The sum of degrees equals twice the number of edges
(handshaking lemma): ∑

u∈V
deg(u) = 2|E|

• Degree distribution is the fraction of nodes in the graph
with degree k ∈ Z0+:

P (k) =
|u ∈ V : deg(u) = k|

|V |
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Can We Trust Language Graphs?

Graphs representing linguistic
phenomena follow similar
distributions and exhibit similar
properties (Biemann, 2012):
• co-occurrence networks tend to

follow the Dorogovtsev-Mendes
distribution (2001),
• semantic networks tend to follow

the scale-free properties
(Steyvers et al., 2005), etc.

Yes We Can
These properties do not depend on a
language w.r.t. the parameters
(Kapustin et al., 2007).

Source: Steyvers et al. (2005)
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Co-Occurrence Graphs

• A pair of words are said to
co-occur if they both appear
together
• Co-occurrence networks tend to

follow the Dorogovtsev-Mendes
distribution (2001):

P (k) ∼=
1

2
k−

3
2
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Semantic Networks

• Semantic relations are
synonymy, antonymy,
hypernymy/hyponymy,
holonymy/meronymy, etc.
• A semantic network (or a

knowledge graph) is a graph
that represents semantic
relations between concepts
• Semantic networks tend to follow

the scale-free properties
(Steyvers et al., 2005):

P (k) ∝ k−γ

for some γ ∈ R
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World Wide Web

• World Wide Web follows the
scale-free degree distribution
with the preferential attachment
mechanism (Barabási et al.,
1999):

P (k) ∝ k−3

• “The rich get richer”
• Citation networks and social

networks also follow this
distribution

Dr. Dmitry Ustalov Language Phenomena and Graphs August 15, 2022 13 / 72



Graphs and Language: Wrap-Up

• We have all the necessary definitions
and now we can reason about graphs
and their elements
• Graphs are different w.r.t. the

represented information, internal
structure, and size
• Real-world graphs tend to follow

well-known distributions, and this is
good!

Source: rawpixel (2017)
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Section 3

Graphs and Computation
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Graphs and Computation

• Graphs need to be represented both mathematically and in computer
memory
• Formal representations: edge and adjacency lists, adjacency and

incidence matrices, etc.
• Computer representations: non-matrix, dense and sparse matrices

streambank bank building

riverbank

streamside bank building

Dr. Dmitry Ustalov Language Phenomena and Graphs August 15, 2022 16 / 72



Edge List

Edge List is the simplest way to define a graph by listing its edges.

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

bank streambank
bank riverbank
streamside bank
bank building
bank bank building
streambank riverbank
riverbank streamside
building bank building

• Nodes with zero degree cannot be represented

Dr. Dmitry Ustalov Language Phenomena and Graphs August 15, 2022 17/ 72



Adjacency List

Adjacency List is the generalization of an edge list in which each node lists
its incident nodes.

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

bank streambank,
riverbank,
streamside,
building,
bank building

streambank riverbank
riverbank streamside
streamside
building bank building
bank building

Dr. Dmitry Ustalov Language Phenomena and Graphs August 15, 2022 18 / 72



Adjacency Matrix

Adjacency Matrix A ∈ R|V |×|V | is a square matrix that indicates whether
pairs of nodes are adjacent or not.

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

A =



0 1 1 1 1 1
1 0 1 0 0 0
1 1 0 1 0 0
1 0 1 0 0 0
1 0 0 0 0 1
1 0 0 0 1 0


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Incidence Matrix

Incidence Matrix B ∈ R|V |×|E| is a Boolean matrix that indicates whether
the nodes are incident in edges.

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

B =

e12 e13 e14 e15 e16 e23 e34 e56

1 1 1 1 1 0 0 0
1 0 0 0 0 1 0 0
0 1 0 0 0 1 1 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 1


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Degree Matrix

A node degree is the number of nodes incident to this node, e.g.,
deg(riverbank) = 3; the maximal degree ∆ in this graph is 5

Degree MatrixD ∈ Z0+|V |×|V | is a diagonal matrix that indicates the
corresponding node degrees.

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

D =



5
2

3
2

2
2


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Laplacian Matrix

Laplacian Matrix L = D −A = B⊤B.

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

L =



5 −1 −1 −1 −1 −1
−1 2 −1 0 0 0
−1 −1 3 −1 0 0
−1 0 −1 2 0 0
−1 0 0 0 2 −1
−1 0 0 0 −1 2



• L is positive-semidefinite, i.e., x⃗⊤Lx⃗ ≥ 0,∀x⃗ ∈ R|V | \ {0}, and
symmetric, enabling the spectral graph theory (von Luxburg, 2007)
• For digraphs, we have to choose between indegree and outdegree

matrix
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Normalized Laplacian Matrix

Normalized Laplacian Matrix Lnorm = D− 1
2LD− 1

2 .

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

D− 1
2 =



.45
.71

.58
.71

.71
.71



Lnorm =



1 −.32 −.26 −.32 −.32 −.32
−.32 1 −.41 0 0 0
−.26 −.41 1 −.41 0 0
−.32 0 −.41 1 0 0
−.32 0 0 0 1 −.50
−.32 0 0 0 −.50 1



• All eigenvalues of the normalized Laplacian are real and non-negative

Dr. Dmitry Ustalov Language Phenomena and Graphs August 15, 2022 23 / 72



Graphs in Computer Memory

Every representation differs in terms
of intended purpose, the
computational complexity of
operations is different:
• Matrix-free representations
• Dense matrix representations
• Sparse matrix representations

Source: Amos (2011)
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Dict-of-Dict-of-Dict

Dictionary for the source node contains a dictionary for the target node that
contains a dictionary for edge data.

{bank building : {building : {weight : 1}, bank : {weight : 1}}, . . . }

Used by NetworkX (Hagberg et al., 2008).
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Set and Set

One set for nodes and another set of edges.

Nodes
bank
streambank
riverbank
streamside
building
bank building

Edges
bank streambank
bank riverbank
streamside bank
bank building
bank bank building
streambank riverbank
riverbank streamside
building bank building

Used by JGraphT (Michail et al., 2020).
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Dense Matrix Representations

In general, matrices are stored in
computer memory as contiguous
arrays of numbers:
• Row-Major Order Matrix
• Column-Major Order Matrix
• Block Matrix

As an example, we will use the
adjacency matrix of a directed graph
so it is non-symmetric.

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6
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Row-Major Order Matrix

In the row-major order matrix, the row arrays contain column arrays.

A =



0 0 0 0 0 0

0 0 1 0 0 0

0 1 0 1 0 0

1 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 1 0



[0, 0, 0 , 0, 0, 0, 0, 0, 1 , 0, 0, 0, 0 , 1 , 0 , 1 , 0 , 0 , 1, 0, 0 , 0, 0, 0, 0, 0, 0 , 0, 0, 1, 0, 0, 0 , 0, 1, 0]
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Column-Major Order Matrix

In the column-major order matrix, the column arrays contain row arrays.

A =



0 0 0 0 0 0

0 0 1 0 0 0

0 1 0 1 0 0

1 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 1 0



[0, 0, 0 , 1, 0, 0, 0, 0, 1 , 0, 0, 0, 0 , 1 , 0 , 0 , 0 , 0 , 0, 0, 1 , 0, 0, 0, 0, 0, 0 , 0, 0, 1, 0, 0, 0 , 0, 1, 0]
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Block Matrix

In a block matrix, the matrix is split into several blocks,
and each block is stored as a contiguous array in memory.

A =



0 0 0 0 0 0

0 0 1 0 0 0

0 1 0 1 0 0

1 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 1 0



0 0 0 0 0 1 0 1 0

0 0 0 0 0 0 1 0 0

1 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 1 0


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Sparse Matrix Representations

In language graphs, most graph matrices are sparse
and contain many zeroes.

A =



0 0 0 0 0 0

0 0 1 0 0 0

0 1 0 1 0 0

1 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 1 0


Only 6 elements out of these 36 are
non-zeroes!

There are representations that take sparseness into account:
• Coordinate Sparse Matrix (COO) that is convenient for modification
• Compressed Sparse Rows/Columns (CSR/CSC) that are convenient for

matrix operations
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Coordinate Sparse Matrix

A =



0 0 0 0 0 0

0 0 1 0 0 0

0 1 0 1 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


data = [ 1 , 1, 1 , 1, 1, 1]

row = [ 1 , 2, 2 , 3, 4, 5]

col = [ 2 , 1, 3 , 0, 5, 4]

Each element of A is positioned by (row,col) and contains the
corresponding element of data.
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Compressed Sparse Rows

A =



0 0 0 0 0 0
0 0 1 0 0 0

0 1 0 1 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


data = [1, 1 , 1 , 1, 1, 1]

colind = [2, 1 , 3 , 0, 5, 4]

rowind = [0, 0, 1 , 3 , 4, 5, 6]

In CSR, for the i-th row:
• column indices are stored in
colind[rowind[i]:rowind[i + 1]]
• elements are stored in
data[rowind[i]:rowind[i + 1]]
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Compressed Sparse Columns

A =



0 0 0 0 0 0

0 0 1 0 0 0
0 1 0 1 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


data = [1, 1, 1 , 1, 1, 1]

rowind = [3, 2, 1 , 2, 5, 4]

colind = [0, 1, 2 , 3, 4, 5, 6]

In CSC, for the i-th column:
• row indices are stored in
rowind[colind[i]:colind[i + 1]]
• elements are stored in
data[colind[i]:colind[i + 1]]
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Graph Search Algorithms

Often one needs to traverse the graph, for
which there are two approaches:
• Breadth-First Search (BFS) that explores

neighbors at the present depth level
before moving to the next level
• Depth-First Search (DFS) that moves to

the deepest level before exploring all
the neighbors

Both algorithms are data intensive;
parallel BFS enables the Graph500
benchmark of high-performance computing
systems: https://graph500.org/.

Source: Merrill (2014)
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Graph Search Algorithms: Example

Suppose we start traversing from the node “bank”.

Breadth-First Search

streambank

1

bank

0

building

4

riverbank2

streamside

3

bank building

5

Depth-First Search

streambank

5

bank

0

building

2

riverbank4

streamside

3

bank building

1
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Connected Components

In undirected graphs, a connected
component is a subset of nodes that
are connected via paths.

streambank building

riverbank

streamside bank building

In directed graphs, a
strongly-connected component is a
subset of nodes that are reachable
from each other.

streambank bank building

riverbank

streamside bank building
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Shortest Paths

A path in a graph is a sequence of edges from node u ∈ V to v ∈ V , e.g.,
(1→ 6→ 5).

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

• The shortest path is the path
with the smallest number of
steps, e.g., (1→ 5)

• Well-known approaches are
Dijkstra’s algorithm (1959),
Johnson’s algorithm (1977), see
more in Cormen et al. (2022,
Chapters 22–23)
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Random Walks

A random walk is a succession of random steps on a mathematical space
(on a graph in our case).

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

(4)

(3→ 2)

(5→ 1→ 4)

(6→ 5→ 6→ 5)

(1→ 2→ 3→ 1→ 5)
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Stochastic Matrices

• Recall that the adjacency matrix
A represents edge weights in a
graph G

• A column-normalized matrix M
is called a stochastic matrix that
shows transition probabilities
between nodes of G:

Mij =
Aij∑

uk∈V Akj

• For each node u ∈ V , we can
obtain the probability of random
walking to other nodes

M =



0 0 .33 .5 .5 .5
.2 0 .33 0 0 0
.2 1 0 .5 0 0
.2 0 .33 0 0 0
.2 0 0 0 0 .5
.2 0 0 0 .5 0


x⃗ = (1, 0, 0, 0, 0, 0)⊤

Mx⃗ = (0, .2, .2, .2, .2, .2)⊤

MMx⃗ = (.37, .07, .3, .07, .1, .1)⊤

Keep in mind this idea, we will come back to it soon!
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Stochastic Matrices: Ergodicity

• If one can travel from any node
to any other node with a
non-zero probability,M is
irreducible
• If one can not return to the

chosen node after some
transition with certainty,M is
aperiodic
• If the stochastic matrix M is

ergodic, i.e., irreducible and
aperiodic, random walks
converge to a stationary
distribution

M =



0 0 .33 .5 .5 .5
.2 0 .33 0 0 0
.2 1 0 .5 0 0
.2 0 .33 0 0 0
.2 0 0 0 0 .5
.2 0 0 0 .5 0


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Graphs and Computation: Wrap-Up

• Graphs have to be represented in
computer memory; the best
representation takes into account graph
structure and usage pattern
• Examining paths and walks reveals

important information about the graph
structure
• There is a connection between

probability theory and graph theory,
allowing the use of stochastic matrices
to reason about graphs Source: rawpixel (2018)
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Section 4

Centrality Measures
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What is Centrality?

Which node is the most important in the graph G = (V,E)?

streambank bank building

riverbank

streamside bank building

• Node centrality C(u) ∈ R quantifies the importance of a node u ∈ V

• There is also a similar concept of edge centrality C(e) ∈ R, which is
defined for an edge e ∈ E
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Centrality in NLP

We will review several centrality measures
popular in NLP applications (Mihalcea et al.,
2011; Boudin, 2013):
• degree centrality
• closeness centrality (Bavelas, 1950)
• betweenness centrality (Freeman, 1977)
• eigenvector centrality (Bonacich, 1987)

There is a multitude of variations, we will
cover some of them, too.

Source: Tama66 (2018)
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Degree Centrality

• Degree centrality CD(u) is a
simple centrality measure that is
defined as the number of nodes
incident to the node u ∈ V :

CD(u) = deg(u)

• There are variations, such as
normalized degree centrality
C ′
D(u), that normalize the

degree by the number of
remaining nodes |V | − 1:

C ′
D(u) =

deg(u)

|V | − 1

V CD(u) C ′
D(u)

bank 5 1
streambank 2 .4
riverbank 3 .6
streamside 2 .4
building 2 .4
bank building 2 .4
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Closeness Centrality

• Let distance d(u, v) ∈ Z0+ be
the length of the shortest path
from u ∈ V to v ∈ V

• Bavelas (1950) formulated the
closeness centrality CC(u) as a
reciprocal of the sum of shortest
path lengths:

CC(u) =
1∑

v∈V d(v, u)

• Comparison between different
graphs is possible by
normalizing CC(u) by the
number of nodes |V |:
C ′
C(u) = |V | · CC(u)

V CC(u) C ′
C(u)

bank 1 6
streambank .63 3.75
riverbank .63 3.75
streamside .71 4.29
building .63 3.75
bank building .63 3.75
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Betweenness Centrality

• If a large number of shortest
paths between nodes s, t ∈ V
pass through the node u ∈ V ,
this node u is important
• Let σst(u) be the number of

shortest paths from s to t via u
such that s ̸= v ̸= t

• Let σst be the total number of
shortest paths from s to t

• Freeman (1977) formulated
betweenness centrality as the
sum of ratios:

CB(u) =
∑

s ̸=u̸=t∈V

σst(u)

σst

V CB(u)
bank .65
streambank 0
riverbank 0.05
streamside 0
building 0
bank building 0
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Edge Betweenness Centrality

• It is possible to naturally expand
this centrality measure to edges
as well
• Let σst|e(u) be the number of

shortest paths from s ∈ V to
t ∈ V via edge e ∈ E that is
incident to u ∈ V

• Brandes (2008) proposed Edge
Betweenness Centrality that
quantifies the number of
shortest paths passing through
the edges E:

CB(e) =
∑
s,t∈V

σst|e(u)

σst

E CB(e)
{bank, streambank} .23
{bank, riverbank} .20
{streamside, bank} .23
{bank, building} .27
{bank, bank building} .27
{streambank, riverbank} .10
{riverbank, streamside} .10
{building, bank building} .07
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Eigenvector Centrality

• Recall that the eigenvector x⃗ is
Ax⃗ = λx⃗ and λ is the eigenvalue that
defines the length of the transformation
• Bonacich (1987) proposed eigenvector
centrality CE(u) in which the centrality
of node ui ∈ V is the i-th element of
the largest eigenvector of A:

CE(u) =
1

λ

∑
v∈Vu

CE(v)

• We can obtain the largest eigenvector
with the power method: x⃗i+1 =

Ax⃗i
∥Ax⃗i∥

(Perron–Frobenius theorem)

V CE(u)
bank .60
streambank .35
riverbank .44
streamside .35
building .31
bank building .31
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Eigenvector Centrality: Algorithm

Input: graph G = (V,E), adjacency matrix A
Output: eigenvector centralities CE(u),∀u ∈ V

1: x⃗← random(R|V |)
2: while x⃗ changes do ▷ Estimate x⃗ using the power method

3: x⃗← Ax⃗

∥Ax⃗∥
4: CE(ui)← x⃗i for all ui ∈ V
5: return CE
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Eigenvector Centrality: Example

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

V CE(u)
bank .60
streambank .35
riverbank .44
streamside .35
building .31
bank building .31

Ñ This is an example using the graph from Ustalov et al. (2019, Figure 2)
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Random Walks and Centrality

• Recall that for random walks to
converge to a stationary
distribution, our graph G should
be either undirected and
connected or directed and
strongly-connected
• What if we can work around this

strong requirement?
• Let us make G

(strongly-)connected by adding
the missing edges/arcs!

1.6%

1.6%

1.6%

1.6%1.6%

D
3.9%

F
3.9%

E
8.1%

C
34.3%B

38.4%A
3.3%

Source: 345Kai et al. (2007)
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PageRank

PageRank (1998) is a probabilistic graph centrality measure that simulates
how a user travels across the Web (the billion-dollar algorithm).

• The user visits a page and then either
follows to a linked page or teleports to
a random page with probability 1− d
(called the damping factor, d = 0.85)
• “Dangling” nodes with zero outdegree

are artificially connected to all other
nodes in the graph
• PageRank is very well-studied, one

might enjoy reading a more detailed
analysis by Gallardo (2007)

Pr(u) = d
∑

v∈In(u)

Pr(v)

|Out(u)|
+

1− d

|V |

P⊤ =

(
d · P + ·1− d

|V |
· 1

)⊤
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PageRank: Algorithm

Input: graph G = (V,E), adjacency matrix A, damping factor 0 ≤ d ≤ 1
Output: PageRank CP (u),∀u ∈ V

1: Aij ← 1
|V | for 1 ≤ i ≤ |V |, 1 ≤ j ≤ |V | if node i is dangling

2: Pij ← Aij∑
1≤k≤|V | Akj

for all 1 ≤ i ≤ |V |, 1 ≤ j ≤ |V | ▷ Normalize

3: P ← d · P + 1−d
|V | · 1 ▷ Apply damping factor

4: x⃗← random(R|V |) ▷ Same as in eigenvector centrality
5: while x⃗ changes do ▷ Estimate x⃗ using the power method

6: x⃗← P⊤x⃗

∥P⊤x⃗∥
7: CP (ui)← x⃗i for all ui ∈ V
8: return CP
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PageRank: Example

streambank

2

bank

1

building

5

riverbank3

streamside

4

bank building

6

V CP (u)
bank .12
streambank .09
riverbank .12
streamside .09
building .28
bank building .28

Ñ This is an example using the graph from Ustalov et al. (2019, Figure 2)
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Centrality Measures: Wrap-Up

• Centrality measures allow one to
determine the most important node in
the graph
• There is no silver bullet (Boudin, 2013):

pick the method that matches your
graph structure well
• PageRank is not the only algorithm in

its kind, see HITS by Kleinberg (1999)

Source: Free-Photos (2016)
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Section 5

Case Studies
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Case Studies

We will discuss three classic applications of graph-based methods for NLP:
• Keyword Extraction (Mihalcea et al., 2004a)
• Text Summarization (Mihalcea et al., 2004a)
• Word Sense Disambiguation (Mihalcea et al., 2004b)

Implementations: pytextrank and biased textrank.
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Keyword Extraction

Mihalcea et al. (2004a) proposed an unsupervised approach for keyword
extraction using graphs.

1 Build a word graph:
nodes are words
edges are co-occurrences

2 Run PageRank
3 Extract phrases

Variations: DegExt uses a directed graph (Litvak et al., 2013), PositionRank
uses biased PageRank (Florescu et al., 2017), etc.
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Keyword Extraction: Example

Compatibility of systems of linear constraints over the set of natural numbers. 
Criteria of compatibility of a system of linear Diophantine equations, strict
inequations, and nonstrict inequations are considered. Upper bounds for
components of a minimal set of solutions and algorithms of construction of
minimal generating sets of solutions for all types of systems are given. 
These criteria and the corresponding algorithms for constructing a minimal
supporting set of solutions can be used in solving all the considered types
systems and systems of mixed types.

Keywords assigned by TextRank:

Keywords assigned by human annotators:

linear constraints; linear diophantine equations; natural numbers; nonstrict
inequations; strict inequations; upper bounds

strict inequations; set of natural numbers; strict inequations; upper bounds
linear constraints; linear diophantine equations; minimal generating sets; non−

types

systems

linear

diophantine
constraints

system

compatibility
criteria

numbers

natural

equations

strict inequations

nonstrict

upper

bounds

components

algorithmssolutions

sets
minimal

construction

Source: Mihalcea et al. (2004a)
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Text Summarization

Mihalcea et al. (2004a) also proposed an unsupervised approach for
extractive summarization.

1 Build a sentence graph:
nodes are sentences
edges are drawn between “similar” sentences

2 Run PageRank
3 Extract sentences

Variations: sentence clustering (Azadani et al., 2018), biased TextRank
(Kazemi et al., 2020), etc.
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Text Summarization: Example

10: The storm was approaching from the southeast with sustained winds of 75 mph gusting
 to 92 mph.
11: "There is no need for alarm," Civil Defense Director Eugenio Cabral said in a television 

alert shortly after midnight Saturday.
12: Cabral said residents of the province of Barahona should closely follow Gilbert’s movement.
13: An estimated 100,000 people live in the province, including 70,000 in the city of Barahona,
 about 125 miles west of Santo Domingo.
14. Tropical storm Gilbert formed in the eastern Carribean and strenghtened into a hurricaine
 Saturday night.
15: The National Hurricaine Center in Miami reported its position at 2 a.m. Sunday at latitude
 16.1 north, longitude 67.5 west, about 140 miles south of Ponce, Puerto Rico, and 200 miles
 southeast of Santo Domingo.
16: The National Weather Service in San Juan, Puerto Rico, said Gilbert was moving westard
 at 15 mph with a "broad area of cloudiness and heavy weather" rotating around the center 

of the storm.
17. The weather service issued a flash flood watch for Puerto Rico and the Virgin Islands until
 at least 6 p.m. Sunday.
18: Strong winds associated with the Gilbert brought coastal flooding, strong southeast winds,
 and up to 12 feet to Puerto Rico’s south coast.
19: There were no reports on casualties.
20: San Juan, on the north coast, had heavy rains and gusts Saturday, but they subsided during 

the night.
21: On Saturday, Hurricane Florence was downgraded to a tropical storm, and its remnants 

pushed inland from the U.S. Gulf Coast. 
22: Residents returned home, happy to find little damage from 90 mph winds and sheets of rain.
23: Florence, the sixth named storm of the 1988 Atlantic storm season, was the second hurricane.
24: The first, Debby, reached minimal hurricane strength briefly before hitting the Mexican coast
 last month.

8: Santo Domingo, Dominican Republic (AP)
9: Hurricaine Gilbert Swept towrd the Dominican Republic Sunday, and the Civil Defense

 alerted its heavily populated south coast to prepare for high winds, heavy rains, and high seas.

4: BC−Hurricaine Gilbert, 0348
3: BC−HurricaineGilbert, 09−11 339

5: Hurricaine Gilbert heads toward Dominican Coast
6: By Ruddy Gonzalez
7: Associated Press Writer

22

23

0.15

0.30

0.59

0.15
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0.27

0.15
0.16

0.29

0.15

0.35

0.55

0.19

0.15

[1.83]

[1.20]

[0.99]

[0.56]

[0.70]

[0.15]

[0.15]

[0.93]

[0.76]
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[1.65]

[0.70]

[1.58]

[0.80]

[0.15]

[0.84]

[1.02]

[0.70]

24 [0.71][0.50]

21
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11
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9

8

7

6

54

Source: Mihalcea et al. (2004a)
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Word Sense Disambiguation

Mihalcea et al. (2004b) proposed an unsupervised approach for word sense
disambiguation (WSD) using graphs.

1 Build a text-synset graph:
nodes are synsets for open class words
edges are semantic relations from WordNet (Fellbaum, 1998)

2 Run PageRank
3 Assign word meanings

Variations: densest subgraph heuristic (Moro et al., 2014), personalized
PageRank (Agirre et al., 2014) and syntagmatic relations (Scozzafava et al.,
2020), etc.
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Datasets

• Stanford Network Analysis Project,
https://snap.stanford.edu/data/
• Leipzig Corpora Collection (Goldhahn et al., 2012)
• Wikipedia and Wiktionary

(Zesch et al., 2008; Krizhanovsky et al., 2013)
• WordNet (Fellbaum, 1998) and BabelNet (Navigli et al., 2012)
• DBpedia (Auer et al., 2007)
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Datasets: BabelNet

bn:03322554n Noun Concept Categories: Crowdsourcing, All articles needin…

EN Crowdsourcing

See more

Crowdsourcing is a sourcing model in which individuals or
organizations obtain goods and services, including ideas,
voting, micro-tasks and �nances, from a large, relatively
open and often rapidly evolving group of participants. 
Wikipedia

DEFINITIONS RELATIONS SOURCES

English 

IS A Human resource management

HAS KIND Collaborative mapping Volunteered geographic information Citizen science Citizen sourcing

Crowdsourcing as Human-Machine Translation +3 relations

HAS INSTANCE Encyclopedia of Life ReCAPTCHA Galaxy Zoo Distributed Proofreaders

FamilySearch Indexing +11 relations

More languages...



crowdsourcing English Translate into...

 Login Preferences

Source: https://babelnet.org/synset?id=bn:03322554n&lang=EN
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Datasets: DBpedia

About: Saint Petersburg
An Entity of Type : city, from Named Graph : http://dbpedia.org, within Data Space : dbpedia.org

Saint Petersburg (Russian: Санкт-Петербург, tr. Sankt-Peterburg, IPA: [ˈsankt pʲɪtʲɪrˈburk] ()),

formerly known as Petrograd (Петроград) (1914–1924), then Leningrad (Ленинград) (1924–1991),

is a city situated on the Neva River, at the head of the Gulf of Finland on the Baltic Sea. It is Russia's

second-largest city after Moscow. With over 5.3 million inhabitants as of 2018, it is the fourth-most

populous city in Europe, as well as being the northernmost megalopolis. As an important Russian

port on the Baltic Sea, it is governed as a federal city.

Property Value

dbo:PopulatedPlace/areaTotal 1439.0

dbo:PopulatedPlace/populationDensity 3699.31

dbo:abstract Saint Petersburg (Russian: Санкт-Петербург, tr. Sankt-Peterburg, IPA: [ˈsankt pʲɪtʲɪrˈburk] ()), formerly

known as Petrograd (Петроград) (1914–1924), then Leningrad (Ленинград) (1924–1991), is a city situated

on the Neva River, at the head of the Gulf of Finland on the Baltic Sea. It is Russia's second-largest city after

Moscow. With over 5.3 million inhabitants as of 2018, it is the fourth-most populous city in Europe, as well as

being the northernmost megalopolis. As an important Russian port on the Baltic Sea, it is governed as a

federal city. The city was founded by Tsar Peter the Great on 27 May [O.S. 16 May] 1703, on the site of a

captured Swedish fortress. It served as a capital of the Russian Tsardom and the subsequent Russian

Empire from 1713 to 1918 (being replaced by Moscow for a short period of time between 1728 and 1730).

After the October Revolution, the Bolsheviks moved their government to Moscow. In modern times, Saint

Petersburg is considered the Northern Capital and serves as a home to some federal government bodies

such as the Constitutional Court of Russia and the Heraldic Council of the President of the Russian

Federation. It is also a seat for the National Library of Russia and a planned location for the Supreme Court

of the Russian Federation. The Historic Centre of Saint Petersburg and Related Groups of Monuments

constitute a UNESCO World Heritage Site, so it's also referred to as Russia's cultural capital. Saint

Petersburg is home to the Hermitage, one of the largest art museums in the world, and the Lakhta Center,

the tallest skyscraper in Europe. Many foreign consulates, international corporations, banks and businesses

have offices in Saint Petersburg. (en)

dbo:areaTotal 1439000000.000000 (xsd:double)

dbo:country dbr:Russia

 Faceted Browser  Sparql Endpoint Browse using   Formats 

Source: https://dbpedia.org/page/Saint_Petersburg
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Section 6

Conclusion
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Conclusion

• Graphs are an extremely powerful
representation of the data
• Even the “simple” possibility of

selecting the most important nodes
reveals great insights
• We have defined a mathematical

framework for reasoning about graphs
that we will use in the next lectures
• Choose centrality algorithms carefully

according to your data assumptions
(Boudin, 2013)

Source: Dumlao (2017)
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Resources I

Events:
• TextGraphs, the Workshop on Graph-Based Algorithms for NLP,
http://www.textgraphs.org/

Books:
• Graph Algorithms (Cormen et al., 2022, Chapters 20–25)
• Graph-Based NLP & IR (Mihalcea et al., 2011)
• Structure Discovery in Natural Language (Biemann, 2012)
• The Nature of Complex Networks (Dorogovtsev et al., 2022)
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Resources II

Network Analysis Software:
• Python: NetworkX (Hagberg et al., 2008), igraph (Csárdi et al., 2006),

graph-tool, Snap.py
• R: igraph, RBGL
• Java: JGraphT (Michail et al., 2020), GraphX (Gonzalez et al., 2014)
• C/C++: igraph, Boost Graph Library, SNAP (Leskovec et al., 2016)
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Thank You!

Questions?

Contacts
Dr. Dmitry Ustalov
§ https://github.com/dustalov

# mailto:dmitry.ustalov@gmail.com

� 0000-0002-9979-2188

Revision: 5d35748
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