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Named Entity Recognition
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Named Entity Recognition

e is challenging because...

o Variation of NEs — e.g. John Smith, Mr Smith, John

o Ambiguity of NE types
m John Smith (company vs. person)
m May (person vs. month)

o m Washington (person vs. location)
£ m 1945 (date vs. time)

o Ambiguity with common words, e.g. “may”
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Message Understanding Conference (MUC) Series
® organized in the 90s and financed by DARPA (Defense Advanced Research Projects Agency) to
encourage the development of new and better methods of information extraction (IE).

® [|n this competition, many concurrent research teams competed against one another—required the

development of standards for evaluation, e.g. the adoption of metrics like precision and recall, the
introduction of NER and coreference resolution as automatic IE tasks.
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MUC

1995,
1998

MUC NER Specifications

e Entity Types. Percentand Money forNUMEX Tag; Time and Date Type for TIMEX Tag; and Person, Location, and
Organization Types ENAMEX Tag

e Genres. Newswire

Reference

Grishman, Ralph, and Beth M. Sundheim. "Message understanding conference-6: A brief history." COLING 1996 Volume 1: The 16th International Conference
on Computational Linguistics. 1996. 17 of 119
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1998 2008

Automatic Content Extraction (ACE) Series

e a research program for developing advanced information extraction technologies convened by the
NIST from 1999 to 2008, succeeding MUC

e There are three primary ACE annotation tasks corresponding to the three research tasks: Entity

Detection and Tracking (EDT), Relation Detection and Characterization (RDC), and Event
Detection and Characterization (EDC)

References 18 of 119

Doddington, George R., et al. "The automatic content extraction (ace) program-tasks, data, and evaluation." Lrec. Vol. 2. No. 1. 2004.
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ACE NER Specifications

e Entity Types.Person,Organization,Location, Facility, Weapon, Vehicle,and Geo-political entities
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ACE NER Specifications

e Entity Types.Person,Organization,Location, Facility, Weapon, Vehicle, and Geo-political entities

e (Genres.newswire, weblogs, Usenet newsgroupsand bulletin boards, and transcripts of broadcast news, talk shows
and conversational telephone speech
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1995, 2003,
1998 2008

ACE NER Specifications

e Entity Types.Person,Organization,Location, Facility, Weapon, Vehicle, and Geo-political entities

e (Genres.newswire, weblogs, Usenet newsgroupsand bulletin boards, and transcripts of broadcast news, talk shows
and conversational telephone speech

e Languages. Arabic, English, and Chinese

e Moreinformation. https://www.ldc.upenn.edu/collaborations/past-projects/ace/annotation-tasks-and-specifications

23 of 119
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2002,
2003

Computational Natural Language Learning (CoNLL) Shared Task Series

e series begun in 2002 which overlaps in its timeline with ACE, nonetheless puts light on the change
in focus on the community toward language-independent named entity recognition

Reference

Sang, Erik F., and Fien De Meulder. "Introduction to the CoNLL-2003 shared task: Language-independent named entity recognition.” arXiv preprint cs/0306050
(2003).
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2002,
2003

CoNLL NER Specifications

e Entity Types.Person,Organization,Location,and Miscellaneous
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MUC ACE

CoNLL

2002,
2003

CoNLL NER Specifications

e Entity Types.Person,Organization,Location,and Miscellaneous
e Genre.Newswire

e |Languages. Dutch and Spanishin CoNLL 2002; German and Englishin CoNLL 2003

27 of 119
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OntoNotes Corpus ver. 5.0 (most popular corpora for NER)

e OntoNotes Release 5.0 is a collaborative effort between BBN Technologies, the University of
Colorado, the University of Pennsylvania and the University of Southern California’s Information
Sciences Institute. The goal of the overall project was to annotate a large corpus comprising
various genres of text (news, conversational telephone speech, weblogs, usenet newsgroups,
broadcast, talk shows) in three languages (English, Chinese, and Arabic) with structural
information (syntax and predicate argument structure) and shallow semantics (word sense linked

to an ontology and coreference).
28 of 119
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OntoNotes Corpus ver. 5.0 (also leveraged in CoNLL 2013)

e Entity Types. 18typesincluding Person, NORP, Facility, Organization, GPE, Location, Product, Event, Work of
art, Law, Language, Date, Time, Percent,Monez, Quantity, Ordinal,, and Cardinal.
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OntoNotes Corpus ver. 5.0 (also leveraged in CoNLL 2013)

e Entity Types. 18typesincluding Person, NORP, Facility, Organization, GPE, Location, Product, Event, Work of
art, Law, Language, Date, Time, Percent,Monez, Quantity, Ordinal,, and Cardinal.

Genre.telephone conversations, newswire, newsgroups, broadcast news, broadcast conversation, weblogs, religious
texts

e Languages. English, Arabic, and Chinese
30 of 119
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CoNLL
2002,
2003

(Shiftin focus) NER based on Encyclopedias

e Encyclopedias (e.g., Wikipedia) are exploited as external knowledge for NER (Kazama and Torisawa, 2007)
but corporafor NER are also created based on the large-scale types in Encyclopedias.

Reference

Jun’ichi Kazama and Kentaro Torisawa. "Exploiting Wikipedia as external knowledge for named entity recognition." Proceedings of the 2007 joint conference on 310f 119
empirical methods in natural language processing and computational natural language learning (EMNLP-CoNLL). 2007.
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e Encyclopedias (e.g., Wikipedia) are exploited as external knowledge for NER but corporafor NER are also
created based on the large-scale types in Encyclopedias.
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(Shiftin focus) NER based on Encyclopedias

Encyclopedias (e.g., Wikipedia) are exploited as external knowledge for NER but corporafor NER are also

created based on the large-scale types in Encyclopedias.
Facilitates large-scale and automatic type annotation in the range of hundreds of unique types by tapping into hyperlink

structures embedded in Encyclopedia web pages.
Intuition: elements that are valid candidates for description in an Encyclopedia are described further in a separate

webpage and therefore their references in other pages are hyperlinks. E.g., country names, university names,
spouse names in pages of public personalities.

(@)
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(Shiftin focus) NER based on Encyclopedias

Encyclopedias (e.g., Wikipedia) are exploited as external knowledge for NER but corporafor NER are also

created based on the large-scale types in Encyclopedias.
Facilitates large-scale and automatic type annotation in the range of hundreds of unique types by tapping into hyperlink

structures embedded in Encyclopedia web pages.
Intuition: elements that are valid candidates for description in an Encyclopedia are described further in a separate

webpage and therefore their references in other pages are hyperlinks. E.g., country names, university names,

spouse names in pages of public personalities.
Facilitates relatively easy multilingual corpus generation in addition to obtaining the large-scale named entity types.

(@)

34 of 119



‘ TIB
Corpora -

IBM Research Al

MUC ACE OntoNotes
-\
2013
CoNLL
2002,
2003

Wikipedia-based NER

e Named entity recognition (NER) for English typically involved one of three gold standards: MUC,
CoNLL, or OntoNotes, all created by costly manual annotation. Researchers shifted focus to use
Wikipedia to automatically create a massive corpus of named entity annotated text.

e The community-built Wikipedia encyclopedia via its annotations of mentions to their descriptive
articles, inter-article links has provided researchers various avenues to explore the automatic
construction of silver-labeled NER datasets that could variously explore the task itself - either with
fine-grained or coarse-grained entity types, multilingually, or w.r.t. different data themes. 35 of 119
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Wikipedia-based NER

e WikiGold (WG). WG is a manually annotated dataset of Wikipedia articles with coarse-grained named entity
tags same as the CoNLL types, i.e. Person, Location, Organization, and Miscellaneous. Using Wikipedia’'s link
structure to automatically generate near gold-standard annotations.

Reference

Balasuriya, Dominic, et al. "Named entity recognition in wikipedia." Proceedings of the 2009 workshop on the people’s web meets NLP: Collaboratively
constructed semantic resources (People’s Web). 2009.
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2012 2013

1995,

1998
CoNLL WikiGold
2002, 2009
2003

Wikipedia-based NER

e WikiFiger. Curated a set of 112 unique tags based on Freebase types for NER annotations. Some coarse-
grained categories are - art, building, event, location, mixed, organization, person, and product.

o Examples of fine-grained types. Person, for instance, includes Actor, Architect, Artist, Athlete, Author,
Coach, Director, Engineer, etc.

Reference
Ling, Xiao, and Daniel S. Weld. "Fine-grained entity recognition.” Twenty-Sixth AAAI Conference on Atrtificial Intelligence. 2012.
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Wikipedia-based NER

e WIkINER. For the first-time, automatically created enormous multilingual silver-standard training annotations
for named entity recognition (ner) by exploiting the text and structure of Wikipedia across the well-represented
languages for the four CoNLL entity types.

o Languages covered: Dutch, English, French, German, Italian, Polish, Portuguese, Russian, and Spanish

Reference
Nothman, Joel, et al. "Learning multilingual named entity recognition from Wikipedia." Artificial Intelligence 194 (2013): 151-175. 380f 119
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Wikipedia-based NER

e WIikiANN. Extended multilinguality from WikiNER’s nine languages coverage to 282 (almost all) languages in
Wikipedia. Further, incorporated annotations for fine-grained entities including the 139 types in the Abstract

Meaning Representation corpus.

Reference

Pan, Xiaoman, et al. "Cross-lingual name tagging and linking for 282 languages." Proceedings of the 55th Annual Meeting of the Association for Computational

Linguistics (Volume 1: Long Papers). 2017.
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Wikipedia-based NER

e WINER. Extendedthe coverage of named entity mentions with the help of coreference resolution.

Reference

Ghaddar, Abbas, and Philippe Langlais. "Winer: A wikipedia annotated corpus for named entity recognition.” Proceedings of the Eighth International Joint
Conference on Natural Language Processing (Volume 1: Long Papers).2017.
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1995, 2003, 2012 2013 2017
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CoNLL WikiGold WikiNER WINER
2002, 2009
2003

Wikipedia-based NER

e WEXEA. Wikipedia EXhaustive Entity Annotation system can create a large annotated corpus based on
Wikipedia containing millions of annotations incorporating coreference signals. Further, the system while
demonstrated in English Wikipediacan be applied to generate annotations on any language in Wikipedia.

Reference

Strobl, Michael, Amine Trabelsi, and Osmar R. Zaiane. "WEXEA: Wikipedia EXhaustive Entity Annotation." Proceedings of the 12th Language Resources and
Evaluation Conference. 2020.
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1998 |
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2003

Wikipedia-based NER

- -

2020 2021

e WikiNEuRal. Combines neural and knowledge-based method for silver data creation for multiingual NER.
Specffically, leverages BabelNet synsets as fine-grained entity types to generate multilingual annotated

datasets within a neural annotation framework.

Reference

Tedeschi, Simone, et al. "WikiNEuRal: Combined neural and knowledge -based silver data creation for multilingual NER." Findings of the Association for

Computational Linguistics: EMNLP 2021. 2021.
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Social media corpus-based NER

e Comprises primarily of tweets

e Twitter is increasingly used in applications to track trending events worldwide. As such information
of the entities involved in these events is equally important.

e Communication on social media involve unconventional linguistic particularities in terms of use of
emojis and acronyms which is not found in mainstream communication. Consequently, it was
noted that the performance of standard NLP tools was severely degraded on tweets. This led to
annotation and development of social media or twitter-specific NER corpora and tools. 43 of 119
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2002, 2009
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Social media corpus-based NER

e Twitter NER. Contains annotations for 2,400 tweets with 10 types which are both popular on Twitter, and have
good coverage in Freebase: PERSON, GEO-LOCATION, COMPANY, PRODUCT, FACILITY, TV-SHOW,
MOVIE, SPORTSTEAM, BAND, and OTHER. Tool https://github.com/aritter/twitter_nlp

Reference
Ritter, Alan, Sam Clark, and Oren Etzioni. "Named entity recognition in tweets: an experimental study." Proceedings of the 2011 conference on empirical

methods in natural language processing.2011.
JHagep J 44 of 119
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Social media corpus-based NER

e W-NUT 2015 and 2016. Extensions of the original Twitter NER corpus with 2400 tweets with 10 types:
PERSON, GEO-LOCATION, COMPANY, PRODUCT, FACILITY, TV-SHOW, MOVIE, SPORTSTEAM, MUSIC-
ARTIST, and OTHER. Contains additional test dataset annotations.

References

Baldwin, Timothy, et al. "Shared tasks of the 2015 workshop on noisy user-generated text: Twitter lexical normalization and named entity recognition.”
Proceedings of the Workshop on Noisy User-generated Text. 2015.

Strauss, Benjamin, et al. "Results of the wnut16 named entity recognition shared task." Proceedings of the 2nd Workshop on Noisy User-generated Text

(WNUT). 2016. 45 of 119
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Social media corpus-based NER

e W-NUT 2017. Maintains a specific focus on rare and emerging entities. Annotated six types of entities:
corporation, creative-work, group, location, person, and product.

References
Derczynski, Leon, et al. "Results of the WNUT2017 shared task on novel and emerging entity recognition.” Proceedings of the 3rd Workshop on Noisy User-
generated Text. 2017.
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m A semantically annotated corpus for biomedical text mining.
e Includes annotations for genes, proteins, and other concepts in the Genia ontology.

e Includes various levels of annotations other than named entities such as POS, syntax, relations, and
coreference

References

J.-D. Kim, T. Ohta, Y. Tateisi, J. Tsujii, GENIA corpus—a semantically annotated corpus for bio-textmining, Bioinformatics, Volume 19, Issue suppl_1, 3 July 2003,

Pages i180-i182, https:/doi.org/10.1093/bioinformatics/btg1023
47 of 119
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Other Corpora -

e Biomedical NER
o GENIA corpus (Kimet al., 2003)

m A semantically annotated corpus for biomedical text mining.
e Includes annotations for genes, proteins, and other concepts in the Genia ontology.

e Includes various levels of annotations other than named entities such as POS, syntax, relations, and
coreference

More information: See comprehensive survey on the Open Research Knowledge Graph (ORKG) platform
https://www.orkg.org/orkg/comparison/R164231

References

J.-D. Kim, T. Ohta, Y. Tateisi, J. Tsujii, GENIA corpus—a semantically annotated corpus for bio-textmining, Bioinformatics, Volume 19, Issue suppl_1, 3 July 2003,

Pages i180-i182, https:/doi.org/10.1093/bioinformatics/btg1023
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e Biomedical and Biochemical NER
o BIoONLP Shared Task Series (2004, 2011, 2013, 2016, 2019)

m A shared task series organized for biomedical and biochemical text mining over the span of several
years including well-known datasets such as GENIA, JNLPBA, Bacteria Biotope, and CRAFT

e Includes annotations for genes, proteins, bacteria, bacteria locations, drugs, chemical compounds etc.

49 of 119
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e Biomedical and Biochemical NER
o BIoONLP Shared Task Series (2004, 2011, 2013, 2016, 2019)

m A shared task series organized for biomedical and biochemical text mining over the span of several
years including well-known datasets such as GENIA, JNLPBA, Bacteria Biotope, and CRAFT

e Includes annotations for genes, proteins, bacteria, bacteria locations, drugs, chemical compounds etc.

More information: See comprehensive survey article on the Open Research Knowledge Graph (ORKG) platform
https://www.orkqg.org/orkg/review/R165924

50 of 119
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e Biomedical and Biochemical NER
o BioCreAtlvE Shared Task Series (2005, 2008, 2013, 2014, 2015, 2016, 2021)

m A shared task series organized for biomedical and biochemical text mining over the span of several
years including well-known datasets such as CHEMDNER, Protein Interaction, CEMP, GPRO,
DNER etc.

e Includes annotations for genes, proteins, medications etc.
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e Biomedical and Biochemical NER
o BioCreAtlvE Shared Task Series (2005, 2008, 2013, 2014, 2015, 2016, 2021)

m A shared task series organized for biomedical and biochemical text mining over the span of several
years including well-known datasets such as CHEMDNER, Protein Interaction, CEMP, GPRO,
DNER etc.

e Includes annotations for genes, proteins, medications etc.

More information: See comprehensive survey article on the Open Research Knowledge Graph (ORKG) platform
https://www.orkg.org/orkg/review/R172166
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e Scholarly domain-specific NER

o NER performedon a corpus of scholarly article titles, abstracts or full-text.

53 of 119
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Size
Corpora Domain Coverage Entity Semantic Types
Papers Entities
FTD CL titles, abstracts focus, domain, technique 426 5,382
Reference

Gupta, Sonal, and Christopher D. Manning. "Analyzing the dynamics of research by extracting key aspects of scientific papers." Proceedings of 5th intemational join64 of 119
conference on natural language processing. 2011.
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Size
Corpora Domain Coverage Entity Semantic Types
Papers Entities
FTD CL titles, abstracts focus, domain, technique 426 5,382
ACL-RD-TEC | CL abstracts language resource, language resource product, measures | 300 4,391

and measurements, models, other

Reference
QasemiZadeh, Behrang, and Anne-Kathrin Schumann. "The ACL RD-TEC 2.0: A language resource for evaluating term extraction and entity recognition methods." 55 of 119
Proceedings of the Tenth International Conference on Language Resources and Evaluation (LREC'16).2016.
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e Scholarly domain-specific NER

Size
Corpora Domain Coverage Entity Semantic Types

Papers Entities
FTD CL titles, abstracts focus, domain, technique 426 5,382
ACL-RD-TEC @ CL abstracts language resource, language resource product, measures | 300 4,391

and measurements, models, other
SciencelE CS, MS, Phy | full text material, process, task 500 10,994
Reference

Augenstein, Isabelle, et al. "SemEval 2017 Task 10: SciencelE-Extracting Keyphrases and Relations from Scientific Publications." Proceedings of the 11th Internatidnél of 119
Workshop on Semantic Evaluation (SemEval-2017). 2017.



‘ TIB
Other Corpora |

e Scholarly domain-specific NER

Size
Corpora Domain Coverage Entity Semantic Types
Papers Entities
FTD CL titles, abstracts focus, domain, technique 426 5,382
ACL-RD-TEC @ CL abstracts language resource, language resource product, measures | 300 4,391

and measurements, models, other

SciencelE CS, MS, Phy | full text material, process, task 500 10,994
SciERC Al abstracts evaluation metric, generic, material, method, task 500 8,089
Reference

Luan, Yi, et al. "Multi-Task Identification of Entities, Relations, and Coreference for Scientific Knowledge Graph Construction." Proceedings of the 2018 Conference &/ of 119
Empirical Methods in Natural Language Processing. 2018.
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Other Corpora |

e Scholarly domain-specific NER

Size
Corpora Domain Coverage Entity Semantic Types
Papers Entities
FTD CL titles, abstracts focus, domain, technique 426 5,382
ACL-RD-TEC @ CL abstracts language resource, language resource product, measures | 300 4,391

and measurements, models, other

SciencelE CS, MS, Phy | full text material, process, task 500 10,994

SciERC Al abstracts evaluation metric, generic, material, method, task 500 8,089

NLP-TDMS CL titles, abstracts, full text task, dataset, metric, score 332 1,384
Reference

Hou, Yufang, et al. "ldentification of Tasks, Datasets, Evaluation Metrics, and Numeric Scores for Scientific Leaderboards Construction." Proceedings ofthe 57th 58 of 119
Annual Meeting of the Association for Computational Linguistics. 2019.
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Other Corpora _

e Scholarly domain-specific NER

Size
Corpora Domain Coverage Entity Semantic Types
Papers Entities
FTD CL titles, abstracts focus, domain, technique 426 5,382
ACL-RD-TEC @ CL abstracts language resource, language resource product, measures | 300 4,391

and measurements, models, other

SciencelE CS, MS, Phy | full text material, process, task 500 10,994
SciERC Al abstracts evaluation metric, generic, material, method, task 500 8,089
NLP-TDMS CL titles, abstracts, full text task, dataset, metric, score 332 1,384
STEM-ECR 10 STEM abstracts data, material, method, process 110 6,165
disciplines
Reference

D’Souza, Jennifer, et al. "The STEM-ECR Dataset: Grounding Scientific Entity References in STEM Scholarly Content to Authoritative Encyclopedic and Lexicograpbi® of 119
Sources."
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Other Corpora |

e Scholarly domain-specific NER

Size
Corpora Domain Coverage Entity Semantic Types
Papers Entities
FTD CL titles, abstracts focus, domain, technique 426 5,382
ACL-RD-TEC @ CL abstracts language resource, language resource product, measures | 300 4,391

and measurements, models, other

SciencelE CS, MS, Phy | full text material, process, task 500 10,994

SciERC Al abstracts evaluation metric, generic, material, method, task 500 8,089

NLP-TDMS CL titles, abstracts, full text task, dataset, metric, score 332 1,384

STEM-ECR 10 STEM abstracts data, material, method, process 110 6,165
disciplines

For more datasets, see surveyin D'Souza, Jennifer, and Séren Auer. "Computer Science Named Entity Recognitioninthe Open
Research Knowledge Graph." arXiv preprintarXiv:2203.14579(2022). 60 of 119
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Approaches to Named Entity Recognition ’

o Gazetteer lists
o NEs, e.g. towns, names, countries, ...
o Advantages: Simple, fast, language independent, easy to retarget

o Disadvantages: collection and maintenance of lists, cannot deal with name variants, cannot
resolve ambiguity
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Approaches to Named Entity Recognition ’

o Gazetteer lists

o NEs, e.g. towns, names, countries, ...
o Advantages: Simple, fast, language independent, easy to retarget

o Disadvantages: collection and maintenance of lists, cannot deal with name variants, cannot
resolve ambiguity

e Grammar or Shallow Parsing

o names are often used in very predictive local contexts. E.g., “to the” COMPASS “of”
CapWordfor “to the” south of “Timbuktu”; or CapWord “is a” (ADJ)? GeoWord for Timbuktu
“is a” friendly city

o Difficulties:
m Ambiguously capitalised words (first word in a sentence)
m Semantic ambiguity. E.g., “John F. Kennedy” = airport (location)

m Structural ambiguity. E.g., [Cable and Wireless] vs. [Microsoft] and [Dell]
64 of 119



Neural Approaches to Named Entity Recognition ’

e Starting with Collobert et al. (2011), neural network NER systems with minimal
feature engineering have become popular

o typically do not require domain specific resources like lexicons or ontologies, and are thus
poised to be more domain independent

Reference

Collobert, Ronan, et al. "Natural language processing (almost) from scratch.” Journal of machine learning research 12.ARTICLE (2011): 2493-2537.
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Neural Approaches to Named Entity Recognition ‘

=BVl Hacga?3 1 A
Input Sentence
o Collobert etal. (2011) word-level neural network model ™ =~ oo w o em
o words of a sentence are given as input to a Convolutional Neural Fatwre K & wlf ulf . .
Network (CNN) and each word is represented by its word s i -
embedding :

LTwx AN~

A S U

Convolution | e M

= AR
4 L
v
Max Over Time v
max(-) AN~ "

Linear :
M2 xo AN~

HardTanh :
I AV, O

Linear - :
Reference M xb A

Collobert, Ronan, et al. "Natural language processing (almost) from scratch.” Journal of machine learning research

12.ARTICLE (2011): 2493-2537.
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IBM Research Al

Neural Approaches to Named Entity Recognition

e Huangetal. (2015)word-level neural network model

o words of a sentence are given as input to a Recurrent Neural Network (RNN), specifically, an

LSTM and each word is represented by its word embedding
o adding a CRF layer to the top of the word LSTM improved performance

Label B-ORG [-ORG 0 0 B-PER I-PER

Word Representation T T T T
Word LSTM-B D%Q EI%lgl EI%Q\ E%Q\ E%gl\ ]
Word LSTM-¢ \ AN ANIR '\\, \\, \\,
Word Embedding |: e e |: |: []
CEO

Words Best Buy 'S

Reference
Huang, Zhiheng, Wei Xu, and Kai Yu. "Bidirectional LSTM-CRF models for sequence tagging." arXiv preprint arXiv:1508.01991 (2015).
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Neural Approaches to Named Entity Recognition ’

e Kimet al. (2016) character-level neural network model

o asentence is taken to be a sequence of characters. This sequence is passed through an
RNN, predicting labels for each character.
o Character labels transformed into word labels via post processing

Label B-ORG B-ORG B-ORG B-ORG B-ORG B-ORG B-ORG B-ORG 0 0

. k. P s A £ .3 e e

Teaniomes EB £ 25 £F -k B
e o S o
|

Char LSTM.F \|| ]
O O O b O oo oo

—
Characters B e 5 L - B u y ' 5

CharEmbedding [ [ ] [ 1 [[]

3

Reference
Kim, Yoon, Yacine Jernite, David Sontag, and Alexander M. Rush. "Character-aware neural language models." In Thirtieth AAAI conference on artificial intelligence.

2016.
68 of 119



Neural Approaches to Named Entity Recognition

e Kimet al. (2016) character-level neural network
model

o used highway networks over convolution neural networks
(CNN) on character sequences of words and then used
another layer of LSTM + softmax for the final predictions

Reference
Kim, Yoon, Yacine Jernite, David Sontag, and Alexander M. Rush. "Character-aware neural language models." In
Thirtieth AAAI conference on artificial intelligence. 2016. ] |

$ of chara(

moment the Iabsurdity, is recognized



Neural Approaches to Named Entity Recognition ‘

¢ Ma and Hovy (2016) word+character neural network model

o firsttype of model represents words as a combination of a word embedding and a
convolution over the characters of the word, follows this with a Bi-LSTM layer over the word

representations of a sentence, and finally uses a softmax or CRF layer over the Bi-LSTM to
generate labels.

Label
Word CRF
Word LSTM-B
Word LSTM-F

Word Representation

0

Word Features

Char LSTM-B

Char LSTM-F
Char Embedding

Characters B e 5 t B u ¥

Reference

Ma, Xuezhe, and Eduard Hovy. "End-to-end Sequence Labeling via Bi-directional LSTM-CNNs-CRF." Proceedings of the 54th Annual Meeting of the Association foryg of 119
Computational Linguistics (Volume 1: Long Papers). 2016.



Neural Approaches to Named Entity Recognition ‘

IBM Research Al

e Lampleet al. (2016) word+character neural network model

o secondtype of model concatenates word embeddings with LSTMs (sometimes bi-
directional) over the characters of a word, passing this representation through another
sentence-level BI-LSTM, and predicting the final tags using a final softmax or CRF layer

Label B-ORG [-ORG 0
Word CRF
Word LSTM-B
Word LSTM-F

Word Representation

H

Word Features

Char LSTM-B

Char LSTM-F
Char Embedding

Characters B e 5 L B u y

Reference
Lample, Guillaume, Miguel Ballesteros, Sandeep Subramanian, Kazuya Kawakami, and Chris Dyer. "Neural Architectures for Named Entity Recognition." In

Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pp. 260-270.71 119
o
2016.



Neural Approaches to Named Entity Recognition ’

IBM Research Al

e Yadav et al. (2018) character+word+affix neural network model

o extended the Lample et al. (2016) character+word model to learn affix embeddings alongside

the word embeddings and character RNNSs.
o considered all n-gram prefixes and suffixes of words in the training corpus, and selected only

those whose frequency was above a threshold, T.

Reference
Yadav, Vikas, Rebecca Sharp, and Steven Bethard. "Deep affix features improve neural named entity recognizers." Proceedings of the seventh joint conference on

lexical and computational semantics. 2018.
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How can the performance of a system be ‘
evaluated?

e Standard Methodology from Information Retrieval
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How can the performance of a system be ’
evaluated?

e Standard Methodology from Information Retrieval
o Recall
o Precision

o F-measure (combination of Precision/Recall)

750f 119
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Evaluation: Explorative Algorithms |

e EXxplorative algorithms extract everything they find.
(very low threshold)

Algorithm output:
O = {Einstein, Bohr, Planck, Clinton, Obama, Elvis,...}

Gold standard:
G = {Einstein, Bohr, Planck, Heisenberg}

Precision: Recall:

What proportion of the What proportion of the

outputis correct? gold standard did we get?
BAD GREAT

Slide from Suchanek 79 of 119



Evaluation: Conservative Algorithms ’

e Conservative algorithms extract only things about which they are very
certain

Algorithm output:
threshold) O = {Einstein}

Gold standard:
G = {Einstein, Bohr, Planck, Heisenberg}

Precision: Recall:
What proportion of the What proportion of the
outputis correct? gold standard did we gete

GREAT BAD
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Evaluation on CoNLL 2003 PER, ORG, LOC, and ‘ TIB

Misc NEsS

Feature-engineered machine learning systems Dict sP DU EN GE
Carreras et al. (2002) binary AdaBoost classifiers Yes 81.39 77.05

Malouf (2002) - Maximum Entropy (ME) + features Yes 7366 6808 -

Liet al. (2005) SVM with class weights Yes - - 88.3

Passos et al. (2014) CRF Yes - 90.90 -
Ando and Zhang (2005a) Semi-supervised state of the art No - - 89.31 75.27
Agerri and Rigau (2016) Yes 8416 8504 9136 7642
Feature-inferring neural network word models

Collobert et al. (2011) Vanilla NN +SLL / Conv-CRF No 81.47

Huang et al. (2015) Bi-LSTM+CRF No - 84.26 -
Yan et al. (2016) Win-BiLSTM (English), FF (German) (Many fets) Yes BB.91 76.12
Collobert et al. (2011) Conv-CRF (SENNA+Gazeticer) Yes - 89.59 -
Huang et al. (2015) Bi-LSTM+CRF+ (SENNA+Gazetieer) Yes 90.10
Feature-inferring neural network character models

Gillick et al. (2015)- BTS No 8195 8284 8650 76.22
Kuru et al. (2016) CharNER No 8218 7936 38452 70.12
Feature-inferring neural network word + character models

Yang et al. (2017) Yes 8577 8519 91.26

Luo (2015) Yes - 91.20

Chiu and Nichols (2015) Yes 91.62

Ma and Hovy (2016) No - 91.21

Santos and Guimaraes (2015) Mo 8221 - - -
Lample et al. (2016) No 8575 B81.74 9094 7876
Bharadwaj et al. (2016) Yes  BAR1 - - .
Dernoncourt et al. (2017) No - 90.5
Feature-inferring neural network word + character + affix models

Re-implementation of Lample et al. (2016) (100 Epochs) No 8534 8527 9024 784
Yadav et al. (2018)( 100 Epochs) No 86.92 8750 90.69 78.56
Yadav et al. (2018) (150 Epochs) No 87.26 87.54 9086 79.01

IBM Research Al

Table from the excellent survey by
Yadav, Vikas, and Steven Bethard. "A Survey on
Recent Advances in Named Entity Recognition from
Deep Learning models." Proceedings of the 27th
International Conference on Computational
Linguistics. 2018.
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Passos et al. (2014) CRF Yes - 90.90 -
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Feature-inferring neural network character models
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Kuru et al. (2016) CharNER No 8218 7936 38452 70.12
Feature-inferring neural network word + character models

Yang et al. (2017) Yes 8577 8519 91.26

Luo (2015) Yes - 91.20

Chiu and Nichols (2015) Yes 91.62

Ma and Hovy (2016) No - 91.21

Santos and Guimaraes (2015) Mo 8221 - - -
Lample et al. (2016) No 8575 B81.74 9094 7876
Bharadwaj et al. (2016) Yes  BAR1 - - .
Dernoncourt et al. (2017) No - 90.5
Feature-inferring neural network word + character + affix models

Re-implementation of Lample et al. (2016) (100 Epochs) No 8534 8527 9024 784
Yadav et al. (2018)( 100 Epochs) No 86.92 8750 90.69 78.56
Yadav et al. (2018) (150 Epochs) No 87.26 87.54 9086 79.01

IBM Research Al

Table from the excellent survey by
Yadav, Vikas, and Steven Bethard. "A Survey on
Recent Advances in Named Entity Recognition from
Deep Learning models." Proceedings of the 27th
International Conference on Computational
Linguistics. 2018.

84 of 119



Evaluation on CoNLL 2003 PER, ORG, LOC, and ‘ TIB

Misc NEs

Feature-engineered machine learning systems Dict sP DU EN GE
arreras el al. (2 Inary AdaBoosE classiners Yes 81.39 77.05

Malouf (2002) - Maximum Entropy (ME) + features Yes 7366 6808 -

Liet al. (2005) SVM with class weights Yes - - 88.3

Passos et al. (2014) CRF Yes - 90.90 -

Ando and Zhang (2005a) Semi-supervised state of the art No - - 2931 75.27

Agerri and Rigau (2016) Yes 8416 85.04 | 91.36 | 76.42

Feature-inferring neural network word models

Collobert et al. (2011) Vanilla NN +SLL / Conv-CRF No 81.47

Huang et al. (2015) Bi-LSTM+CRF No - 84.26 -

Yan et al. (2016) Win-BiLSTM (English), FF (German) (Many fets) Yes BB.91 76.12

Collobert et al. (2011) Conv-CRF (SENNA+Gazeticer) Yes - 89.59 -

Huang et al. (2015) Bi-LSTM+CRF+ (SENNA+Gazetieer) Yes 90.10

Feature-inferring neural network character models

Gillick et al. (2015) - BTS No 8195 8284 8650 76.22

Kuru et al. (2016) CharNER No 8218 7936 38452 70.12

Feature-inferring neural network word + character models

Yang et al. (2017) Yes 8577 8519 91.26

Luo (2015) Yes - 91.20

Chiu and Nichols (2015) Yes 91.62

Ma and Hovy (2016) No - 91.21

Santos and Guimaraes (2015) Mo 8221 - - -

Lample et al. (2016) No 8575 B81.74 9094 7876

Bharadwaj et al. (2016) Yes  BAR1 - - .

Dernoncourt et al. (2017) No - 90.5

Feature-inferring neural network word + character + affix models

Re-implementation of Lample et al. (2016) (100 Epochs) No 8534 8527 9024 784

Yadav et al. (2018)( 100 Epochs) No 86.92 8750 90.69 78.56

Yadav et al. (2018) (150 Epochs) No 87.26 87.54 9086 79.01

IBM Research Al

Table from the excellent survey by
Yadav, Vikas, and Steven Bethard. "A Survey on
Recent Advances in Named Entity Recognition from
Deep Learning models." Proceedings of the 27th
International Conference on Computational
Linguistics. 2018.
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Misc NEsS

Feature-engineered machine learning systems Dict sP DU EN GE
Carreras et al. (2002) binary AdaBoost classifiers Yes 81.39 77.05
Malouf (2002) - Maximum Entropy (ME) + features Yes 7366 6808 -
Liet al. (2005) SVM with class weights Yes - - 88.3
Passos et al. (2014) CRF Yes - 90.90 -
Ando and Zhang (2005a) Semi-supervised state of the art No - - 89.31 75.27
Agerri and Rigau (2016) Yes 8416 8504 9136 7642
Feature-inferring neural network word models
Collobert et al. (2011) Vanilla NN +SLL / Conv-CRF No 81.47
Huang et al. (2015) Bi-LSTM+CRF No - 84.26 -

2 MY s ny fets) Yes 76.12
Collobert et al. (2011) Conv-CRF (SENNA+Gazeticer) Yes - 89.59 -
Huang et al. (2015) Bi-LSTM+CRF+ (SENNA+Gazetieer) Yes 90.10
Feature-inferring neural network character models
Gillick et al. (2015)- BTS No 8195 8284 8650 76.22
Kuru et al. (2016) CharNER No 8218 7936 38452 70.12
Feature-inferring neural network word + character models
Yang et al. (2017) Yes 8577 8519 91.26
Luo (2015) Yes - 91.20
Chiu and Nichols (2015) Yes 91.62
Ma and Hovy (2016) No - 91.21
Santos and Guimaraes (2015) Mo 8221 - - -
Lample et al. (2016) No 8575 B81.74 9094 7876
Bharadwaj et al. (2016) Yes  BAR1 - - .
Dernoncourt et al. (2017) No - 90.5
Feature-inferring neural network word + character + affix models
Re-implementation of Lample et al. (2016) (100 Epochs) No 8534 8527 9024 784
Yadav et al. (2018)( 100 Epochs) No 86.92 8750 90.69 78.56
Yadav et al. (2018) (150 Epochs) No 87.26 87.54 9086 79.01

IBM Research Al

Table from the excellent survey by
Yadav, Vikas, and Steven Bethard. "A Survey on
Recent Advances in Named Entity Recognition from
Deep Learning models." Proceedings of the 27th
International Conference on Computational
Linguistics. 2018.
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Misc NEsS

Feature-engineered machine learning systems Dict sP DU EN GE
Carreras et al. (2002) binary AdaBoost classifiers Yes 81.39 77.05

Malouf (2002) - Maximum Entropy (ME) + features Yes 7366 6808 -

Liet al. (2005) SVM with class weights Yes - - 88.3

Passos et al. (2014) CRF Yes - 90.90 -
Ando and Zhang (2005a) Semi-supervised state of the art No - - 89.31 75.27
Agerri and Rigau (2016) Yes 8416 8504 9136 7642
Feature-inferring neural network word models

Collobert et al. (2011) Vanilla NN +SLL / Conv-CRF No 81.47

Huang et al. (2015) Bi-LSTM+CRF No - 84.26 -
Yan et al. (2016) Win-BiLSTM (English), FF (German) (Many fets) Yes BB.91 76.12
Collobert et al. (2011) Conv-CRF (SENNA+Gazeticer) Yes - 89.59 -
Huang et al. (2015) Bi-LSTM+CRF+ (SENNA+Gazetieer) Yes 90.10
Feature-inferring neural network character models

Gillick et al. (2015) - BTS No 8195 8284 8650 76.22
Kuru et al. (2016) CharNER No 8218 7936 38452 70.12
Feature-inferring neural network word + character models

Yang et al. (2017) Yes 8577 8519 91.26

Luc (2015, Yes i Q120

Chiu and Nichols (2015) Yes 91.62

Ma and Hovy (2016) No - 91.21

Santos and Guimaracs [ 2013) No 8221 - = -
Lample et al. (2016) No 8575 B81.74 9094 7876
Bharadwaj et al. (2016) Yes  BAR1 - - .
Dernoncourt et al. (2017) No - 90.5
Feature-inferring neural network word + character + affix models

Re-implementation of Lample et al. (2016) (100 Epochs) No 8534 8527 9024 784
Yadav et al. (2018)( 100 Epochs) No 86.92 8750 90.69 78.56
Yadav et al. (2018) (150 Epochs) No 87.26 87.54 9086 79.01

IBM Research Al

Table from the excellent survey by
Yadav, Vikas, and Steven Bethard. "A Survey on
Recent Advances in Named Entity Recognition from
Deep Learning models." Proceedings of the 27th
International Conference on Computational
Linguistics. 2018.
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Evaluation on CoNLL 2003 PER, ORG, LOC, and ‘ TIB
Misc NEs |

Feature-engineered machine learning systems Dict sP DU EN GE
- IBM Research Al
: i ] sifiers Yes 81.39 77.05 - -

Carreras et al. (2002) binary AdaBoost classifiers

Malouf (2002) - Maximum Entropy (ME) + features Yes 7366 6808 -
Liet al. (2005) SVM with class weights Yes - - 88.3
Passos et al. (2014) CRF Yes - - 90.90 -
Ando and Zhang (2005a) Semi-supervised state of the art No - - 89.31 75.27
Agerri and Rigau (2016 Yes 84.16 8504 9136 7642
germ and Rigan (£070) - Table from the excellent survey by
Feature-inferring neural network word models Yadav, Vikas, and Steven Bethard. "A Survey on
Collobert et al. (2011) Vanilla NN +SLL / Conv-CRF No - - 8147 - Recent Advances in Named Entity Recognition from
Huang et al. (2015) Bi-LSTM+CRF No _ ) 84.26 ) Deep Learning models." Proceedings of the 27th
Yan et al. (2016) Win-BiLSTM (English), FF (German) (Many fets)  Yes - - 8891 76.12 International Conference on Computational
Collobert et al. (2011) Conv-CRF (SENNA+Gazetteer) Yes - - 8959 - Linguistics. 2018.
Huang et al. (2015) Bi-LSTM+CRF+ (SENNA+Gazetieer) Yes - - 90.10 -
Feature-inferring neural network character models
Gillick et al. (2015) - BTS No 8BLY5 8284 8650 76.22
Kuru et al. (2016) CharNER No B218 7936 8452 70.12
Feature-inferring neural network word + character models
Yang et al. (2017) Yes 8577 8519 91.26
Luo (2015) Yes - - 91.20
Chiu and Nichols (2015) Yes - - 91.62
Ma and Hovy (2016) No - - 91.21
Santos and Guimaraes (2015) Mo 8221 - - -
Lample et al. (2016) No 8575 B81.74 9094 7876
Bharadwaj et al. (2016) Yes  BAR1 - - .
Dernoncourt et al. (2017) No - - 90.5

Feature-inferring neural network word + character + affix models

Re-implementation of Lample et al. (2016) (100 Epochs) No 8534 8527 9024 7844

Yadav et al (20183100 Epochs) No 2 90.69
Yadav ct al. (2018) (150 Epochs) No [ 87.26 87.54 | 90.36 [ 79.01 88 of 119
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Performance evaluations on other datasets... |

IBM Research Al

e Recommended resource: Leaderboards on PapersWithCode
https://paperswithcode.com/
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Applications |

Christopher

Low-level information extraction

Is now available - and | think popular - in applications like
Apple or Google mail, and web indexing

The Los Altos Robotics Board of Directors is having a potluck dinner Friday

January 6, 20128 ~ =7 ind the upcoming Botball
and FRC (MvHs Create New iCal Bvent... .1 gike Robotics)

seasons. You are onow This Date iniCal...  ,fthese dinners three years
back and it was a

Copy

Often seems to be based on regular expressions and name
lists

g TIB

IBM Research Al
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Applications Il |

Christopher
x29  Low-level information

extraction

GO\ ;816 lbhp billiton headquarters

Search
Everything Best guess for BHP Billiton Ltd. Headquarters is Melbourne, London
Mentioned on at least 9 websites including wikipedia.org, bhpbilliton.com and
Images bhpbilliton.com - Feedback
Maps . - . . .
BHP Billiton - Wikipedia, the free encyclopedia
Videos en.wikipedia.org/wiki/BHP_Billiton
Merger of BHP & Billiton 2001 (creation of a DLC). Headquarters, Melbourne,
News Australia (BHP Billiton Limited and BHP Billiton Group) London, United Kingdom ...
Shopping History - Corporate affairs - Operations - Accidents
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Applications

e Question answering (Mollaetal., 2006), machine translation (Babych and Hartley,
2003), iInformation retrieval (Petkova and Croft, 2007), text summarization (Aone et al.,
1998), text understanding (zhang et al., 2019; Cheng and Erk, 2019) and entity linking
(Tedeschiet al., 2021), among others

References

1. Diego Molla, Menno van Zaanen, and Daniel Smith. 2006. Named entity recognition for questionanswering.In
Proceedings of the Australasian Language Technology Workshop 2006, pages 51-58, Sydney, Australia.

2. Bogdan Babych and Anthony Hartley. 2003. Improving machine translation quality with automatic named entity recognition. In
Proceedings of the 7th International EAMT workshop on MT and other language technology tools, Improving MT through other
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Relation Extraction g

Irene Morgan, who was born and raisedin Baltimore, lived on Long Island.

Named Entity Recognition

Irene Morgan, who was born and raised in Baltimore, lived on Long Island.
[PERSON] [PLACE] [PLACE]

Relation Extraction

Irene Morgan, who was born and raised in Baltimore, lived on Long Island.

per:.city of birth T
A predefined set of relations
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’ TIB
Related Tasks |

Open Information Extraction (OpenlE) Slot Filling / Knowledge Base Population

KGC 2020 took place in New York.

Alan Turing [Alan Turing

* Notable work: ? Wotable work: Turing machine

* Field of work: ? * Field of work: Computer science
* Occupation: ? ‘ ‘ * Dccupation: Mathematician

* Member of: ? * Member of: Royal Society

* Educated at: ? *

Educated at: University of Cambridge
Employer: University of Manchester
Language: English

\ \ Textual evidence
oy
Relations are not predefined, automatically discovered in text. .

. ] Born in Maida Vale, London, Turing was
A large number of sparse and o_Ilverse rela_mor_ws _ _ il e ey | it
Need to further steps of clustering, canonicalization, alignment to degree in mathematics.

map to a set of KG relations.

* Employer: ?
* Language: °?

(KGC 2020, took place in, New York)

Open Information Extraction from the Web. Banko et al. Robust Retrieval Augmented Generation for Zero-shot
IJACAI 2007. Slot Filling. Glass et al. EMNLP 2021.
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Relation Extraction — Binary Classification ’

[TACRED] Position-aware Attention and Supervised Data Improve Slot Filling. Yuhao Zhang, Victor Zhong,
Dangi Chen, Gabor Angeli, Christopher D. Manning. EMNLP 2017.

Pandit worked at the brokerage Morgan Stanley for about 11 years until 2005, when he and some  Types: ORGANIZATION/PERSON
Morgan Stanley colleagues quit and later founded the hedge fund Old Lane Partners. Relation: org:founded_by

Baldwin declined further comment, and said JetBlue chief executive Dave Barger was unavailable.  Types: PERSON/TITLE
Relation: no_relation
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Relation Extraction — Multilabel Classification

A T _ A gt _ [ ~ 4 I _ _ 11 _
= | J U ulr-avwalc F~ C U C U UJCTT V C U | AL JIUVC U . U 1O

Exampl®angi Chen, Gabor Angeli, Christopher D. Manning. EMNLP 2017.

8"

IBM Research Al

C Y, V U U y

Entity Types & Label

Carey will succeed Cathleen P. Black, who held the position for 15 years and will take on a new
role as chairwoman of Hearst Magazines, the company said.

Irene Morgan Kirkaldy, who was born and reared in Baltimore, lived on Long Island and ran a
child-care center in Queens with her second husband, Stanley Kirkaldy.

Pandit worked at the brokerage Morgan Stanley for about 11 years until 2005, when he and some
Morgan Stanley colleagues quit and later founded the hedge fund Old Lane Partners.

Baldwin declined further comment, and said JetBlue chief executive Dave Barger was unavailable.

Types: PERSON/TITLE
Relation: per:title

Types: PERSON/CITY
Relation: per:city_of_birth

Types: ORGANIZATION/PERSON
Relation: org:founded_by

Types: PERSON/TITLE
Relation: no_relation
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Relation Classification — different types of relations ’

R
Instrument-Agéncy "

Product-Producer
Content-Container
Entity-Origin
Entity-Destination
Component-Whole
Member-Collection

Communication-Topic

IBM Research Al

mEval-2010 Task 8: Multi-Way Classification of Semantic Relations between Pairs of Nominals. Iris

emEval-2010 Task
Cause-EFGGL i o N STIORRT CAUSES GANERE oy Hakou. b

Sf?.” HGraerer GSEG an axe. *O1
Bees make honey.

The cat is in the hat.

Vinegar is made from wine.

The car arrived at the station.
The laptop has a fast processor.
There are ten cows in the herd.

You interrupted a lecture on maths.

aynmﬂﬁﬁeaghdhaﬁebmﬂm?aduﬁwmbu ottt \

People in Hawalii might be feeling
<el>aftershocks</el>from that
powerful <e2>earthquake</e2> for
weeks.

. J

) 4

Relation: Cause-Effect(el, e2)
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Document-level RE (DocRED) ‘
Reasoning Types %  Examples IBM Research Al

[DocRE  Pattern recognition 389 |[1] Me Musical Nephews is a 1942 one-reel animated cartoon directed by Seymour | Han,
Yani Kneitel and animated by Tom Johnson and George Germanetti. [2] Jack Mercer and
Jack Ward wrote the script. ...
Relation: publication. date Supporting Evidence: 1

Logical reasoning  26.6 [1| “Nise1” is the ninth episode of the third season of the American science fiction
television series The X-Files. ... [3] It was directed by David Nutter, and written by
Chris Carter, Frank Spotnitz and Howard Gordon. ... |8] The show centers on FBI
special agents Fox Mulder (David Duchovny) and Dana Scully (Gillian Anderson) who
work on cases linked to the paranormal, called X-Files. ...

Relation: creator Supporting Evidence: 1, 3, 8§
Coreference 17.6 |1] Dwight Tillery is an American politician of the Democratic Party who is active in
reasoning local politics of Cincinnati, Ohio. ... [3]| He also holds a law degree from the University

of Michigan Law School. [4] Tillery served as mayor of Cincinnati from 1991 to 1993.

Relation: educated at Supporting Evidence: 1, 3
Common-sense 16,6 |1| William Busac (1020-1076), son of William I, Count of Eu, and his wife Lesceline.
reasoning ... |4] William appealed to King Henry | of France, who gave him in marriage Adelaide,

the heiress of the county of Soissons. [5] Adelaide was daughter of Renaud I, Count of
Soissons, and Grand Master of the Hotel de France. ... |7] William and Adelaide had
four children: ...

Relation: spouse Supporting Evidence: 4,7
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From Relation Extractionto Knowledge Graphs ‘

IBM Research Al

ation extraction. ets, Johannes De
t2021. eghan
Some additional steps maybe requwed ” @ @

. Entity clustering / canonicalization spouse_of diizen_ o . Aoyaky:of
- Entity resolution
. Entity linking

° (add|ng neW entItIeS |f citizen olf
necessary)
. Schema matching b4 7

based_in0,-”

. Relation linking e o Ke,,s..,gto,,
Defense Palace
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Relation Extraction Academic Benchmarks ’

SemEval-07 REBEL
Task 4 (2021)
(2007) WD-UKPLAB  WIKI DWIE
SemEval2010 (2017) (2019) (2021)
ACE ACE Task 8 TACRED DocRED Re-TACRED
(2004) (2005)  (2010) (2017) (2019) (2021)
MUC-TR  CoNLL NYT ADE WebNLG FewRel FewRel2  NYT21
(1998) (2004) (2010) (2012) (2017) (2018) (2019) (2021)

L S804 DL S N N .

1998 2004 2005 2007 2010 2012 2017 2018 2019 2021
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Number of relation types

Number of Relation Types in RE Benchmarks

10000
w 1000
@
o
=
c
i=
©
@ 100
©
@
0 = ACE2004, 24
E « ACEZ2005, 18
Z 10
= CONLLO4, 5
* MUC-TL, 3
1
1995 2000 2005

* REBEL, 1,146

* WD-UKPLB, 353
* WebNLG, 246

Ngel2, 100 * WIKI, 158
= *— DocRED, 26

1, 62

TACRED, 42 :
* Re-TACRED, 40

* NYT, 52 « FewRel, 100

* SemEval2010-Task 8, 10

= ADE, 1

2010 2015 2020 2025
Timeline

’ TIB

IBM Research Al
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Domain-specific Relation Extraction:
Bio Medical Domain

<& T1B
»

BioNLP 2016 BioNLP 2019
Shared Task Shared Task
Chemical Gene-Disease
Disease Associations
Relation GDA
. Adverse Drug- (CDR) (2019)
12b2 Drug Drug (2016) CHemical
(2010) Events Interaction ChemProt Reactions
ADE) (DDI) emrTo (CHR)
MEDLINE (
(2005) (2012)  (2013) (2016) 2019
_é () /I\ /L /I\ /L

2005

2010 2012 2013

2016

2019
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Approaches for Relation Extraction

I

IBM Research A

A Review of Relation Extraction.Bach, Nguyen, and Sameer Badaskar. Literature Review for Language and Statistics (2007)

Relation Extraction using Distant Supervision: A Survey. Smirnova, A. and Cudré-Mauroux. ACM Computing Surveys (2018).
https://paperswithcode.com/task/relation-extraction

http://nlpprogress.com/english/relationship_extraction.html
https://github.com/roomylee/awesome-relation-extraction
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https://github.com/roomylee/awesome-relation-extraction
https://github.com/roomylee/awesome-relation-extraction
https://github.com/roomylee/awesome-relation-extraction
https://github.com/roomylee/awesome-relation-extraction
https://github.com/roomylee/awesome-relation-extraction

Rule / Pattern-based approaches

headquarters relation

Seed Tuples —/ﬁ*’ [ Find Ocecurrences of Seed Tuples ] \

[ Generate New Seed Tup]cﬁ]

Augment Table *—\ [ Generate Extraction Patterns ]

The main components of Snowball.

<ORGANIZATION>'s headquarters in <LOCATION>
<LOCATION>-based <ORGANIZATION>
<ORGANIZATION>, <LOCATION>

Snowball: Extracting Relations from Large Plain-Text Collections.
Eugene Agichtein and Luis Gravano. DL2000.

Q TIB

IBM Research Al
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Rule / Pattern-based approaches |

IBM Research Al

nsubjpass dobj
[ South ] [ African [enirepreneur Elon Musk is ] [ known] [ for] fl:il.ll'ldll'lg Tesla Motors and] [ SpaceX ]

Dependency parsing

Annotated

Sentence
. Sentence

foai Pre Enltity&
: Relation
. H H ~processm
PKD EA_fJ. Entity and relation Documents P & Il ieos
extraction for public knowledge e
discovery. M Song, WC Kim, D ; & o b
| N’ [0— * Entity Type
Lee, GE Heo, KY Kang. Journal : = g:V —
of Biomedical Informatics 2015. ! 5 S e . Relation Type
. Dictionary  Rules Dictionary Rules * Voice, Negation
: A
I
|

e

[ Dependency Parse Tree Information }
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Relation extraction by classification *
[ Softmax |

o 000 —9&4—
T L8] SO0
[ Linear or J 0 00 ‘i
Norm Layer
f 00, * |

Deep Transformer (BERT)
Transformer Per class 1 1 1 1 1
Encoder representation 0 0 ] i |j
? [CLS] [E1] Entity 1[/E1] ... .. [EZ] Entity 2 [/EZ] [SEF]
Relation
Statement
Fig. 2 in [Soares 2019] Fig. 3in [Soares 2019]

[Soares 2019] Matching the Blanks: Distributional Similarity for Relation Learning. Livio Baldini
Soares, Nicholas FitzGerald, Jeffrey Ling, Tom Kwiatkowski. ACL 2019.
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Relation extraction with generative Seq2Seq models

Entity-Pair:
sentence x,
subject entity s,
object entity o

One-Pass:

sentence x,
all entitiesinx

Source
Encoder

‘ Bidirectional “ Autoregressive
- Encoder Decoder

-
Seq2Seq Model (BART, T5)

T
i

Fig 1 of [GREC]

=

Target
Parser

- —

) | Entity-Pair:

(s.r.0)

One-Pass:
[5,-. Fie ﬂ;}. =

(5, T 04)

< TIB
-
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[GenlE] GenlE: Generative Information Extraction. Martin Josifoski, Nicola De Cao, Maxime Peyrard, Fabio Petroni, Robert West.

NAACL 2022.

[REBEL] REBEL: Relation Extraction By End-to-end Language generation. Pere-Lluis Huguet Cabot, Roberto Navigli. EMNLP

2021.

[GREC] A Generative Model for Relation Extraction and Classification. Jian Ni, Gaetano Rossiello, Alfio Gliozzo, Radu Florian.

Arxiv 2022.

[GenRL] Generative Relation Linking for Question Answering over Knowledge Bases. Gaetano Rossiello, Nandana
Mihindukulasooriya, Ibrahim Abdelaziz, Mihaela Bornea, Alfio Gliozzo, Tahira Naseem, Pavan Kapanipathi. ISWC 2021.
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State of the art in relation extraction (in papers with code) ’

Matwral Language Processing ra o, Relation Extraction

Relation Extraction .

1% papers with code - 20 benchmarks = S datasets

Relation Extraction on NYT

= e Leaderboard Community Models Dataset
e et Il BT b el
Eenchmarks
These leaderboards sfe used (o track progress in Relation Extracton
Content View  F1 < by | Data « for | All models

et Moss

All compettion entries

DocRED L KD-Rb b 0 m
. I[=1F: 180 E
Libraries REuws
TACRED ' RECEMTe3panBERT E m S HETCasReh _ TPLigker .
Mot implpm I -
ACE 2005 L PL-Marker E o [IEXR - Secis -
Late-sy
P SO
SemEval-2010 Task B Lo k [ seeat |
w 60 ':u'ﬂ'l'F-E.hfg!_tID{{ﬂlffr
Nﬂ'!'_HTJ.'{iEl-ﬁ-g
CoMLLOS 1 REBEL b 0 m o ¥
Adhverse Deug Evers (ADE) Carpus 1 Spark MLP b 0 m
20
WebhaG TN E o m 2018 2015 2020 2021

Other models <= Models with highest F1
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’ TIB
Sometake home messages -

IBM Research Al
d There is a growing interest in the field of relation extraction and applying
that to building large scale knowledge graphs

d More complex and realistic relation linking benchmarks are being
proposed with larger number of relations, document-level context, etc.

d Recent advancements in NLP with transformer-based pretrained
language models and generative approaches pushing the state of the art

1 Advancements in relation extraction can help both academic and industry
move towards automatically building knowledge graphs from text.
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