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Abstract 

This document contains an extensive literature review of the state-of-the-art related to the 

research in UNTANGLED work packages (WPs) 3 to 6. The literature covered relates to (a) the 

impact of the three mega-trends of technological transformations, globalisation and demographic 

changes, and how they affect labour markets and social outcomes (WPs 3 to 5); and (b) literature 

related to building scenarios for Europe (WP 6). The document is divided into four sections. Each 

of the first three sections is concerned with the effect of these trends at the macro (WP3), meso 

(WP4) or micro (WP5_ societal level. The last section looks at scenario building (WP6). It is a living 

document in the sense that throughout the project additional sources will be added to keep the 

literature review up to date.  

Keywords: Employment, job quality, skills, income inequality, labour mobility, low-skilled workers, 

gender, technology, globalisation, demographics 
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State-of-the-art literature survey 

1. Macro level analysis 

1.1. Demography, productivity growth, and capital formation1 

There has been a long tradition of studying the relationship between population age structures and 

performance. For example, Hansen (1938) argues that population ageing leads to higher savings 

relative to investment, implicating secular stagnation (see also Summers, 2013; Teulings & Baldwin, 

2014). Acemoglu and Restrepo (2018b) provide evidence for a large sample of countries that the 

growth of GDP per capita is larger for countries experiencing more rapid ageing, and they argue 

that this could be explained by the more rapid adoption of technologies due to demographic pres-

sures. In particular, they empirically consider 1990 to 2015 and find a positive relationship in many 

econometric specifications. This is further explained by a strong positive correlation between 

ageing and the adoption of robots, which is documented in more detail in Acemoglu and Restrepo 

(2018a). They also provide a theoretical framework with the explanation that labour scarcity 

encourages automation (see also Acemoglu & Restrepo, 2018b). Focusing on advanced economies, 

the ordinary least squares (OLS) results for the OECD countries in their sample does not show any 

significant result of ageing on GDP per capita growth; however, when examining birth rates, the 

relationship becomes positively significant. Nevertheless, when the period is reduced to 2000 to 

2015, the results in Acemoglu and Restrepo (2017) are not significant in any specification for OECD 

countries. 

Maestas et al. (2016) investigate this topic across US states and find a negatively significant 

relationship. Relative to the results reported before, this might be explained by more similar tech-

nologies and the adoption of robots (or new technologies), which might explain that the effects 

argued in Acemoglu and Restrepo (2017) are absent.2 Methodologically, Maestas et al. (2016) start 

from a production function approach that decomposes the effects into a contribution to labour 

productivity and labour force growth. They find that a 10% increase in a fraction of the 60+ popu-

lation impacts negatively on growth by 5.5%, with two-thirds resulting from lower labour produc-

tivity growth and one-third from slow labour force growth. In older literature, Lind and Malmberg 

 
1 The text under this heading is largely taken from Stehrer and Tverdostup (2022) (Deliverable 3.1 of the UNTANGLED 
project). 
2 The same argument might apply for the sample and results for the OECD countries mentioned before. 



SOTA  

Page  6  

(1999) and Feyrer (2007) find that data before 1990 indicates a negative relationship between 

ageing (measured as the share of population aged above 50) and GDP per capita. 

Prettner and Bloom (2020) overview the impact of demographic change on automation, which is 

also considered a response to the ongoing ageing patterns driven by the decline in fertility rates 

(as well as declining mortality rates). They hint that a declining dependency ratio (due to declining 

fertility) implies a rise in GDP per capita (even if productivity defined as GDP per employed person 

is constant). However, the impacts of declining mortality and increasing life expectancy are strongly 

dependent on the affected age group. For example, if old-age mortality decreases, there is likely to 

be a negative impulse on economic growth. Furthermore, indirect effects, such as increasing life 

expectancy, implies an incentive to invest in learning and education (due to a larger expected pay-

off), which has a positive effect on productivity and growth.3 However, in many advanced econo-

mies, increasing dependency ratios evolve with numerous economic, social and political conse-

quences that might be counteracted by various responses (such as more investment in education, 

government investment in health and education, savings decisions, etc.). 

One particular aspect is whether investments and automation could also be mechanisms for reduc-

ing the impact of ageing. A simple theoretic growth set-up (assuming a Cobb-Douglas production 

function) shows that a decline in labour force growth (or a decline in the labour force) results in an 

incentive to invest more in automation. It descriptively shows that robot density is higher in coun-

tries with stronger ageing trends (and vice versa). Abeliansky and Prettner (2017) demonstrate 

that a 1% decrease in population leads to an increase of 2% in robot density growth rate. Addition-

ally, they discuss how robotisation impacts the replacement of jobs (with estimates between 12 

and 65 million workers); however, these numbers are not compared to population projections.4 

Focusing on European economies, Leitner and Stehrer (2019b) calculate long-term GDP and 

productivity growth rates and trends in participation rates and conclude that, for several countries, 

demographic developments are likely to kick in and begin jeopardising further growth in the near 

future. Different simulation exercises demonstrate that in some EU countries, particularly in 

Central and Eastern Europe, labour supply-side constraints would already materialise in the mid-

2020s. In a follow-up paper, (Leitner & Stehrer, 2019a) argue that higher productivity growth is 

 
3 This is also known as the ‘Ben-Porath mechanism’; see Ben-Porath (1967). 
4 In a wider debate, there are also several arguments that fertility decreases with automation, although a few counter-
arguments might be given as well. 
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needed, and the current labour productivity growth rate in the EU needs to more than double to 

circumvent a negative impact on growth due to a decline in the working-age population. Even 

though robots exhibit a positive impact on labour productivity growth in their analysis, this is not 

(yet) strong enough to close the gap between the recent and hypothetical labour productivity trend 

growth rate that would be required.  

1.2. Migration and the supply of skills 

This task provides a dynamic analysis of the skill supply in European labour markets by focusing 

on the composition of workers by origin. It is vital to identify recent trends in skills supplied by 

foreign workers, who tend to constitute an increasing share of European labour market, because 

immigrants are unequally distributed across regions, sectors, and occupations, and tend to differ 

from natives with respect to skills and age. We document the sorting patterns of immigrants across 

occupations, sectors, and regions, by comparing the allocation of immigrant workers with incum-

bent natives. Using the current allocation of immigrant and native workers across occupations, and 

knowing the skill composition of occupations, we identify the skills that under-/oversupplied by 

foreign workers relative to native workers. This allows assessing the effects of by international 

labour mobility on skill supply. 

First of all, it must be noted that migration flows, especially among skilled workers, can only be 

fluid if a number of barriers are alleviated at the European level. Zimmermann (2005) points to the 

European Union’s ageing population, the lack of skilled workers, and the high unemployment 

among low-skilled workers. He argues that a selective migration policy, which would specifically 

target skilled migrants, would foster growth and generate positive spillovers on all native workers. 

In order to reach this goal, he identifies two major issues, namely the lack of coordination on 

migration policies within the EU and the need for competitive institutional settings in order to sup-

port European companies’ attractiveness on the international labour market (see Kerr et al., 2016 

for a review of the global mobility of high-skilled workers). Krause et al. (2017) analyse data from 

online survey among European labour market experts, which confirms that there is a need for 

‘recognising professional qualifications more efficiently and harmonising social security systems’. 

The need for a proper recognition of migrants’ skills across European countries appears to be a 

challenge both to the economic success of migrants as well as to the development of harmonised 

data for research purposes. Winterton (2009) stresses that ‘despite initiatives like the European 

Qualifications Framework there is still no consensus for adopting a common competence model 
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and policy discussions continue to reveal confusion.’ The differences in approaches to skill for-

mation are attributed to language and cultural issues. As far as research is concerned, skills per se 

are generally not measured by regular statistical agencies, and when they are, the lack of uniform-

isation or the lack of such information on migrants samples explain the scarcity of research on 

migrant skills. Instead, most studies rely on skill proxies, such as qualifications or the number of 

years of education.  

In light of this, research focused on education shows that migrants’ degrees are not properly 

recognised in host countries. Together with language barriers, the lack of degree recognition 

generates misallocations of migrant workers. Jestl et al. (2015) use Eurostat Labour Force Survey 

(LFS) to compare the extent of ‘job-skill mismatch’ between migrants and natives inside the EU. 

They find that over-education is more prevalent among migrant workers than among natives, 

especially in low-skill occupations. Visintin et al. (2015) also find that skill mismatch is more 

common among migrants, although the extent of this phenomenon varies across countries of origin 

and of destination. Brücker et al. (2021) exploit survey data merged with German administrative 

records to study the impact of occupational recognition. They find about 20% wage increases and 

25% higher employment probability in the three years that followed recognition, leading migrants 

to assimilate in terms of wages. 

On the impact of migration on native workers, Cattaneo et al. (2014) use longitudinal data to assess 

the impact of migration on natives’ career paths. They show that, as the inflow of migrant workers 

increases, native European workers tend to move to occupations associated with higher skills and 

status, whereas their probability of unemployment does not increase. Faggian et al. (2017) provide 

a literature review of interregional migration with a focus on how human capital flows impact both 

receiving and sending economies. They identify two gaps in the literature, namely the relatively 

low coverage of the impact of migration on sending regions, and more importantly, the limited 

availability of data on migrant characteristics, especially skills.  

Zhang and Lucey (2019) construct a novel brain drain/gain index to analyse the mobility of skilled 

workers in 30 European countries between 2001 and 2015. They find that a country’s level of 

relative development within Europe affects net flows, with the most developed countries being net 

recipients of tertiary graduates at the expense of the least developed countries, although some 

exceptions exist. They also find that the 2008 economic crisis has exacerbated this gap.  
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The notion that migration flows respond to heterogeneous levels of unemployment and to eco-

nomic crises within the EU is vastly documented. Arpaia et al. (2016) show that from 1970 to 2013, 

when an asymmetric economic shocks occurs inside the EU, about a quarter of that shock was 

absorbed within one year thanks to labour mobility. Shock-related movements have almost 

doubled since the introduction of the euro and have translated into more responsive real wages. 

Elsner and Zimmermann (2016) find an increase in migration to Germany from countries that were 

more hardly hit by the Great Recession, but that the magnitude of net flows is insufficient to 

significantly reduce unemployment in the sending countries. Jauer et al. (2018) use regional panel 

data on pre- and post-crisis migration movements and find similar results for the EU and the US. 

For the EU, they find that most of the migratory flows are attributed to citizens from countries 

which recently joined the EU and to third-country nationals. Beine et al. (2019) study the impacts 

of both long term drivers of migration and the short-run economic fluctuations, and find that both 

types of factors contribute to migration flows. They also show that the Schengen Agreement and 

the euro currency significantly increased the within-EU worker mobility.  

Since every occupation requires a specific mix of skills and abilities, the literature using data on 

mere education levels can only partially describe the interregional mobility of labour. This is par-

ticularly true in the context of migrant workers, since as discussed above, there are issues in the 

recognition of immigrants’ educational attainment. A recent strand of the literature thus goes 

beyond education levels and attempts to look deeper into workers’ and occupations’ skills. The 

O*NET Content Model provides structured information on the characteristics of each occupation, 

called occupation descriptors. These descriptors are based on a standardised, measurable set of 

variables obtained from worker surveys. To the best of our knowledge, this type of data has only 

been used for research on the US. Peri and Sparber (2009) use O*NET and individual US census 

data to show that migrant workers specialise in occupations requiring physical skills, whereas 

natives are more allocated to jobs involving communication tasks. Aldaz Odriozola and Eguía Peña 

(2016) extend the work of Peri and Sparber (2009) by controlling for gender and length of 

residence. They find that length of stay generates some degree of occupational assimilation among 

male migrants, whereas female immigrants tend to be confined in a few ‘niche jobs’. Sharpe and 

Bollinger (2020) also use O*NET data and find higher partial equilibrium effects on natives 

compared to previous research based on education and experience, in particular on the least 

skilled natives. In contrast, high skill natives benefit from immigration in terms of higher wages. 
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Beyond higher substitutability among low-skilled workers, a possible explanation of the negative 

impact on low-skilled natives stems from the fact that many migrants employed in low-skilled jobs 

tend to achieve professional progress and skills development in sectors whose conditions are 

usually deemed unattractive (Moroşanu et al., 2021). Finally, Tountopoulou et al. (2021) review the 

literature on international skill frameworks and use survey data to identify key skills for the labour 

market integration of migrant groups. They highlight the importance of (i) hard skills attached to 

specific tasks and (ii) transversal soft skills. They state that recruiting procedures would benefit 

from skills profiling and online tools of skill assessment.  

1.3. Population ageing, technology and job polarisation5 

The use of Information and Communication Technologies (ICT) and robots has been changing the 

world of work in the last few decades. Between 2000 and 2019, the real value of ICT capital per 

worker in Europe has increased by 91%, while the robot exposure, measured by the number of 

industrial robots per 1,000 workers, has increased by 140%. Robots and other labour-saving tech-

nologies can have important aggregate and compositional labour market effects. They can directly 

reduce employment as machines replace humans in performing certain tasks, resulting in a labour-

saving effect. However, the product demand effect - i.e., an increase in activity thanks to a 

productivity-enhancing technology - and the demand spillover effect - i.e., demand for other 

sectors’ output resulting from higher value added and incomes in the technology-adopting 

sector - can increase employment. Gregory, Salomons and Zierahn (2021) showed that the latter 

two effects have been dominant in Europe, leading to an overall positive employment effect of 

routine-replacing technologies.  

However, computers and other digital technologies have changed the structure of jobs tasks per-

formed by humans, reducing the role of routine tasks and increasing the role of non-routine tasks, 

both within and across occupations (Autor, Levy & Murnane 2003; Spitz‐Oener, 2006). This has led 

to job and wage polarisation in developed countries (Goos, Manning & Salomons, 2014). This 

hollowing out of the middle-paid jobs has created winners and losers of technological progress. 

While a lot of attention has been paid to differences associated with education (Firpo, Fortin & 

 
5 The text under this heading is largely taken from Albinowski and Lewandowski (2022) of the UNTANGLED project. 
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Lemieux, 2011; Gathmann & Schönberg, 2010), the age- and gender dimensions of exposure to new 

technologies have not been comprehensively studied. 

There are two main reasons why the effects of technology adoption can differ for younger and older 

workers. On the one hand, technological change can reduce returns to old skills related to tech-

nology that become obsolete, and increase returns to new skills related to emerging technology 

(Fillmore & Hall, 2021). As older workers tend to have skills that complement older technologies, 

and their expected returns from an investment in new skills are lower than those of younger 

workers, the older workers can be more affected by technological change. Indeed, older people 

(aged 55-64) in the OECD countries tend to have lower ICT and analytical skills and are less likely 

to use information-processing skills at work than younger individuals (the Programme for the 

International Assessment of Adult Competencies – PIAAC – data). On the other hand, older workers 

are more likely to benefit from insider power, and, as such, may be more protected from changes 

than younger workers, who are often outsiders or labour market entrants. Indeed, there is evidence 

that the de-routinisation of work in Europe has affected younger workers to a larger extent (Lewan-

dowski et al., 2020), and that industrial robots in Germany have reduced the labour market 

prospects of younger workers (Dauth et al., 2021).  

The issue of differential impact of technological progress and international trade has been studied 

before for selected countries. Behaghel et al. (2014) use French firm-level data from late 1990s. 

They find that the adoption of ICT innovations reduced the share of workers aged 50–59 in the 

wage bill. Autor et al. (2015) show that US workers aged 40 and above are more likely to drop out 

of employment when technology replaces routine jobs than it is the case for younger workers. They 

also observe that negative employment effects associated with the increase in Chinese imports are 

very similar among younger and older workers. Jerbashian (2019) combines EU-KLEMS and LFS 

data and analyses impact of the fall in IT prices in 10 European countries over the period 1993-

2007. He finds that older workers (above 45) benefited less from the favourable changes in occu-

pational structure, induced by ICT adoption, than younger workers. Lewandowski et al. (2020) use 

EU-LFS data for 12 countries over the period 1998-2015. They analyse the de-routinisation of work 

and find that older workers were less affected by occupational changes than younger workers. 

The gender dimension is also relevant. On one hand, routine-replacing technologies increase 

returns to social skills which women tend to have a comparative advantage in (Deming, 2017) so 

they benefit more from ICT adoption than men (Jerbashian, 2019). On the other hand, women lag 
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behind men in skills complementary to new technologies: women are less likely than men to study 

in Science, Technology, Engineering, and Mathematics (STEM) college programmes (Delaney & 

Devereux, 2019) and exhibit lower numeracy skills (Rebollo-Sanz & De la Rica, 2020).  

1.4. Changing skills 

The European labour markets are massively impacted by the three mega trends studied in 

UNTANGLED (digitalisation, globalisation, demographic changes). 

First, the recent changes induced by digitalisation deeply impact firms and workers and the 

COVID-19 economic crisis is speeding up digitalisation (WEF, 2020). These factors have an impact 

on the task content of the jobs and the characteristics of job demand (Autor, 2019; Burzyński, 2020). 

Second, trade shocks induced by globalisation reallocate jobs across business sectors (Autor, 

Dorn & Hanson, 2013; Guren, Hémous & Olsen, 2015). Third, parallel demographic changes 

induced notably by population ageing (Schulz & Radvansky, 2014) create new job opportunities. 

Finally, these trends may reinforce the skills shortage on the labour market.  

The aim of the task 3.4 is to map skill similarities across occupations and business sectors as well 

as the skill speed of change in the last years.  

Regarding the classification of skills, the related state-of-the art revolves around two distinct 

approaches of classifying workers’ skills. On the one hand, the first and most popular approach 

relies on information about tasks performed by workers. This results in the well-known differen-

tiation between routine and non-routine work initiated by Autor et al. (2003) and enriched later 

by Acemoglu and Autor (2011) or Lewandowski et al. (2019). In this strand of research, five tasks 

are often distinguished: (i) routine manual (e.g. picking or sorting, repetitive motions, operating or 

controlling machines); (ii) routine cognitive (e.g. record-keeping, calculating, bookkeeping, cor-

recting texts or data, measuring length, or weight, or temperature, repetitive customer service), 

(iii) non-routine manual (e.g. manual dexterity, spatial orientation, repairing or renovating), 

(iv) non-routine analytical (e.g. forming/testing hypotheses, researching, analysing, evaluating and 

planning, designing, creativity, problem solving); (v) non-routine interactive (e.g. negotiating, 

lobbying, coordinating, organising, guiding, directing, motivating, communicating). Some other 

scholars do not disentangled sub-categories and focus on three tasks: routine, non-routine manual, 

non-routine cognitive as in Cortes (2016). 
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On the other hand, international organisations such as Cedefop, or OECD developed their own way 

of classifying skills. It relies on a distinction between three main skill families: (i) hard skills (e.g. 

customer services, foreign languages); (ii) soft skills (e.g. planning, team work) (Cedefop, 2017); 

and sometimes iii) digital skills (Fernández-Macías & Bisello, 2020; OECD, 2016). Both approaches 

usually use information from databases which are based on worker surveys or expert information, 

such as the Occupational Information Network (O*NET) or the European Skills, Competences, 

Qualifications and Occupations (ESCO). A relatively new approach to quantify skill needs is to use 

word embeddings and network community detection algorithms to extract skills directly for job 

advertisement (e.g. Djumalieva & Sleeman, 2018).  

The extant evidence regarding skill similarities across occupations rely on various type of data 

coming from surveys, from training curricula, administrative data or job offers (newspapers and/ 

or online). Regarding surveys, Chuang (2020), studying recent data collected in the Vigo County of 

Indiana, US, provides an estimate of the potential of workers’ skills mobility using respondents’ 

perception about the displacement potential of their own skills. His main result is that about half 

of the respondents were not aware of their risk of skill obsolescence due to technological progress. 

Dworkin (2019) uses US data collected in 2016 (from the Bureau of Labor Statistics), assesses the 

skills, knowledge and abilities similarities between each pair of jobs and provides a transition 

recommendation model in order to ease the job transition of workers impacted by automation. He 

quantifies the potential benefit of increasing individual skills to facilitating both job transitions and 

within-occupation skill redefinition.  

Geel and Backes-Gellner (2011), applying the Lazear’s skill-weights approach (Lazear, 2009) on 

German survey data (BIBB/BAuA Employment Survey, 2005/06), identify clusters of occupations 

characterised by similar skill combinations and reveal that the probability of changing occupations 

is higher within a skill cluster than between skill clusters. Using the same methodology, Rinawi and 

Backes-Gellner (2021), on Swiss data (Social Protection and Labour Market-SESAM for the years 

2004-2009), show that skills appear to be transferable across occupations. Nevertheless, a higher 

occupational specificity appear to be associated with lower job mobility and a longer period of 

unemployment. Using the Lazear’s skill-weights approach on Swiss data from training curricula 

(vocational education and training (VET) curricula) matched with SESAM from the years 1999 to 

2009, Eggenberger, Rinawi and Backes-Gellner (2018) reiterate the results that a higher occupa-

tional specificity induces a lower probability of occupational mobility. In terms of methodology, the 
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Lazear’s skill-weights approach allows to study occupational specificity at the level of single skills 

as well as the resulting bundles of these skills. 

Gathmann and Schönberg (2010), using German data (German Qualification and Career Survey, 

from BIBB and IAB) for four different years: 1979, 1985, 1991/92, and 1998/99, propose the 

concept of task-specific human capital. The authors underline that employees move to occupations 

with similar task requirements with a distance of moves that declines with experience. In their 

methodology, they distinguish task-specific human capital (valuable only in occupations that 

require skills similar to the current one) from general skills in order to capture the transferability 

of each task-specific skills across occupations. Gathmann et al. (2020), using administrative data 

on firms and workers in Germany from 1975 to 2008 (German Social Security Records), focus on 

the effects of mass layoffs. The authors point out small effects on workers or even no effects for 

those younger than 50 years old who are geographically mobile and escape from the decline in 

local employment opportunities that are large. Bachmann et al. (2019) using the BIBB data as well 

as administrative data, study the change in job tasks for Germany in the time period 1979-2014. 

They confirm a strong decline in routine task intensity (RTI) over this time period and show that 

this has led to higher inflows into and outflows out of unemployment for routine workers.  

Alabdulkareem et al. (2018), on US job descriptions (from O*NET, 2014/15), calculate the overlap 

of a set of skills between job pairs using unsupervised clustering techniques and study skill prox-

imity between occupations. They reveal a polarisation in two clusters that cover specific social-

cognitive skills and sensory-physical skills of high- and low-wage occupations respectively. This 

polarisation constrains the career mobility of workers especially of low-skilled workers. Del 

Rio-Chanona et al. (2021), also provide an analysis of occupational mobility using US occupational 

transitions data, from January 2001 to September 2018. They generate an occupational mobility 

network and their analysis takes into account occupations impacted by automation shocks and 

they highlight that in some regions of the occupational mobility network, workers easily find new 

jobs and others regions where workers get trapped because there are no good alternatives, causing 

an increase of long-term unemployment. Alabdulkareem et al. (2018) and Del Rio-Chanona et al. 

(2021) both map skills complementarity (and produce a skillscape) by proceeding in four main 

stages (1) calculate the revealed comparative advantage of each skill in an occupation; (2) calculate 

the minimum of the conditional probabilities of a pair of skills being effectively used by the same 

occupation; (3) identify skill types using a unsupervised clustering techniques with a community 
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detection algorithm; (4) map the skillscape. Frank et al. (2018) exploit US data identifying the 

employment distribution of occupations across 380 US metropolitan statistical areas (MSAs) and 

combined statistical areas (CSAs) in 2014 in order to add a geographical mobility feature in the 

analysis. They show that the potential impact of automation in large cities is lower than in small 

cities because in large cities many jobs are in managerial and technical occupations less impacted 

by automation. Börner et al. (2018) use millions of academic publications, courses (from the Open 

Syllabus Project), and job advertisements (from Burning Glass technologies) published between 

January 2010 and December 2016 to study the misalignment between skills required on the labour 

market and skills provided by education institutions. They develop a topical basemap covering 

skills that occur in job, course, and publication data and reveal that the demand for ‘soft’ social 

skills (like teamwork, communication, negotiation, and persuasion) increase with greater demand 

for ‘hard’ technical skills. 

Regarding the change of skill requirements over time, the descriptions by keywords in (news-

papers) job advertisements that require problem-oriented thinking have almost doubled in the US. 

The trend towards these so-called ‘analytical skills’ has been fostered in particular by innovations 

in information and communication technology (ICT) and also takes place within narrowly defined 

job titles such as real estate agent (Atalay et al. 2018; 2020). 

According to recent studies relying on online job vacancy data, the skill requirements by companies 

increase during an economic crisis. This is due to the fact that during a crisis the number of 

unemployed - including skilled workers - increases. This means that companies have a larger 

number of qualified workers at their disposal, who are usually the first to benefit from the 

economic recovery. For example, in the US, an increase in occupational demands has been observed 

in regions that experienced high unemployment during the 2007/08 financial crisis (Hershbein & 

Kahn, 2018; Modestino et al., 2020). Nevertheless, during the recovery period (2010 to 2014) skill 

requirements by companies appears to fell (Modestino et al., 2016). 

Moreover, studies suggest that increasing job demands contribute to growing wage. The reason is 

that especially regions with a high share of firms with increasing job demands show a growing gap 

in pay (Deming & Kahn, 2018). It should be pointed out that technological change also affects highly 

skilled workers with jobs that are highly job-specific and regularly subject to major changes. STEM 

occupations with complex and specific skill requirements are particularly affected, as they have a 

high frequency of new jobs and turnover of new hires (Deming & Noray, 2020). 
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In Europe, using Italian online job vacancies (OJV) data from 2016/17, Colombo, Mercorio & 

Mezzanzanica (2019) shed light on the fact that non-digital hard skills, soft skills (in particular 

thinking and social interaction) and part of digital skills (advanced ICT skills and skills related to 

communication and social media) tend to be negatively related to the probability of automation of 

a given occupation. They also underline the complementarity/substitutability of hard and soft 

skills in their relationship with job automation. Giabelli, Malandri, Mercorio, Mezzanzanica & 

Seveso (2020) use online job vacancies collected in 2018 in the United Kingdom with the aim to 

identify new emerging occupations. 43 were identified and are mostly related to data management 

or software and app development. Giabelli, Malandri, Mercorio and Mezzanzanica (2020), use 

online job vacancies collected between 2018 and 2019 for France, Germany, and the United 

Kingdom. In terms of methodologies, they proceed in four stages: (1) they calculate weighted 

Jaccard similarity to measure the skills similarity between occupations; (2) they measure the skill 

complementarity by exploiting the effective use of skills by occupations; (3) they define the Graph 

Data Model (GraphLMI); (4) they plot skills’ proximity (‘clique’) across occupation and countries. 

For each country, a clique is composed of skills that are linked by relationships to which a skill 

complementarity value of 1 is associated. Their aim is to provide the skills of a specific occupation 

to be acquired by workers who would like to be mobile across countries. 

2. Meso level analysis 

2.1. Tangible ICT, intangible capital and income inequality6 

The world is facing a wave of technological change brought about by disruptive technologies, such 

as AI, machine learning and robotics. It is thought that this range of new technologies will initiate 

an industrial revolution by fusing the physical, digital and biological worlds and impacting all 

disciplines, economies and industries Schwab (2017). One can argue that technological change has 

historically created more jobs than it has destroyed over the longer term (thanks to the process of 

creative destruction according to Joseph A. Schumpeter and discussed in Aghion et al. (2021). 

However, future developments are difficult to extrapolate from past experiences. The vast amount 

of uncertainty about the future trajectory of technology and its economic consequences in periods 

 
6 This text under this heading is taken from Stehrer (2022), ‘The impact of capital accumulation by asset types on 
labour demand and income distribution’. UNTANGLED deliverable 4.1. 
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of rupture pose a serious problem for policymakers and raise questions about the effects of tech-

nical change on employment. In particular, digitalisation and employment have been attracting 

much attention. 

The key concern that remains heavily debated is the influence of such new technologies on the 

labour market. Job losses due to automatisation range from 47%, found by Frey and Osborne 

(2017), to less than 10% as reported by the OECD in Arntz et al. (2016). The latter study is less 

alarming, particularly because the time spans over which this might occur have not been specified. 

The difference to Frey and Osborne (2017) is that, rather than looking at whole employment 

sectors, they evaluated the potential automatability (defined as the risk of automation being above 

70%) of tasks within an occupation. Nedelkoska and Quintini (2018) subsequently expanded the 

coverage of countries and occupational titles. Their results suggested that about 14% of jobs in 

OECD countries face the risk of being highly automatable. 

A number of papers have focused on the introduction of robots. Sachs and Kotlikoff (2012), Benzell 

et al. (2015) and Sachs et al. (2015) have come to the conclusion that the introduction of robots 

would boost productivity in the short term but decrease wages and consumption in the long term 

(see also Zeira, 1998). A recent and comprehensive framework was developed in a study by 

Acemoglu and Restrepo (2017). In this framework, robots can substitute for specific labour tasks, 

which is likely to reduce employment and wages. Nonetheless, labour may perform new tasks in 

which it has a comparative advantage over robots. Focusing on US labour markets, Acemoglu and 

Restrepo (2018b), using data from EU KLEMS and studies on robot use over the period of 

1970-2007, found that the adoption of robots has led to large and robust declines in employment 

and wages. By contrast, Graetz and Michaels (2018) tested the effects of robot use on labour 

productivity growth, TFP growth, output prices and employment and did not find a significant 

negative impact on employment. The reason for this is although robots increase labour 

productivity growth and TFP growth, these productivity gains also decrease output prices and have 

an offsetting effect. A recent report by the European Bank for Reconstruction and Development 

(EBRD, 2018) found similar results for emerging economies. Autor and Salomons (2018) estimated 

the effect of TFP growth on employment via different channels: own-industry effects, upstream-

industry effects, downstream-industry effects and final-demand effects. They concluded that TFP 

has negative direct effects but positive indirect effects on employment; however, other channels 



SOTA  

Page  18  

are dominant, and the overall effect of technological progress on employment is thus slightly 

positive. See Autor and Salomons (2017) and Autor (2015) for an overview. 

Ghodsi et al. (2019) used this framework and quantified the impacts of robots on employment 

using a wider sample of countries and controlling for TFP growth. Their results indicated no 

significant impact on employment but suggested a positive and significant effect on real value 

added growth. 7  This approach, that relies on a labour demand function derived from a 

CobbDouglas production function, has been heavily criticised (Felipe et al., 2020; Felipe & 

McCombie, 2019). Some recent papers have confirmed only a very modest impact of robotisation 

on employment growth in Europe (see Ant´on et al., 2020; Jestl, 2022). 

In other literature, not only the impact on the levels of employment but also the structure of 

employment have been considered. 8  Prettner and Bloom (2020) (Chapter 3) summarised a 

number of papers. They broadly concluded that automation has a positive impact on labour 

productivity. However, there are negative employment and wage effects for low-skilled workers 

(mainly in manufacturing), whereas the effects for high-skilled workers are insignificant or even 

positive. Overall, this leads to a decline in the labour income share. However, this should be seen in 

the longer-term context. Since the 1980s, the composition of the labour force and the remuneration 

of skills in advanced economies have undergone structural changes and a decline in the demand 

for high school graduates (medium skilled) relative to college graduates (high skilled) in particular, 

as documented in Goos et al. (2019). It has also been documented that the demand for medium-

skilled workers has even declined relative to low-skilled workers, which has led to a so-called 

polarisation of the labour market, mostly documented in the US and the UK but to a lesser extent 

in the rest of Europe (Goos and Manning, 2007; Goos et al., 2009; Acemoglu & Autor, 2011). 

Specifically, the diffusion of digital technologies since the 1980s has accelerated this process (Autor 

et al., 2003). However, not only technological change but also international trade and offshoring 

may have been the main driving forces behind this pattern, as emphasised in (Goos et al., 2014; 

Autor et al., 2015; Acemoglu et al., 2016). 

 
7 In earlier papers, R&D spillovers have been modelled in a similar way (see Nishioka & Ripoll, 2012). Adarov and 
Stehrer (2019a) focused on the roles of the accumulation of capital by asset types and foreign direct investments. 
8 For an earlier important contribution, see Berman et al. (1998). Other literature have focused more directly on 
inequality (e.g. Krusell et al., 2000; Dao et al., 2017 or more general aspects (Spitz-Oener, 2006). 
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With respect to the introduction of ICTs, it can be argued that in the 1980s and 1990s, it was mainly 

high-skilled workers who possessed computer skills, as education was slow to adapt to the take-

up of new technology (Goldin & Katz, 2009). Thus, the demand for high-skilled workers increased 

in the early adoption phase of digital technologies and raised skill premiums (Krueger, 1993). After 

the initial stage of the diffusion of digital technologies, they were adopted across all sectors, and 

education systems began providing students with the demanded digital skills. As a consequence, 

the increase in wage premiums for high-skilled workers and cognitive skills has slowed down or 

even stalled since the 2000s, as documented by several studies, notably in the US (Valetta, 2018; 

Acemoglu & Autor, 2011). 

Michaels et al. (2014) found that, for 11 OECD countries in 1980-2004, a rise in a sector’s ICT 

intensity, proxied by ICT capital compensation, was associated with a rising wage share for high-

skilled workers to the detriment of medium-skilled workers. However, there is also evidence that 

these patterns may have changed after the global financial crisis. Pichler and Stehrer (2021) 

corroborated the main findings of Michaels et al. (2014) for that period. Focusing on more recent 

years and based on the EU KLEMS data released in 2019, they found that a larger increase in ICT 

intensity was generally not associated with an increasing (decreasing) demand for high- 

(medium-) skilled workers during the period of 2011-2016. In addition, contrary to the findings 

for the period of 1980-2004 for Western European economies, they argued that a higher ICT inten-

sity was associated with an increase (decrease) in medium- (high-) skilled workers for Eastern 

European economies in 2011-2016. The driving force behind this pattern appeared to be the 

service sector. This result should be interpreted carefully, however, owing to the sensitivity to 

sample selection. The empirical analysis by the MNvR built on the so-called routinisation hypoth-

esis proposed by Autor et al. (2003). Their theory suggested that ICT capital can substitute for 

labour more easily in routine tasks that follow a repetitive pattern and can be carried out by an 

algorithm or a programmable machine. Capital, by contrast, can complement labour in non-routine 

cognitive tasks, i.e. tasks that cannot easily be expressed as a set of programmable rules. As routine 

tasks are mainly concentrated among occupations located in the middle of the wage distribution, 

while non-routine cognitive tasks are mainly carried out by high-skilled workers, the diffusion of 

ICT (due to the falling prices of ICT) leads to an increase in demand for workers in well-paid occu-

pations but a lower demand for middle-income jobs, such as clerks and craft workers. While 

employment in medium-paid occupations has declined and employment in high-paid occupations 
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has increased in almost all developed economies, low-income jobs have seen gains mostly in the 

US (Autor et al., 2003) and the UK (Goos & Manning, 2007) but to a lesser extent in the EU (Goos et 

al., 2019). 

The described structural shifts in labour demand have primarily been measured as a change in 

hours worked in specific occupations. For example, Acemoglu and Autor (2011) and Oesch and 

Menés (2011) ranked occupations based on their income in a base year and measured the changes 

in employment within these occupations. Based on 1980 US data, Michaels et al. (2014) linked the 

occupations to the skill level of the workforce (proxied by education). The authors found that 

occupations that were characterised by non-routine cognitive tasks were mostly occupied by high-

skilled workers. Medium-skilled workers were more likely to conduct routine manual and routine 

cognitive tasks. Finally, low-skilled workers were the largest group within the non-routine manual 

and routine cognitive occupations. The routinisation hypothesis therefore predicts that ICT 

increases demand for high-skilled workers but reduces demand for medium-skilled workers, and 

it gives no clear prediction for low-skilled workers. More recent studies have shown that the wage 

premium for college graduates has been growing at a slower rate or even stalled around the turn 

of the millennium in the US (Valetta, 2018; Acemoglu & Autor, 2011). Similarly, Castex and Dechter 

(2014) found that the return to non-cognitive skills has increased since the 1990s. Beaudry et al. 

(2016) called this trend the ’reversal in the demand for skill’. Edin et al. (2017) summarised several 

explanations put forward to explain this trend. Deming (2017) claimed that the demand for skill is 

shifting and highlighted that wage growth has been stronger in occupations that require social 

skills. Beaudry et al. (2016) argued that the early investment stage saw high and growing demand 

for cognitive tasks to facilitate the adoption of digital technologies. As digital skills and the use of 

ICT became ubiquitous, the technology reached maturity and eventually reduced the premium for 

digital skills. Hershbein and Kahn (2017) corroborated this argument and showed that occupations 

that were traditionally characterised by routine tasks experienced upskilling, particularly during 

the global financial crisis. This implies that workers with cognitive skills are increasingly drawn to 

less well-paid occupations. A complementary argument by Brynjolfsson and McAfee (2014) 

suggested that the progress in computing technology has allowed capital to compete more effec-

tively with non-routine cognitive tasks, thereby lowering demand for high-skilled workers. 
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2.2. Productivity, intangible asset dispersion and wage inequality 

An increasing attention has been devoted in the last years to the firm-level drivers of wage ine-

quality (Card et al., 2018). In imperfect labour markets, firms can adopt a variety of wage-setting 

practices shaping a firm-level wage premium that could reflect differences in productivity, rent-

sharing, an efficiency wage premium, or strategic wage posting behaviour. When wage premia are 

asymmetric between groups of workers, they generate heterogeneity of wage gaps between firms 

(Aghion et al., 2018; Cirillo et al., 2017). These firm-specific premia may also explain a relevant part 

of the wage inequality between regular and vulnerable workers. Notably, by including women in 

the group of vulnerable workers and focusing on gender wage gap, the OECD (2021b) pointed out 

that this gap amounted to 22% for similarly-qualified men and women. About three quarters of 

this gap is based on differences in pay observed within firms and it is not negligeable the portion 

of the gap due to work of equal value, where statistical discrimination and bargaining power take 

the lion share. 

On the other hand, Card et al. (2016) and Blau and Kahn (2017) identified two factors affecting the 

wage of women relative to that of men: (i) the between firm sorting channel conjecture explains 

that the gender pay gap is due to the differentials between higher and lower paying workplaces in 

which men and women are respectively hired; (ii) the possibility that equally productive men and 

women have different relative bargaining power. 

A complementary strand of literature deals with the effect of incentive pay schemes (IPSs) on 

gender wage gap. On the whole, IPSs solve potential moral hazard problems within companies by 

setting higher wages that elicit the right effort from the workers. If these incentives are only imple-

mented for those workers whose tasks are difficult to monitor, the within-firm wage inequality 

arises (Lazear & Rosen, 1981; Lazear, 1986; Murphy, 1999; Cirillo et al., 2017). Interestingly, some 

authors are currently concentrating on the influence that IPSs may exert on gender wage gap 

(Manning & Saidi, 2010; Zwysen 2021; Arabadjieva & Zwysen, 2022). According to this literature, 

either women more likely work in positions where IPS is not implemented or they less likely 

receive these bonuses for similar jobs (Zwysen 2021; Arabadjieva & Zwysen, 2022). This supports 

the view of IPS widening the gender pay gap. However, Manning and Saidi (2010) found modest 

evidence for differential sorting into IPS by gender and very small, even insignificant, effects of IPS 

on hourly wage differentials between men and women. One explanation they give, among others, 



SOTA  

Page  22  

is that it may be more difficult to discriminate against women under IPSs, where pay and produc-

tivity end up more aligned. 

Indeed, the impact of IPS on gender wage gap could be the result of other factors that shape the 

context in which the latter takes place. For example, some authors pointed out that investments in 

intangibles tend to increase gender inequalities, by increasing returns in job positions where men 

tend to be over represented (e.g. Meyersson Milgrom et al., 2001; Korkeamäki & Kyyrä, 2006). 

Especially when intangibles correspond to investments in databases and software (or ICT), women 

are not only under-represented in industries where the digitalisation is more intensive (Segovia-

Peréz et al., 2019) but jobs in these contexts offer more flexible and unpredictable working hour 

arrangements that notably hinder the access of women with household responsibilities (Goldin, 

2014; OECD, 2017; 2019d). 

2.3. Labour market adjustment to shocks 

The pursuit of economic and social convergence is one of the EU’s founding principles. Decades of 

research concludes that the free movement of goods, services, and labour has increased living 

standards in the EU and has contributed to socio-economic convergence, although the process is 

far from completed and large differences in terms of wellbeing and welfare exist across the EU 

(Crespo Cuaresma et al., 2008). The EU regional support mechanisms have contributed to support-

ing poorer regions and to reducing inequalities between the regions (Becker et al., 2010; Cappelen 

et al., 2003). 

Adverse labour market shocks may, however, halt or slow down convergence in the EU. Technolog-

ical transformation, globalisation and the transition to a low-carbon society will create skill-biased 

shocks in labour demand, which will differ by region. Some regions will experience increasing 

demand for labour, while other regions will suffer from a lack of demand. An extensive literature 

has shown that local joblessness is very persistent: regions often need several decades to recover 

from severe negative demand shocks (Overman & Puga, 2002; OECD, 2005).  

One important channel through which labour demand shocks can be absorbed is labour mobility 

between regions or countries. This effect is estimated to be rather substantial with some studies 

indicating labour mobility to absorb up to about a quarter of an asymmetric economic shock within 

a year in Europe (Arpaia, Kiss, Palvolgyi & Turrini, 2016; Jauer, Liebig, Martin & Puhani, 2019). 

Beyer and Smets (2015) even report labour mobility to account for about 50% of the long-run 



SOTA  

Page  23  

adjustment to region-specific labour demand shocks in both Europe and in the United States. Other 

recent studies, however, argue that previous work exaggerates the migratory response (Amior & 

Manning, 2018; Greenaway-McGrevy & Hood, 2014). In addition, Dao, Furceri and Loungani (2014), 

and Beyer and Smets (2015) find that the contribution of migration in the US has decreased. In 

Europe, nonetheless, the contribution seems to have increased in recent years (Beyer & Smets, 

2015).  

The (magnitude of the) migratory response depends on multiple factors. First, migration is more 

likely within currency areas. This was, among others, illustrated by Arpaia et al. (2016) who esti-

mate the movements in response to shocks to have almost doubled since the inception of the euro. 

Second, foreign-born individuals are found to have a higher propensity to migrate than natives 

(Basso, D’Amuri & Peri, 2019). Additionally, in Europe, the migratory response was found to largely 

stem from migration of recent EU accession country citizens and third-country nationals (Jauer et 

al., 2019). 

Often the migratory response is investigated through a vector autoregression (VAR) approach 

(based on the pivotal work of Blanchard & Katz, 1992) (see e.g. Arpaia et al., 2016; Beyer & Smets, 

2015). This method offers an indirect measure of population change, including migration but also 

ageing and mortality, as all employment changes unexplained by the participation and the employ-

ment rate are implied to originate from a change in population. In addition, supply side factors, 

such as retirement decisions, can also impact local employment. Therefore, recent studies consider 

an instrumental variable (IV) approach, which better isolates demand shocks and allows to control 

for contemporaneous shocks. 

The latter approach was adopted by Amior and Manning (2018), who studied the persistence of 

unemployment across US commuting zones. The researchers further extended on the approach by 

introducing an error-correction mechanism. Using this approach Amior and Manning find a strong 

migratory response to a decline in demand, but as further demand contractions are likely to follow, 

the population never catches up. Within the euro area and also using the IV approach, Basso et al. 

(2019) find a similar migratory response of foreign-born individuals as compared to the US. EA 

natives, however, are less mobile than their foreign-born peers. 
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2.4. Technological transformation and European regions9 

Radical and complex transformations are taking place in contemporary economies and society 

because of the exponential evolution and global adoption of the new technologies, such as artificial 

intelligence, smart automation, and the internet of things. Optimism about the growth and produc-

tivity potential offered by 4.0 technologies diffusion is widespread even if the risks of possible 

social threats cannot be ignored and are increasingly highlighted (Frey & Osborne, 2017; Schwab, 

2017; Brynjolfsson & McAfee, 2014; McAfee & Brynjolfsson, 2017; Rullani & Rullani, 2018). 

The role of the new technologies in the transformation of industrial production processes, known 

as Industry 4.0, has received great attention in the literature also from a spatial perspective and 

has highlighted the important consequences of the increasing automation and digitalisation of the 

manufacturing environment (Acemoglu & Restrepo, 2020; Büchi et al., 2020). Digitalisation, in fact, 

enriches value chains and the exchange of inputs with business partners, supplier and customers 

(Lasi et al., 2014). The integration of physical objects in the information network represents a deep 

revolution in the traditional industry and pushes towards a paradigm shift in production processes 

and business models, setting a new level of development and management for organisations (Paiva 

Santos et al., 2018; Ciffolilli & Muscio, 2018).  

In particular, the relevance of digital technologies in the renewal and transformation of manufac-

turing activities has been soon acknowledged in the literature on servitisation. Scholars in this field 

have richly documented the shift in manufacturing business models towards the provision of 

bundles of product and (digital) services turning into a symbiotic recoupling between manufac-

turing and service activities (Rabetino et al., 2021; Gebauer et al., 2021; Kohtamäki et al., 2021a). 

Importantly, digitalisation enables expanding the range of hybrid/integrated offerings (products 

and services) toward digital offerings. Since customers increasingly show preferences for receiving 

only the value inherently offered by the product use and consuming it as a service, this strategy 

looks more and more attractive (Cusumano, Kahl & Suarez, 2015; Tukker, 2004).  

Conversely, far less is known about what we define in this work as the digital service economy, an 

economy encompassing a sprawling range of businesses, enabled by digital platforms, redesigning 

the boundaries of products towards services. The idea of digital service economy differs from and 

 
9 This text under this heading is taken from here is taken from Capello, Lenzi and Panzera (2022) (UNTANGLED deliv-
erable 4.6). 
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enriches the concepts of service economy proposed by Buera and Kaboski (2012) as well as alter-

native labels introduced in the literature and in the policy debate to describe the application of 

digital technologies in products and services creation and provision, such as the digital economy 

(OECD, 2020; EC, 2021).10 In our understanding, in fact, the digital service economy does not 

simply refer to the expansion of service sectors over manufacturing in terms of both value added 

and employment, as the service economy would imply (Buera & Kaboski, 2012). Nor does it simply 

relate to the deployment of digital technologies in the provision of products and services through 

on-line channels, as implicit in the notion of digital economy. The digital service economy, instead, 

refers to the idea that the full-scale digitalisation trend characterising modern economies and 

society is redesigning the boundaries between product and services, with the latter not only com-

plementing and/or enriching the former (as proposed in the case of servitisation and its literature) 

but also, and increasingly, substituting them. The dematerialisation of the product (e.g. a CD) into 

its own content (e.g. music) allows the last one to be sold online in the form of a digital service (e.g. 

a subscription to Spotify), destroying the market of the original product in favour of the service. 

This encompassing view on the complex relationship between products and services admittedly 

finds its origins in the vast literature on servitisation and the reflections on product-service (inno-

vation) systems (see for reviews Rabetino et al., 2021; Baines et al., 2017 on servitisation; Baines 

et al., 2007 on product-service systems). Over time, however, additional digital market transactions 

have come to the fore that forge on-line markets through the operation of digital platforms, includ-

ing phenomena like the sharing economy (e.g. BlaBlaCar), the on-line service economy (e.g. Uber) 

up to the digital content economy (e.g. Spotify, Netflix). All these forms go under the notion of 

digital service economy. In short, the digital service economy can be defined as an economy char-

acterised by the redesign of the boundaries between manufacturing and services in favour of the 

latter, enabled by the increasing dematerialisation or unbundling of resources and products (e.g. a 

car) from the service they may provide (e.g. a ride). Consequently, the digital service economy 

expands the opportunities and choices of consumers to get a product and/or a service. For example, 

if a person needs a car, ‘he can buy a second-hand car using a website (e.g. Ebay), he can rent a car 

on a car-rental company website (e.g. Herzt or Car2Go), he can hire on-demand an individual to 

 
10 https://www.oecd.org/sti/ieconomy/oecd-digital-economy-outlook-2020-bb167041-en.htm, last visited  
01/02/2022; https://digital-strategy.ec.europa.eu/en/policies/desi, last visited 01/02/2022. 

https://www.oecd.org/sti/ieconomy/oecd-digital-economy-outlook-2020-bb167041-en.htm
https://digital-strategy.ec.europa.eu/en/policies/desi
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drive on his place using a site (e.g. Uber), he can rent a car from a private individual (e.g. Relayrides)’ 

(Frenken et al., 2015, p. 5).  

An in-depth analysis of the digital service economy is still missing. It is, however, particularly cru-

cial at least for two reasons. First, typifying the different modes through which the digital service 

economy can take place (and, thus, redesign the boundaries between products and services) 

enables identifying the actors involved in market exchanges and, thus, how economic value is 

created and distributed among them. This effort is warranted as digitalisation is expanding the 

ways of doing business, opening to new formal and informal rules in the ways markets operate. The 

awareness of the plurality of actors and sources of value creation involved in the different types of 

digital service economy is crucial in order to understand, anticipate and, if needed, mitigate the 

socio-economic consequences the digital service economy may generate. In fact, its expansion 

opens opportunities for business activities and on-call contingent work, but it is also feared for the 

potential instability and low quality of jobs being created, and for the possibly unequal income 

distribution generated. The measurement of such positive and negative effects and their final 

balance in different economies requires a clear identification of the different value creation and 

distribution models, and their respective actors, involved in the digital service economy. 

Second, the territorial dimension of the digital service economy has been somewhat neglected in 

the literature. In fact, existing evidence focuses on single business case studies, specific technolo-

gies, specific areas, missing a Europe-wide territorial comparative perspective. This is particularly 

unfortunate given the important debate on territorial servitisation and knowledge-intensive busi-

ness services (KIBS) flourished in the last years (Capello & Lenzi, 2021a; De Propris & Bailey, 2020; 

Barzotto et al., 2019; Vaillant et al., 2021; Sisti & Goena, 2020; Gomes et al., 2019; Sforzi & Boix, 

2019; Vendrell-Herrero & Bustinza, 2020). Yet, there is urgent need of deeper knowledge and 

understanding of which value creation model prevails in a local economy so to be able to anticipate 

its socio-economic impacts. As long as digital platforms enable the large-scale, ubiquitous diffusion 

of technologies, the digital service economy can generate widespread benefits for users and (inde-

pendent) service providers located not only in advanced regions but also in more remote and 

peripheral ones. 
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The digital service economy: its value creation models 

Digitalisation is revolutionising market transaction mechanisms, and thus value creation models, 

and is increasingly pushing businesses to sell services, products or contents on on-line markets, 

frequently managed by platforms. Digital platforms replace bilateral with trilateral relationships, 

involving a producer (a worker, a content producer, a service producer), a requester, and the plat-

form (Koutsimpogiorgos et al., 2020). A digital platform can therefore be defined as a ‘matchmaker’ 

between producers who offer a production capacity and recipients interested to use, buy, or enjoy 

it (Kornberger et al., 2017). 

3. Macro level analysis 

This chapter summarises the extant state-of-the-art of the work package 5: Micro-level analysis. 

The three mega trends studied in UNTANGLED (digitalisation, globalisation, demographic changes) 

influence the nature of work, the occupational skill bundles required, and thereby the match 

quality on the labour market (Acemoglu & Autor, 2011). Moreover, unfilled job vacancies provide 

opportunities for job candidates to move, while a lot of skills are portable across occupations 

(Gathmann & Schönberg, 2010; Rinawi & Backes-Gellner, 2021). Yet, on average, only 3% of Euro-

pean workers are occupationally mobile (Bachmann et al., 2019) but with large differences across 

EU countries, for instance in UK 12% of workers are mobile (Carrillo-Tudela et al., 2016). Skill 

mismatch is an important issue that has detrimental effects on job quality, worker effort, and firm 

performance (Martin, 2020). Improving match quality and facilitating occupational mobility 

appear as key policies to prepare the workforce for the future (Gathmann et al., 2020). 

3.1. Firm-level productivity, profitability, innovations, and managerial and 

organisational capabilities  

One of the most important challenges for the EU’s future is how to ensure paths of inclusive growth, 

and innovation is a key ingredient in this process (EU Commission, 2019). The literature has long 

established that innovation comprises both technological and non-technological aspects (Fager-

berg et al., 2005). As concerns technological innovation, recent academic research as well as policy 

interest (including at the EU level), has revolved around the opportunities and challenges asso-

ciated with the generation and adoption of AI, and more in general fourth industrial revolution 

technologies (FIRTs) and their impact on productivity, employment and wage inequalities 
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(Acemoglu & Restrepo, 2020; Autor, 2015; Frey & Osborne, 2017; Arntz et al., 2016). This fourth 

industrial revolution, also known as industry 4.0 in manufacturing, bares new digital paradigms 

including a vast array of technologies. These ‘game-changing’ or disrupting technologies can find 

widespread application across every manufacturing industry due to their ‘versatility and comple-

mentarity’ (Eurofound, 2018). The disruptiveness of these technologies resides not just in their 

power to affect products and their production processes, but also in the implications they have for 

businesses and the working condition of their employees. Despite the bulk of attention given to 

technologies of the FIRT, empirical evidence concerning these phenomena is still limited, along 

with a suitable measure of adoption allowing a serious investigation of the effects of such technol-

ogies on a large scale across countries and sectors in the long run. 

Fourth industrial revolution technologies (FIRTs) 

An increasing body of evidence has sought to study theoretically and empirical the expansive effect 

of FIRTs on productivity growth. According to the most optimistic view, AI and robotisation could 

significantly increase the rate of GDP growth through factor substitution and productivity spill-

overs (Aghion et al., 2018, Nordhaus, 2020). Some pioneering studies simulate that aggregate rate 

of rate of labour productivity or GDP growth may accelerate by between 1 and 4% as a result of AI 

diffusion (Bughin et al., 2018). More plausibly, Graetz and Michaels (2018) estimate that, in OECD 

industries, labour productivity has increased by 0.4-0.8 percentage as a result of robotisation (see 

Kromann et al., 2019 for comparable findings).  

Venturini (2022) documents that the development of FIRTs has produced significant aggregate 

productivity spillovers, explaining around 8% of the observed variation in productivity among 

OECD countries. As for any General Purpose Technologies GPT, the productivity impact of FIRT 

would show up with some delay, following a J-shaped curve (Brynjolfsson et al., 2020). The magni-

tude of these effects is in the same order of the impact found by Edquist et al. (2019) for the 

Internet-of-Things (IoT). 

At the firm level, automation is found to act a significant driver of firm performance, contributing 

to expanding company output by 0.02 and 0.07% (Kromann & Sørensen, 2020). Alderucci et al. 

(2020) for the US and Damioli et al. (2021) for the EU illustrate that companies innovating in AI 

are much more productivity than their counterparts. In a similar vein, Babina et al. (2020) docu-

ment that companies investing in AI expand faster than non-AI investing firms. 
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Managerial and organisational capabilities (MOCs) 

With reference to non-technological innovations, managerial and organisational capabilities 

(MOCs) have emerged as a key potential source of economic performance and competitive 

advantages of firms (Bloom & Van Reenen, 2007; 2010; Dosi & Nelson, 2010; Helfat & Martin, 2015; 

Teece, 2016).  

Bloom and Van Reenen (2007; 2010) provided with useful and simplified theoretical framework 

to analyse managerial capabilities; the latter can be easily operationalised and connected with the 

empirical work. Within this theoretical framework the management quality is seen as a set of prac-

tices that explains part of profitability, boosts total factor productivity and other residual parts of 

measured performances not explained by new hard technological innovation (new machinery or 

new products). Management activities are classified as operation, monitoring, target and incentive 

practices and evaluated by means of a double blind survey that proved to be robust to potential 

biases incorporated in the responses of firms and preconceptions of interviewers. However, 

according to Bloom and Van Reenen (2011), also these managerial best practices can be seen as a 

technology; this technology is unevenly spread across rational and profit maximising firms because 

information and incentives problems, regulatory constraints and externalities raise a number of 

adoption costs. These authors also discuss behavioural explanations of managerial capabilities, 

even though the latter remain marginal in their research. In this case, the heterogeneity in the dif-

fusion of best management practices is interpreted in a theoretical context of non-optimising firms 

that potentially could suffer from managerial overconfidence and procrastination problems. In line 

with this research field, other authors investigated the effectiveness of incentive practices and pay 

for performance schemes across different institutional and technological contexts, such as union-

ised vs non-unionised firms (Damiani et al., 2016), family vs non-family firms (Damiani et al., 2018; 

Pompei et al., 2019), companies operating in high-tech sectors vs business knowledge intensive 

service sectors (Cardinaleschi et al., 2019). 

Another line of research bases MOCs on the evolutionary theory of innovative firms (Dosi et al., 

2000; Dosi and Nelson, 2010; Teece, 2010); by following this view firms are seen as boundedly 

rational and non-optimising agents endowed with stocks of idiosyncratic and firm-specific assets 

(both tangible and intangible). These assets/resources are difficult to trade and hardly can be 

transferred from one firm to another because they are built within the firm, co-evolve and co-

specialise in specific contexts and organisations. According to Teece (2016), entrepreneurial 
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management requires different, complex and specific knowledge to develop a creative vision, to 

discover and create opportunities, to sense customer needs and anticipate marketplace responses. 

Very often these abilities are not uniformly distributed among individuals. Thus, managers show 

different levels of these abilities. In addition, a single manager is not expected to be able to perform 

all the activities mentioned above. That is why it is a management team that very often tackle highly 

complex issues and bears responsibility for the future of the organisation. A good management 

team is not only expected to develop skills (human capital) within the firm, but it should also allow 

the diffusion of trust and respect of others (social capital), in order to improve the overall organi-

sational capabilities. Therefore, the uneven distribution of assets, resources and capabilities among 

firms explains the large heterogeneity observed among the firms’ performances. 

It is worth noting that Teece (2016) explicitly considers the best managerial practices introduced 

by Bloom and Van Reenen (2007; 2011) as ordinary capabilities; it means that they are sufficient 

‘… in the performance of a well delineated task’ (Teece, 2016, p. 210) and can be measured against 

the requirement of specific targets, such as labour productivity or time to completion. By contrast, 

only strong dynamic capabilities guarantee long-term performances and competitive advantages 

to firms. This is because the dynamic capabilities encompass a more general ability to recognise 

threats and opportunities, to identify business environment changes and to prevent organisational 

rigidities. In more detail, Teece (2007) grouped the dynamic capabilities according the following 

activities: (i) identification, development and assessment of technological opportunities in rela-

tionship to customer needs (sensing); (ii) mobilisation of resources to address needs and opportu-

nities (seizing); (iii) continued renewal of resources and competences (transforming). Thus, firms’ 

dynamic capabilities only partially reside with CEO and top managers, the other pillar being values 

and culture of the whole firm’s organisation and the collective ability to implement new business 

models and other changes. According to Nonaka (2000), this collective ability, involves quality 

control circles that may be implemented by quality management systems (such as ISO 9001). 

Actually, results concerning the impact of quality management systems, standards and certification 

on innovation and productivity are still rather inconclusive. On the one hand, it is clear that the 

standardisation supporting quality management systems provides an important and obvious locus 

for learning processes, this is because it stimulates the development of a common pool of codified 

knowledge, that in turn enables and constrains innovation. Despite an increasing empirical litera-



SOTA  

Page  31  

ture suggests systematic links between the codified knowledge contained in standards and produc-

tivity growth at the level of whole economies, the precise mechanisms involved at the industry- and 

firm-level are still far from being well understood (King et al., 2017). On the other hand, studies 

focusing at the firm level does not find results clear-cut. For example, by analysing a sample of Irish 

firms, Bourke and Roper (2017) explore complementarities between soft (quality circles) and hard 

(quality certification) quality improvement methods and their influence on learning-by-using and 

product innovation. They find positive and significant effects of quality certification, such as 

ISO 9001, on product innovation and learning-by-using, only when quality circles (i.e., small groups 

of workers who meet regularly on a voluntary basis to discuss problems) are adopted prior to that 

certification. Terziovski and Guerrero (2014) concentrate on a sample of Australian firms and find 

that ISO 9001 affects positively only process innovation while it has no significant impact on 

product innovation. There is instead very sparse evidence about studying potential complemen-

tarities between innovation activities and quality certification on productivity of firms. This is quite 

surprising because quality certification is a specific form of organisational innovation (non-

technological innovation) that might be complementary to technological innovations. More in 

detail, quality certification systems such as those defined by ISO 9001, rely, among others, on the 

important principle of ‘continual improvement and factual approach to decision making’ (Kartha, 

2004) that strictly resemble to the concept of dynamic capabilities. 

Differently from the ordinary capabilities and the best managerial practices, the dynamic capabili-

ties are very hard to measure (Dosi et al., 2018). Drawing on the dynamic capability framework, 

Adner and Helfat (2003) and Helfat and Martin (2015) attempted to better operationalise dynamic 

capabilities by introducing the concept of dynamic managerial capabilities, in which only the 

managerial impact, and not the impact of the whole firm’s organisation, on the strategic change is 

isolated. Three main dimensions shape the dynamic managerial capabilities according to the Helfat 

and Martin’s view (2015): (i) managerial cognition, that is mental models, beliefs and emotions 

influencing managers in anticipating market changes, understanding the implications of different 

choices, and ultimately taking action; (ii) managerial social capital, it consists of building informal 

and formal work relations inside and outside the company, in order to obtain information and 

easily access to resources, such as financing and skilled personnel, needed for investments to seize 

opportunities; (iii) managerial human capital, i.e., education, experience and skills. In their review 

of literature, Helfat and Martin (2015) have found about 50 quantitative empirical studies with 
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evidence concerning the impact of dynamic managerial capabilities on the strategic change efforts. 

The bulk of them only concentrate on the education and experience of managers and are based on 

very restricted sample of companies. Much fewer are studies that also consider the managerial 

social capital, such as the number of direct ties or involvement in business networks of managers 

(trade associations, chambers of commerce, see for example Bosma et al., 2004; Davidson & Honig, 

2003), and the managerial cognition, for example emotions and affective-based actions that lead 

managers in their strategic choices (Zott & Huy, 2019). Eventually, at the best of our knowledge 

there is no empirical work that explicitly attempted to operationalise the more general Teece’s 

concept of dynamic capabilities of firms. 

3.2. Robot adoption, globalisation and labour market transitions 

The rapid increase of robot technology during the last two decades has ignited fears, especially 

among policy-makers and the general public, of a considerable job loss due to the substitution of 

workers by automation technologies. This increase is mainly driven by two factors: technological 

progress and the accompanying decreasing price of robot technology. Advances in technology 

expand the range of tasks that can be performed by robots and allow their adoption in a greater 

variety of applications. Through the decreasing price, robots become relatively more attractive as 

an input to production. This factor is even more important in countries with higher labour costs 

and those which are more affected by demographic change (Acemoglu & Restrepo, 2018). 

According to theory, the ex-ante effect of robots on labour markets and employment is ambiguous 

and could be either positive or negative (Acemoglu & Restrepo, 2019). The concerns regarding 

robot adoption are best described by the displacement effect. Thus, robots will take over tasks pre-

viously performed by workers if they are more cost efficient per unit of output produced. This effect 

may, however, be counterbalanced by a productivity effect that increases demand for labour. 

Evidence from the tasks literature predicts that technology will displace workers mainly in routine 

tasks that follow a well-defined set of rules and acts as a complement to workers working in non-

routine tasks that require complex, problem solving and interpersonal skills (Autor et al., 2003). 

While there is evidence from industry data in a cross-country setting showing that robot adoption 

leads to an increase of GDP, labour productivity and wages in industrialised countries (Graetz & 

Michaels, 2018), studies for specific countries show a more nuanced picture. The heterogenous 

effects across countries indicate that country specific factors and industry structure play an 

important role. 
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In a study for 17 industrialised countries for the time period 1993 to 2007, Graetz and Michaels 

(2018) show that robots increased labour productivity growth, did not reduce total employment, 

but reduced the low-skilled employment share. Klenert et al. (2020) use industry-level data from 

the EU-LFS for a number of European countries for the time period 1995 to 2015. They even find 

that robot use is linked to an increase in aggregate employment, and that employment of low-

skilled workers did not fall because of robots. Evidence for a large number of developed and 

emerging economies shows that the initial development level of a country matters. While robot 

adoption has contributed to the decline in employment level in routine manual task-intensive jobs 

in developed countries, it had no significant effect on emerging countries’ labour markets (de Vries 

et al., 2020).  

Another reason for cross-country differences in the labour-market effects of robots are institutions. 

For Germany, Dauth et al. (2021) also provide evidence that the effect of robots was stronger in 

regions with weaker institutions. This is in line with a cross-country study for European countries 

showing that institutions such as unions can help to mitigate the negative effect of labour market 

shocks (Bachmann & Felder, 2020).  

For the US, Acemoglu & Restrepo (2020), use repeated cross sections from the Census and 

American Community Survey in order to analyse the effects of robot exposure on local labour 

markets from 1993 to 2007. They find large negative effects of robots on wages and employment 

across commuting zones. This stands in contrast to evidence from Germany that shows that the 

decline in manufacturing employment was offset by an increase in employment in the service 

sector. Linking firm data to individual panel data, they show that young workers are the ones 

mostly affected since they face reduced job creation in the manufacturing sector. Instead, these 

young workers increasingly sort into the service sector (Dauth et al., 2021).  

Evidence at the firm level for specific countries can provide more information on the firms adopting 

robots and automation technology. Studies for France and Spain show that robot adoption leads to 

expansion and that it increases labour demand (Acemoglu et al. 2020; Koch et al. 2019). Using firm-

level data for France, Acemoglu et al. (2020) find that robots increase productivity and overall 

employment despite decreasing the overall labour share in a firm. However, there is within-firm 

reallocation from production to non-production workers. Evidence for Spain indicates that this 

effect is partly driven by positive selection since more productive firms are also more likely to 

invest in robots (Koch et al., 2019). However, they confirm a positive effect of robot adoption on 
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employment and productivity while they find negative employment effects for non-adopting firms. 

Results for Denmark also show that the overall positive effects mask heterogenous effects across 

workers. Adopters increase their demand for IT workers, but production workers are laid off or 

have to accept lower wage growth (Humlum, 2019).  

Changes in labour markets flows in response to a technology shock directly affect the employment 

and unemployment level. Studying these changes in job separation and job finding can provide 

interesting information on underlying mechanisms and worker welfare. Evidence for Spain shows 

that the negative effect of robots on non-adopters is significantly driven by a job higher separation 

rate (Koch et al., 2019). Instead, Domini et al. (2019) find for Italy that employment growth stems 

from lower separation rates in firms investing in robots.  

While the effects of robots on labour-market outcomes is thus an actively-researched field, open 

questions remain in at least two fields. First, the mechanisms underlying the effects on employment 

and unemployment stocks have up to now not been explored to a great extent, particularly not in a 

cross-country context. Second, reasons for cross-country differences, such as labour-market insti-

tutions or labour costs, have hardly been explored at the worker level. UNTANGLED therefore aims 

at making a contribution in these fields. 

3.3. Gender, skills, tasks and employment outcomes 

The aim of this task is to quantify gender skill gaps in the EU countries, distinguishing between 

cognitive and non-cognitive (interpersonal or soft skills), and assess how changes in the demand 

for tasks and skills affect gender gaps in employment outcomes in the EU. 

The use of Information and Communication Technologies (ICT) and robots has been changing the 

world of work in the last few decades. Computers and other digital technologies have changed the 

structure of jobs tasks performed by humans. They have reduced the role of routine tasks - both 

manual and cognitive - and increased the role of non-routine cognitive tasks - both analytical and 

interpersonal (Acemoglu & Autor 2011). These changes in task content occurred both within and 

across occupations (Autor, Levy & Murnane, 2003; Spitz‐Oener, 2006). These development have led 

to job and wage polarisation in developed countries (Goos, Manning & Salomons, 2014). The 

hollowing out of the middle-paid jobs has created winners and losers of technological progress and 

globalisation. The gender dimension of these changes has been important but relatively under-

studied. On one hand, routine-replacing technologies increase returns to social skills which women 
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tend to have a comparative advantage in (Deming, 2017) so they benefit more from ICT adoption 

than men (Jerbashian, 2019). On the other hand, women lag behind men in skills complementary 

to new technologies: women are less likely than men to study in Science, Technology, Engineering, 

and Mathematics (STEM) college programmes (Delaney & Devereux, 2019) and exhibit lower 

numeracy skills (Rebollo-Sanz & De la Rica, 2020). Nevertheless, the adoption of robots in Euro-

pean countries has narrowed the within-occupation and within-sector gender pay gap (Aksoy, 

Özcan & Philipp, 2021). 

The emergence of data that allow measuring worker-level skills and jobs tasks has provided new 

insights into gender gaps in labour markets. Lewandowski et al. (2022) constructed worker-level 

measures of skills and job tasks for a wide set of high-, middle-, and low-income countries, and 

found that women perform more routine-intensive tasks than men with comparable jobs and skill 

levels. These gender differences are especially pronounced among workers in high-skilled occupa-

tions (ISCO 1-3) and workers in low-skilled occupations (ISCO 7-9), and smaller among workers in 

middle-skilled occupations (ISCO 4-5) (Lewandowski et al. 2022). 

Several studies analysed the association between gender differences in skills, tasks and labour 

market outcomes. The contribution of numeracy skills in explaining the gender gaps in labour 

market participation and hourly wages is limited (Rebollo-Sanz & De la Rica, 2020; De la Rica, 

Gortazar & Lewandowski, 2020) which means that only a small share of existing gender gaps in 

labour market outcomes can be attributed to lower skill levels among women. Also, after account-

ing for worker-level job tasks a significant gender wage gap in hourly wages remains significant 

(De la Rica, Gortazar & Lewandowski, 2020) which suggests that women are paid less for perform-

ing similar tasks than those performed by men also if they possess comparable levels of skills. 

These studies used pooled cross-country data. Tverdostup and Paas (2022) showed that the con-

tributions of different components of human capital to explaining the gender wage gap varies a lot 

between countries. The work experience related to a current position is the only component of 

human capital consistently decreasing gender wage disparities. The contribution of numeracy to 

explaining the gender wage gap varies from 22% in Ireland to a negative effect in Lithuania (-9.7%). 

3.4. Firm human capital investment, wage inequality and employment  

Training is seen as an investment in firm-specific human capital and is undertaken to raise workers’ 

productivity. The impact of these investments can be distinguished along two dimensions. The first 
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looks at productivity and other measures of firm-level performance; the second looks at the wage 

and employment opportunities of trained employees. In the latest three decades, increasing atten-

tion has been paid to understanding the effect of training investment. These intangible assets are 

found to raise firm productivity and output whilst the impact on wages seems smaller, yielding thus 

a positive net premium at the firm (Bartel 1995, Konings & Vanormelingen, 2015). This Recent 

evidence also shows that training enlarges the knowledge base and hence can raise the firm inno-

vation capacity (McGuirk et al., 2015). The effect of training on employees’ conditions largely 

depends on the ability of the workers under training. Since returns to training may differ according 

to the schooling level or other employee characteristics, this type of investment may widen wage 

differentials or employment conditions among group of workers (Marcotte, 2000). 

Measurement implementation 

During the past six months the activity related to the development of Task 5.4 has been focused on 

the screening and analysis of the existing data sources for generating firm level estimates of firm 

specific human capital for the European economies. Our estimation strategy follows the approach 

adopted by INTAN Invest to generate measures of training investments at the industry level on the 

basis of the information provided by the Continuing Vocational Training Survey, Eurostat (CVTS)11 

(Corrado et al., 2016). INTAN Invest adopts an expenditure approach resorting to cost data and 

their methodology satisfy the following criteria: 

• Exhaustiveness. A comprehensive measure of training investment incorporates the estimate 

of two main components: own-account and purchased training.  

• Consistency with national accounts. National accounts data are a highly valuable data source 

for economic analysis mainly because they are consistent over time and across countries at any 

level of industry detail. NA consistency is obtained using NA data as the main data source, modi-

fying them only to extend the SNA/ESA asset boundary to include new intangible assets, among 

which training; and taking into account the necessary adjustments of additional variables 

(value added, gross operating surplus) to guarantee NA internal consistency of when the asset 

boundary is extended.  

 
11  The last wave of CVT (2015) microdata covers the following countries: Belgium, Bulgaria, Czechia, Denmark 
Germany, Estonia, Spain, France, Italy, Cyprus, Latvia, Lithuania, Luxembourg, Hungary, Malta, Poland, Portugal, 
Romania, Slovenia, Slovakia, Finland, Sweden, United Kingdom and Norway. CVTS covers enterprises with 10 or more 
persons employed in the business economy (mainly). The total net sample sise for the 24 countries is about 
111,000 enterprises. 
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• Reproducibility and international comparability. To guarantee reproducibility and interna-

tional comparability, INTAN Invest estimates are based on official data sources homogeneous 

across countries. 

As for the firm level estimates of training investment we will use the information gathered from 

firm’s balance sheets on the costs of employees and training expenditures gathered from BvD 

ORBIS Europe and AIDA merged with the data from the CVTS and we will check their consistency 

with industry level measures from INTAN Invest. 

3.5. The drivers of job quality in Europe 

Regarding the state-of-the-art related to job quality, most of the existing studies do not relate to all 

components of job quality identified by United Nations Economic Commission for Europe (2015). 

These components are: (1) Safety and ethics of employment, (2) Income and benefits from employ-

ment, (3) Working time and work-life, (4) Security of employment and social protection, (5) Social 

dialogue, (6) Skills development and training, (7) Employment-related relationships and work 

motivation.  

For instance, using the European Working Conditions Survey (EWCS), Green and Mostafa (2012) 

focus on income, fair treatment, employment-related relationships and work motivation (skills and 

discretion, good social environment, good physical environment, work intensity) and working time. 

Regarding trends of these four components between 1995 and 2010 in the EU-15, they show a 

relative stability in skills and discretion, good physical environment and work intensity and a slight 

increase in working time quality. Holman et al. (2015) on the same data and period, reveal that 

training and working time have increased as well as physical demands and work intensity, whereas 

job discretion and cognitive demand have decreased. They do not find clear patterns of conver-

gence among EU-15 countries for job quality as measured by all its dimensions but do find conver-

gence for specific dimensions such as the amount of training and working time. Fernandez Macias 

et al. (2014) provide, also using EWCS data, the evolution of job quality from 2000 to 2010 in the 

EU-15 focusing on a composite indicator covering five dimensions: earnings, employment-related 

relationships and work motivation, faire treatment in employment, safety at work, and work-life 

balance. They do not observe a major decline during the period, even during the economic crisis 

but detect some convergence between EU countries with a small increase in job quality in periph-

eral European countries. 



SOTA  

Page  38  

There is little existing evidence directly relating job quality changes induced by digital transfor-

mations. A notable exception is Dauth et al. (2021) who study the impact of robot usage in Germany 

between 1994 and 2014, on employment and job quality, which is measured according to four 

dimensions: median wage, share of workers with a college degree, and the intensity of abstract 

tasks. They find that robot adoption leads to displacement in manufacturing, mainly among new 

entrants to the labour market, but this is offset by new jobs in services. However, automation is 

linked to more stable jobs for incumbents as they take on new tasks in their original plants, with 

these new jobs being of higher quality than the old jobs.  

Other studies look at job satisfaction. Holman et al. (2015) find descriptive evidence that less 

computerised occupations have seen a faster decline in job satisfaction and an increase in workload 

relative people working in more computerised occupations. Schwabe and Castellacci (2020) find 

that, over the period from 2016 to 2019, automation in industrial firms in Norway led to 40% of 

workers fearing they may be replaced by machines in the future. This negatively affects job satis-

faction, mainly among lower skilled workers carrying out routine tasks.  

Some other scholars focus essentially on outcomes like wages, hours of work and job security (e.g. 

Autor & Dorn, 2013; Bessen et al., 2019; De La Rica et al., 2020). Regarding wages, De La Rica et al. 

(2020) on 19 developed OECD countries (PIAAC data from 2011-12 and 2014-15) show that macro 

level differences in ICT capital per worker and computer use are related to routine task intensity 

of jobs performed by workers. They also underline that non-routine cognitive tasks (or abstract 

tasks) are positively related to wage premium whereas routine tasks manual tasks are negatively 

related to wage premium. Ross (2017) finds the same qualitative results for the US over the period 

2004 to 2013 which underlines that an increase in routine task content induces a decrease in wages 

while an increase in abstract content lead to an increase in wages. Edin et al. (2019), on Sweden 

between 1986 and 2013, show that workers who sort into a declining occupation upon entering 

the labour market suffer from a decline in earnings. Workers in the bottom tercile of their declining 

occupations’ earnings distributions suffered the largest losses. Fossen and Sorgner (2019), on US 

data from 2011-2018, reveal that computerisation risk is associated with lower wages, whereas 

artificial intelligence complements workers’ skills and increases wages. Webb (2020) in contrast 

finds that recent Artificial Intelligence innovations are directed at taking over jobs of high skilled 

individuals and predict a decrease in (one measure of) wage inequality. Lane and Saint-Martin 

(2021) conclude in a review of the impact of AI on employment and wages that there is no support 
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for the notion that AI will reduce wage and employment in occupations exposed to AI. Graetz and 

Michaels (2018) examine the impact of robot adoption within industries across 17 countries from 

1993 to 2007. They find that greater robot led to increased labour productivity and higher wages, 

without significantly reducing total employment. 

Regarding other components of job quality, Bessen et al. (2019), on data from the Netherlands 

(2000 to 2016), reveal that for workers employed in firms that adopt robots face significantly lower 

job security. Using German data, from 2004 to 2014, Abeliansky and Beulmann (2021) find that 

increased use of industrial robots has negative effects on the mental health of workers, which is 

driven by fears relating to income and working hours. Coupe (2019), on US data from 2015, exam-

ines whether certain job characteristics, that are thought to be automation proof, are linked to 

greater job security. The findings indicate that workers with jobs requiring personal interaction, 

which may be harder to substitute with robots or automation, are less concerned with job loss. 

However, automation does not appear to be a major driver of insecurity, as the majority of workers 

concerned about automation are also concerned about job security for other reasons. Schmidpeter 

and Winter-Ebmer (2018) use Austrian data from 2012 to 2014 to investigate the impact of auto-

mation risk, based on routine task intensity, on the probability of re-employment of unemployed 

individuals and post-employment outcomes. Automation risk is found to be associated with a lower 

probability of re-employment, and lower future wages and employment duration. 

Menon et al. (2020), on European data (EWCS) from 1995 to 2015, show that changes in computer 

use are related to other facets of job quality like work discretion and intensity. With another per-

spective taking into account the intergenerational mobility on data from the British Cohort Study 

(1975, 1980, 1986, 1991, 1996, 2000, 2004 and 2008), Dolan and Lordan (2020) show that (rela-

tive) upward intergenerational mobility impacts positively life satisfaction and (relative and abso-

lute) upward intergenerational mobility is negatively related to mental health, whereas a down-

ward mobility (relative and absolute) has detrimental effects on subjective well-being. 

The literature review provided by Castellacci and Tveito (2018) emphasises that digital tools used 

at the workplace were shown to enhance communication and access to information through new 

tools and networks (e.g. intranet, internal and external platforms at the workplace). They can posi-

tively affect knowledge sharing which contribute to improving workers’ skills, and human relations 

within teams and firms. In the end, they can increase firms’ capacity to innovate as well as their 

profitability (Bertschek et al., 2013) which, in turn, offers more opportunities for these firms to 
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raise wages and promote their employees (who will be happier). By distinguishing Information 

Technologies (IT that facilitate access to information and knowledge such as workflow like Slack 

or Freedcamp) and Communication Technologies (CT that reduce internal communication costs 

like groupware, e.g. Dropbox), Bloom, Garicano, Sadun and Van Reenen (2014); Martin (2017, 

2020b) identify that IT decentralise decision making and motivate employees while CT centralise 

decision making and demotivate employees. 

The COVID-19 pandemic influenced also the job quality of workers. For instance, Cotofan et al. 

(2021) regarding various well-being indicators such as negative affect (depression, anxiety, worry, 

and lack of interest in daily activities), or happiness at work, highlight heterogeneity between coun-

tries and variation all along 2020 in parallel to changes in sanitary restrictions. Teleworkers have 

also immediate benefits such as greater autonomy and avoiding the commute (and the expenses 

associated with it) but may suffer for social isolation. Ahrendt et al. (2020) underlines that EU-27 

teleworkers are less likely to feel they are doing a useful job, they more often reported high job 

demands and they more often reported feeling isolated. Teleworkers reported working in their free 

time, especially when there are children in the household. Indeed, respondents with children under 

17 who worked only from home during the COVID-19 crisis reported a greater degree of work-life 

imbalance. Sostero, Milasi, Hurley, Fernandez-Macías and Bisello (2020), on EU data (EWCS), show 

that the telework induced by the lockdown was strongly biases in favour of high-paid white-collar 

employment. Nevertheless, the enforced closures have likely resulted in many new teleworkers 

amongst low and mid-level clerical and administrative workers who previously had limited access 

to teleworking. 

Gihleb et al. (2020) also look at health outcomes associated with the adoption of robots in the US 

form 2005 to 2011. They find that a one standard deviation increase in robot exposure leads to a 

16% reduction in work-related injuries. However, there is a positive link between robot exposure 

and drug or alcohol related deaths, which may be linked to adverse employment effects associated 

with robot adoption. Gunadi and Ryu (2021) also examine the effect of robotic technology on health 

in the US from 2006 to 2017. They find that greater use of industrial robots is positively related to 

the health of low-skilled workers. Specifically, a 10% increase in robots per 1,000 workers is asso-

ciated with a 10% reduction in the share of low-skilled workers reporting poor health. The authors 

indicate that task reallocation may be responsible, as physical tasks are shifted to the industrial 

robots.  
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A novel study that links automation to work-life balance and relationships is Anelli et al. (2019). 

They find that regions in the US with a greater intensity of robots experienced a decrease in new 

marriages and an increase in divorces during the period from 2005 to 2016. The hypothesis put 

forward to explain these findings is that greater robot use leads to increased uncertainty and a 

reduced willingness for long-term commitments. 

Skills development is an important component of job quality. McGuinness et al. (2021), on Euro-

pean data (Cedefop European Skills and Jobs Survey of 2015, 2018), examine how exposure to 

technological change relates to skills development and training. They find workers exposed to tech-

nological change were more likely to experience skills enhancement and receive on-the-job 

training. They also find a positive link between exposure to technological change and task variety. 

Nevertheless, they also show that workers affected by automation experience greater job insecurity. 

Bartel et al. (2007) study a specific industry, US valve manufacturing, from 1999 to 2003. They find 

that the adoption of IT-enhanced equipment leads to an in increase in technical and problem-

solving skills among machine operators, with new human resource practices introduced to support 

these new skills. Spitz-Oener (2006), on German data from 1979 to 1999, examines how skill 

requirements in German jobs have changed over time and finds that computerisation has led to an 

increase in job complexity. Black and Spitz-Oener (2010), on West Germany from 1979 to 1999, 

find that technological change has led to a reduction in routine tasks performed by women, which 

in turn helps to explain the decline in the gender wage gap over time. 

4. Scenario building 

This section documents the state-of-the-art underlying the work in UNTANGLED WP6, ‘Scenarios 

for Europe and its territory’. The main goal of WP6 is the development of scenarios for Europe and 

its territory, based on different assumptions on the intertwined driving forces highlighted in 

WPs 3-5, i.e. technological transformation, globalisation and demography.  

One component in tasks 1-3 is a Delphi survey. The Delphi technique is used to involve 

UNTANGLED’s stakeholder community in the scenario building. The technique involves a series of 

sequential questionnaires or ‘rounds’, interspersed by controlled feedback, to attain the most reli-

able consensus of opinion of a group of experts (Powell, 2003; Niederberger & Renn, 2019). Stake-

holders are first asked to validate the assumptions (derived from the results of WPs 3-5), and then 
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to validate the scenarios, to ensure these are in line with their experiences and expectations, but 

also to suggest alternative angles on policy implications. 

4.1. Building scenarios 

The need for anticipatory and far-seeing economic policies has always induced economists to seek 

reliable methodologies with which to produce insights on what the future will look like. Among 

existing alternative methodological exercises, the distinction between forecasts and foresights is 

useful, and it helps guide the approach used here. 

In general, the aim of a forecast is to obtain precise values of specific economic variables in the 

future, on the basis of extrapolations of a system of past socio-economic relations. Exactly because 

they extrapolate from past tendencies, forecasts yield the best results in a short-term perspective. 

The aim of a forecasting exercise is, in general, to achieve a quantitative value in a certain year, 

paying little attention to the intermediate path, or to the feedback and adjustment processes by 

which the end value is determined (Armstrong, 1985; Hawkins, 2001; Hendry & Clements, 2001; 

Loomis & Cox, 2000). 

Foresight is a radically different exercise. It is mostly qualitative in nature, and its aim is to provide 

an image of the future based on radical breaks, on structural effects which destroy past tendencies. 

A new technological paradigm, new socio-cultural models, new political regimes are all examples 

of structural breaks in the elements regulating an economic system which give rise to completely 

new and radically different images of the future. A foresight is a possible, probable and even desir-

able image of the future under the assumption that these events, or perhaps only one of them, will 

occur. Contrary to forecasts, foresights do not address the dynamic processes that will produce the 

final outcome; rather, they explore the general consistency of the final image by analysing all the 

adjustment processes that are likely to happen. In general, a foresight is built on an image of what 

the future will look (explorative projections), but also of what the future should look (desirable 

projections). Foresight provides insights into the future based on a structural and radical break 

with the past, and assuming in general a long-term perspective (usually decades) (CEC, 2004; 

Miles & Keenan, 2000; UNIDO, 2004). 

The logic of the methodology used in this work is neither that of a pure forecast nor that of a pure 

foresight. Our approach can be defined as a quantitative foresight in that it is the result of three 

major steps. The first involves scenario building whereby an image of the future is constructed on 
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the assumption that a discontinuity will emerge in the main elements or driving forces that influ-

ence and regulate the system. The second step is to insert these changes into a model of structural 

relationships which in traditional manner links conditional (explanatory) variables and the 

dependent variables. The qualitative assumptions of the first-step procedure are translated into 

quantitative ones linking the expected driving forces to specific values of the model’s independent 

causal variables. The third step involves a simulation procedure leading to a ‘conditional’ forecast 

of the dependent variables (Capello et al., 2008). The intention is not to provide precise estimates 

of future GDP levels, but rather to highlight the main tendencies, major adjustments to change, 

relative behavioural paths that will be at work, given some conditional assumptions about the 

influence of the main driving forces.  

4.2. Scenarios on regional GDP and employment growth 

The scenario methodology described under task 6.1 has largely been applied on the basis of a 

model of structural relationships called MASST (Macroeconometric, sectoral, social and territorial 

regional growth model) (Capello et al., 2017). The MASST model was conceived with the aim to fill 

a gap in the existing literature on forecasting regional growth models. In fact, the landscape of avail-

able toolboxes was made up of two classes of models. On the one hand, some forecasting regional 

growth models were based on a distributional logic whereby national growth rates simulated or 

forecasted in macro models were reassigned to regions constituting the countries modelled using 

regional GDP and employment shares as weights. In more sophisticated versions, this redistribu-

tion could take place by means of input-output linkages. On the other hand, other forecasting 

regional growth models focused on the purely regional component, relatively ignoring the 

important consequences that macro shocks could exert on regional growth rates.  

MASST was conceived as a way to overcome this dichotomy and interpret regional growth as both 

a top-down and bottom-up process. This implied, from a theoretical perspective, a marriage 

between two opposing views on regional growth; a bottom-up/top-down regional growth view on 

the one hand, and a demand-side/supply-side view on the other hand. In other words, it had the 

aim to create a new model whereby national and regional growth would have to feed back to one 

another, thus truly striking a balance between the two theoretical approaches. 

Its interpretative power has been tested through its application to a baseline scenario forecasting 

GDP growth for 2030 that was run at the end of 2013 (Camagni et al., 2016). In this simulation, the 
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MASST model forecasted the emerging trend of divergence in GDP growth among European regions, 

in a period in which macroeconomic forces were forcing superior (but regionally differentiated) 

constraints to all regions (national fiscal crises, austerity measures, exchange rate devaluations and 

internal devaluations). Secondly, comparing two scenarios driven respectively by mega-cities and 

by medium and medium-large cities the latter scenario proved to be at the same time the most 

expanding and the most cohesive (Camagni et al., 2015). In the same vein, MASST has been applied 

to several scenario building exercises, from the costs of an enduring crisis (Capello et al., 2015; 

2016), to the costs of a dismembering process in the EU (Capello et al., 2017; 2018), providing 

sound messages and raising awareness of the risks embedded in political and economic turmoil. 

4.3. Scenarios on skills composition of the labour force 

Peri and Sparber (2009) is the first paper that documents occupational upgrading of natives after 

an inflow of immigrants. The source of this mechanism comes from the fact that natives and immi-

grants specialise in different types of jobs, the former in cognitive, the latter in manual tasks. 

D’Amuri and Peri (2014) find that immigration to the European Union allows incumbents to switch 

to increasingly complex tasks, and stimulates hiring without increasing separations. Even though 

they implement the national skill cell approach of Borjas (2003) and Ottaviano and Peri (2012), 

report reduced-form, non-structural estimates, and analyse labour markets in partial equilibria, 

these are the first findings of natives’ skill upgrading in the European context. Similar outcomes 

have been found by Cattaneo et al. (2015) using a very different research design. With an access to 

longitudinal panel data on labour market outcomes (The European Community Household Panel), 

the authors are able to control for individual heterogeneity, which solves the conceptual problems 

of education-experience approach. They find three labour market effects for native incumbents: 

(i) transition to higher ranked occupations, (ii) increasing wages, and (iii) no change in unemploy-

ment probability. Foged and Peri (2016) report similar findings by investigating longitudinal data 

on the universe of Danish employees. Low-skilled immigration of refugees substituted similar 

Danish workers, and incentivised them to move upwards in the occupational ladder. Workers 

experience slightly positive wage effects, and decide to move internally. Peri and Sparber (2011) 

study the US labour market and find that foreign-born workers with graduate degrees specialise in 

occupations demanding quantitative and analytical skills, while natives specialise in occupations 

requiring interactive and communication skills. Lin (2019) takes a local labour market approach, 

and documents how foreign college workers in STEM occupations affect the task specialisation of 
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native college workers in U.S. cities. He finds no evidence of occupational displacement but docu-

ments positive wage effects of foreign STEM flows on college natives, particularly for those in high-

social occupations. Bound et al. (2015) and (2017) simulate the distributive labour market conse-

quences of hiring computer scientists through an H-1B visa program in the US, and report signifi-

cant wage and employment effects within the IT industry.  

There is also a growing literature on the effect of automation, technological change, and job polari-

sation on allocation of immigrant workers across occupations and regions. A number of studies 

focused on high-skill and STEM workers. Siu and Jaimovich (2017) find that immigration of highly 

educated workers reduces wage inequality when non-routine-biased technological change 

advances. Cadena and Kovak (2016) document stronger geographical mobility of Mexican immi-

grants in the US induced by labour market shocks. Consequently, the presence of immigrants 

attenuates the labour market effects of exogenous shocks for native workers. Basso et al. (2018) 

show that immigrants mitigate occupational displacement effects of computerisation by increasing 

demand for goods and services produced by routine jobs. They construct a measure of local 

computer adoption at work for the period 1980–2010, and show its strong relation to immigration 

of both high and low skilled workers, and of high-skill natives. Moreover, they document that 

foreign workers are largely responsible for the growth of manual-intensive service employment, 

thus contributing to the low-end employment polarisation. With a help of calibrated partial equi-

librium model, they also postulate that migration mitigates job polarisation, reverses de-routinisa-

tion of native employment, induces natives’ skill upgrading, and raises wages of natives active in 

routine-intensive occupations.  

One important feature of labour markets that is missing from the analysed skill-task models is the 

multidimensional heterogeneity of workers, labour markets and occupations. As motivated by 

Autor and Handel (2013), and Firpo et al. (2011), the self-selection model in the vein of Roy (1951) 

is better suited for the analysis of labour market displacement. These models assume that individ-

uals possess continuously distributed, multidimensional vectors of skills. Different jobs reward 

different skills in a non-uniform way, which motivates workers to self-select across occupations/ 

sectors. Recent applications of this rich theory, for example, Costinot and Vogel (2015), Burstein et 

al. (2019; 2020), make use of a self-selection model with a Frechet distribution of types. While this 

improves the tractability of the model, it also implies that labour market shocks have no effect on 

the variance and skewness of log wages in the population of native workers. The post-selection 
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distributions of wages are equalised across labour markets. Thus, while such models have much to 

say about who gains and who loses from migration, they are silent on the link between migration, 

technology and changes in overall inequality. 

Gola (2021) allows for workers’ endogenous choice between discrete sectors driven by compara-

tive advantage, and within sector matching between skills and jobs determined by absolute 

advantage in performing complex tasks by individuals that are more skilled, as in Costrell and 

Loury (2004); Dupuy (2015); Sattinger (1975; 1979); and Teulings (1995; 2005). Thus, Gola 

(2021) is the first paper that solves the endogenous problem of two-layer assignment in one 

unified framework, by joining the literatures of Roy (1951) self-selection and Sattinger (1975) 

matching. However, his analysis is restricted to partial labour market equilibrium. Burzyński and 

Gola, (2020), who quantify the economic impact of Mexican migration to the US, propose an exten-

sion of Gola (2021) into a two-sector, general equilibrium model. Their theoretical model allows to 

disentangle short-run labour market effects, expressed as changes in wages offered by firms due 

to labour supply chocks, long-run labour market effects induced by a readjustment of equilibrium 

demand for firms (free entry or exit of firms), and the market size effects which appears as a con-

sumption externality. The calibration of the model fits continuous distributions of wages in sending 

and receiving countries, the number of Mexican migrants to the US, shares of unemployed workers, 

and the structures of country-specific GDPs. Their main findings–the impact of migration in the 

sending and receiving economies along wage distributions–relate to the supply and distribution of 

skills, the implied selection of migrants, and the complementarity between skills and jobs. The nor-

mative part of the paper includes simulating the consequences of changing visa costs, US trade 

tariffs, supply of US-relevant skills in Mexico, and dealing with illegal migration from Mexico. A 

richer, yet more tractable theoretical approach constitutes the modelling core of this research pro-

posal. 

4.4. Policy simulations  

This sub-section describes the state-of-the-art related to existing policy recommendations and 

policy simulation. 

In order to improve skills of the workforce and economic performance of companies, two main 

type of policies can be adopted by policymakers: (1) the ones that modify the supply of labour (e.g. 
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changes in education); (2) the ones that modify the demand for labour by firms (e.g. subsidies for 

companies to invest in automation). 

Most of existing policy recommendations focus on the first type of policies. At the EU level, The 

European commission defined in 2020 the ‘Digital Education Action Plan for the period 2021-2017’ 

(European Commission, 2020) to improve the skills of the European workforce by investing in 

digital education and training. They target two strategic priorities: (1) fostering the development 

of a high-performing digital education ecosystem and (2) enhancing digital skills and competences 

for the digital transformation. The European Commission also invests in digital skills through the 

‘New Skills Agenda for Europe’ and ‘Digital Skills and Jobs Coalition initiative’. They underline 

although the role of social partners to support individuals that work in the gig economy (i.e. on 

crowd-sourcing or crowd-working platform). At a larger scale, OECD launched in 2012, the ‘Skills 

Strategy’ to support members and partners to enhance their skills systems by supporting projects 

in ten OECD Member countries (Austria, Belgium [Flanders], Italy, Korea, Mexico, the Netherlands, 

Norway, Portugal, Slovenia and Spain) and in one non-Member (Peru). This strategy updated in 

2019 (OECD, 2019c) with a focus on lifelong learning (OECD, 2021a) and on policy priorities to 

improve skills impacted by megatrends, including technological change, globalisation and demo-

graphic changes (population ageing, migration). Griffin et al. (2012) present studies of various 

policy frameworks and reforms in education assessment and teaching with the aim to identify 

effective solutions to address the barriers associated with the improvement of skills and foster 

large-scale adoption of assessment reforms. De Groen et al. (2017) provide also some policy 

recommendations regarding upskilling programs and highlight the importance of adapting the 

education and training systems. They cite programs in Japan and South Korea and show the rele-

vance of training programs in digital literacy and science, technology, engineering and mathematics 

(STEM). At the European country level, specific policies are developed, for instance, in Norway, in 

order to ensure that individuals and firms developed skills that provide a competitive business 

environment and an inclusive labour market (Norwegian Ministry of Education and Research, 

2017). Cedefop (2012) investigates the effect of training at the workplace using data collected on 

employees aged between 30 and 55 in Germany, Hungary, the Netherlands and Finland in 2011. 

The report shows that workers in non-supportive organisations are more affected by skills obso-

lescence than those from enterprises that encourage learning, and that skills obsolescence is 

greater in non skill-intensive jobs. Pouliakas (2018), using the ESJS data from the Cedefop collected 
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in EU-28 in 2014, quantifies the effects of firm investment in training. He shows that the commit-

ment of firms to the development of the skills of their staff reduces the original estimate of 14% of 

workers facing a very high risk of automation to 8.3% (for firms that fully reimburse the cost of 

training) or to 7.6% (for firms that partly reimburse training expenditure). For unemployed people, 

it seems useful to enlarge their occupational search. Grounded on the results of Papageorgiou 

(2014) and Groes et al. (2013) that highlight a time-consuming and costly process of workers 

continuous learning about finding appropriate occupations, Belot et al. (2019) provide and test 

with a ‘field-in-the-lab’ approach with an online tailored advice tool for unemployed in UK. They 

show that it allows unemployed to enlarge the set of occupations they consider and increase the 

number of job interviews. Nevertheless, Ernst et al. (2018) underline that skills policy are neces-

sary but not sufficient. Moreover, all of these previous studies do not cover to Covid-19 pandemic 

that affects the labour market. The simulation exercise provided by Burzyński (2020) reveal that 

induced demand shocks affect the employment, the requested skills, the real demand, the sector-

specific demand, the probability of bankruptcy, and the fixed cost of all sectors. As an illustration, 

the winners are in the transportation and storage sector while the losers are in the sale sector. 

Moving on to the second type of policies targeting the demand for labour by firms and especially 

subsidies to support upward transition, evidence remains scarce. For instance, Giorcelli (2019) 

examines the effects of providing management training and granted technologically advanced 

machines to a subpopulation of Italian companies in the 1950’s. She reveals that the performance 

of companies who sent managers and/or engineers to US to be trained increased for at least fifteen 

years after the program; performance of companies that received new machines increased, but 

flattened out over time and that management and new machines were complementary. 

In addition, new forms of regulating the digital economy are called for that prevent further rises in 

market concentration, ensure proper data protection and privacy and help share the benefits of 

productivity growth through a combination of profit sharing, (digital) capital taxation and a reduc-

tion in working time. Goolsbee (2018) proposes indeed various policies on pricing and privacy such 

as restrictions on consumer privacy and the ways that companies can use customer information, 

and competition policy such as anti-trust policy to limit the winner-take-all market structure or 

‘platform’ competition.  

Regarding scenarios and simulation exercises, once again, few studies exist. For instance, Méda 

(2016) proposes three independent scenarios for the future of work: (1) dismantling labour law; 
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(2) technological revolution and (3) ecological conversion. She shows that the latter is the best to 

foster employment in Europe while supporting economic efficacy and social justice. Schroder 

(2020) proposes some simulation exercises on economic policies aimed at increasing trade protec-

tions, and labour market policies aimed at the demand for skilled trades, personal service, and 

machine operators. He simulates a theoretical model on UK over the period 2009 to 2018 and 

shows that his recommended policies reduce income and wealth inequalities (of employed white 

British males, aged between 25 and 55 years).  
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