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Data Silos



Motivation
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I need to share a 400TB dataset 
with someone in Canada!

My experiment will generate 
multiple PBs, that have to be 
analysed and backed up! How?

I want to build a WebApp that allows 
users to interactively analyse my 
500TB SuperMUC simulation data!

I need to share 
some data 
on SuperMUC
between multiple 
projects!

I want to analyse a large 
dataset, generated on Super-
MUC, using some special OS 
image on the LRZ Cloud!
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So basically we need to provide …

A file system that can be 
shared amongst the complete 

LRZ HPC Ecosystem

Some kind of external 
access mechanism 
for arbitrary entities

A Dropbox like 
data management 

approach



LRZ Data Science Storage
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Interactive processing 
on LRZ Compute Cloud

Remote visualisation 
on LRZs visualisation 
systems

External access and sharing 
via Globus Online

High performance backup 
and archive of data on LRZs 
Backup- and Archive System

Batch and interactive processing 
on dedicated, hosted HPC Cluster at LRZ

High throughput batch processing 
on LRZs Linux Cluster or SuperMUC

LRZ
Data 

Science 
Storage



DSS Showcases

6

LRZ
Data 

Science 
Storage



Introducing Data Science Archive (DSA)
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• Access via:
• Globus Online
• FS mount on SNG Login Nodes + DSA Recall 

Director

• DSA is NOT your normal file system!
• File systems are built for random access but 

tape is made for sequential access. 
• To achieve good performance, avg. file size 

needs to be large (est. 5-10GB but tbd)
• DSA relates to DSS like AWS Glacier relates 

to AWS S3:
• Data you put in will freeze eventually
• Frozen data must be thawed explicitely via 

DSA Recall Director
• When using Globus Online, this will be 

done automagically for you
• When directly accessing the FS via the 

Login Nodes, you’ll need to use ‘dsacli 
stage job create’ cmd 

• DSA, the A is for Archive
• Data you put in will be made immutable for 

10 years, which means you cannot modify, 
delete, rename, chown data

• Retain scientific data generated on 
SuperMUC-NG for at least 10 years

• Design Goals:
• >=10GB/s throughput full duplex
• >=200PB usable tape capacity
• Improved Usability
• Allow world wide access
• Allow data sharing and publication

• Specifications:
• Spectrum Scale File System

• ~10PB usable capacity
• ~1 billion file inodes
• ~ 60GB/s throughput to/from disk

• Spectrum Protect for Space Management
• ~2 x 260PB mirrored tape capacity (native)
• ~25GB/s total native throughput to/from 

tape
• Management via DSSWeb

• Borrow collaborative DSS Container concept 
with some tape/archive “tweaks”



Moving Data Fast and Reliable 
with Globus Online
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Globus Online

• What is Globus Online?
• Platform as a Service for moving, sharing, publishing and discovering data
• Non-profit organization within The University of Chicago

• Why do we use it?
• Its fast, reliable and easy to use
• It can be used to make data publicly available and linked
• Data movement via WebUI, CLI or API

• Which LRZ Systems can be accessed via Globus Online?
• LRZ Data Science Storage (Unrestricted World Wide Access)
• SuperMUC-NG (Access restricted to IPs allowed to access SNG)

• Who funds it?
• 50% NSF + 50% Globus Premium Subscribers

• Who can use it?
• Everyone! Basic Service is free of charge. 
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