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ABSTRACT
Learning to Quantify (LQ) is the task of training class prevalence

estimators via supervised learning. The task of these estimators is

to estimate, given an unlabelled set of data items D and a set of

classes C = {c1, . . . , c |C |}, the prevalence (i.e., relative frequency)

of each class ci in D. LQ is interesting in all applications of classi-

fication in which the final goal is not determining which class (or

classes) individual unlabelled data items belong to, but estimating

the distribution of the unlabelled data items across the classes of

interest. Example disciplines whose interest in labelling data items

is at the aggregate level (rather than at the individual level) are the

social sciences, political science, market research, ecological mod-

elling, and epidemiology. While LQ may in principle be solved by

classifying each data item in D and counting how many such items

have been labelled with ci , it has been shown that this “classify and

count” (CC) method yields suboptimal quantification accuracy. As a

result, quantification is now no longer considered a mere byproduct

of classification and has evolved as a task of its own. The goal of this

workshop is bringing together all researchers interested in methods,

algorithms, and evaluation measures and methodologies for LQ,

as well as practitioners interested in their practical application to

managing large quantities of data.
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1 WORKSHOP THEME AND TOPICS
In a number of applications involving classification the final goal

is not determining which class (or classes) individual unlabelled

instances belong to, but estimating the prevalence (or “relative fre-
quency”, or “prior probability”, or simply “prior”) of each class in

the unlabelled data. Estimating class prevalence for unlabelled data
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via supervised learning is known as Learning to Quantify (LQ) (or

quantification, or supervised prevalence estimation).
LQ has several applications in fields (such as the social sciences,

political science, market research, and epidemiology) which are

inherently interested in characterizing aggregations of individuals,
rather than the individuals themselves; as [12] puts it, disciplines

like the ones above are usually not interested in finding the nee-

dle in the haystack, but in characterising the haystack itself. For

instance, in most applications of tweet sentiment classification we

are not concerned with estimating the true class (e.g., Positive, Neg-
ative, or Neutral) of individual tweets. Rather, we are concerned
with estimating the relative frequency of these classes in the set of

unlabelled tweets under study; or, put in another way, we are inter-

ested in estimating as accurately as possible the true distribution

of tweets across the classes.

It is well known that performing quantification by classifying

each unlabelled instance and then counting the instances that have

been attributed the class (the “classify and count” method – CC)

usually leads to suboptimal quantification accuracy; this is a direct

consequence of “Vapnik’s principle” [22], which states

If you possess a restricted amount of information for

solving some problem, try to solve the problem di-

rectly and never solve a more general problem as

an intermediate step. It is possible that the available

information is sufficient for a direct solution but is

insufficient for solving a more general intermediate

problem.

A further reason why “classify and count” is suboptimal is the fact

that many applicative scenarios suffer from distribution shift, the
phenomenon according to which the class prevalence values in

the training set may substantially differ from the class prevalence

values in the unlabelled data that one needs to issue predictions for

[20]. The presence of distribution shift means that the well-known

IID assumption, on which most learning algorithms for training

classifiers are based, does not hold; in turn, this means that CC will

perform less than optimally on scenarios that exhibit distribution

shift, and that the higher the amount of shift, the worse we can

expect CC to perform.

As a result of the suboptimality of the “classify and count”method,

learning to quantify has slowly evolved as a task in its own right,

different (in goals, methods, techniques, and evaluation measures)

from classification [13]. The research community has investigated

methods to correct the biased prevalence estimates of general-

purpose classifiers [4, 11, 17], supervised learningmethods specially

tailored to quantification [1, 3, 6, 10, 14], and evaluation measures

for quantification [9, 21]. Specific applications of LQ have also been
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investigated, such as sentiment quantification [8, 12], quantification

in networked environments [19], or quantification for data streams

[18]. For the near future it is easy to foresee that the interest in

learning to quantify will increase, due (a) to the increased awareness

that “classify and count” is a suboptimal solution when it comes to

prevalence estimation, and (b) to the fact that, with larger and larger

quantities of data becoming available and requiring interpretation,

in more and more scenarios we will only be able to afford analysing

these data at the aggregate level rather than individually.

The main topics on which contributions have been solicited, and

which form the main themes of the workshop, are

• Binary, multiclass, and ordinal LQ

• Supervised algorithms for LQ

• Semi-supervised / transductive LQ

• Deep learning for LQ

• Representation learning for LQ

• LQ and dataset shift

• Evaluation measures for LQ

• Experimental protocols for the evaluation of LQ

• Quantification of streaming data

• Quantifying text by topic and quantifying text by sentiment

• Novel applications of LQ

2 WORKSHOP OBJECTIVES, GOALS, AND
EXPECTED OUTCOME

The goal of this workshop is bringing together all researchers inter-

ested in methods, algorithms, and evaluation measures for learning

to quantify, as well as practitioners interested in their practical

application to managing large quantities of data.

Work on learning to quantify has traditionally been published

in a scattered way across different areas, e.g., information retrieval

[6, 8, 17], data mining [10, 11], machine learning [2, 7], statistics

[16], or directly in the areas to which these techniques get applied

[5, 12, 15]. A further goal of this workshop is also to provide the first

joint forum for quantification research, where researchers coming

from these different walks of life can meet (albeit virtually) and

share views.

This workshop is the first of its kind, and has never been held

before, neither at CIKM nor at any other conference; we thus believe

that it will generate durable benefit to the scientific community, and

that the papers presented at the workshop will be useful resources

for years to come.

The workshop will also be instrumental in generating interest

and stimulating participation in the upcoming LeQua 2022 “Lab”

(i.e., shared task) on learning to quantify, which is going to take

place in 2022 as a satellite event of the CLEF 2022 conference (https:

//clef2022.clef-initiative.eu/).
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