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Files\\AI lifecycle models need to be revised

No Google Scholar 0.0344 10

1 S 10/02/2022 11:57

2 S 10/02/2022 11:57

3 S 10/02/2022 11:58

Moreover, model risk experts are now required to have a strong background in two disjoints fields: 1) Governance, Risk Management, and  
Compliance and 2) AI. We conjecture

4 S 10/02/2022 11:59

Technology Access All AI technologies, tools, and libraries need to be audited to make  
sure they are safe to be used in fintech applicaƟons. Only then, pracƟƟoners are able to design their Machine Learning systems around  
the latest technology. This is a challenge that needs to tackled by any organizaƟon akin to ING. As presented in SecƟon 4.4, this process  
can be limiƟng since new AI technologies are appearing every day. PracƟƟoners willing to try the latest AI technology may feel less  
moƟvated since it may take some Ɵme before they are approved. As referred in SecƟon 4.1, many problems at ING are triggered by the  
Technology push. Hence, new business opportuniƟes might be missed if pracƟƟoners are not able to experiment the latest AI  
technologies. We do not know to what extent Technology Access is also a challenge to soŌware orga-  
nizaƟons operaƟng in other domains. Previous work suggests that only 8% of soŌware developers consider an organizaƟon’s culture and  
policies highly-influenƟal when selecƟng third-party soŌware libraries (Larios Vargas et al. 2020).

5 S 10/02/2022 11:59

6.1 ImplicaƟons We see the following implicaƟons of our results for the fintech industry and for research. 6.1.1 ImplicaƟons for Machine  
Learning PracƟƟoners  
Machine Learning pracƟƟoners have to be aware of extra steps and challenges in their process of developing Machine Learning  
applicaƟons. Although not menƟoned in exisƟng lifecycle models, the undertaking of feasibility assessments, documentaƟon, and model  
monitoring, are crucial while developing Machine Learning applicaƟons.

6 S 10/02/2022 11:59

6.1.2 ImplicaƟons for Process Architects  
ExisƟng lifecycle models provide a canonical overview of the mulƟple stages in the lifecycle of a Machine Learning applicaƟon. However,  
when being applied to a parƟcular context, such as fintech, these models need to be adapted. From our findings, we suspect that this is  
also the case for other fields where AI is geƫng increasing importance.
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7 S 10/02/2022 11:59

6.1.3 ImplicaƟons for Researchers  
Researchers could focus on solving the reported challenges in the Machine Learning lifecycle with addiƟonal tool support and reveal  
challenges of the ML lifecycle in other domains by extending the case study to more organizaƟons and different types of industries. More  
automaƟon is required for exploratory data analysis and data integraƟon tech-  
niques (Mitchell et al. 2019; Damiani and FraƟ 2018). Moreover, there are minimal advancements in documentaƟon of Machine Learning  
projects. Techniques ought to be studied to help trace documentaƟon back to the codebase and vice versa.

8 S 10/02/2022 11:59

6.1.4 ImplicaƟons for Tool Developers  
Although a number of tools are emerging to aid ML engineering, these soluƟons fail to address the singulariƟes of different projects.  
Thus, pracƟƟoners are adopƟng their own customized soluƟons. For example, spreadsheets are sƟll being used to manually log  
experiments regardless of the exisƟng automated soluƟons, such as MLFlow, DVC, Replicate, and so on. It is important to understand  
what is missing in the current soluƟons and how we can propose a soluƟon that effecƟvely solves version control to keep track of changes  
in data, changes in scoring metrics, and execuƟons of different experiments.

9 S 10/02/2022 11:59

6.1.5 ImplicaƟons for Educators  
Page 25 of 29 95  
EducaƟon of Machine Learning should focus on the whole lifecycle of Machine Learning development, including exploratory analysis with  
a focus on staƟsƟcs, data analysis and data visualizaƟon. Moreover, pracƟƟoners with background on both data science and soŌware  
engineering are a valuable resource for organizaƟons.

10 S 10/02/2022 12:00

6.1.6 ImplicaƟons for OrganizaƟons Embracing AI  
The embrace of AI stretches the adequacy of well-established processes at organizaƟons. MulƟ-disciplinary teams are essenƟal to  
embrace AI: AI experts have the knowledge to try innovaƟve approaches, but will likely have liƩle experƟse to idenƟfy business value.  
Thus, knowledge transfer between stakeholders is challenging and might hinder the moƟvaƟon of developers. New strategies must be  
outlined to reduce the amount of effort required to document AI projects.

Files\\An End-to-End Framework for ProducƟve Use of Machine Learning in SoŌware AnalyƟcs  
and Business Intelligence SoluƟons

No Google Scholar 0.0277 3

1 S 09/02/2022 13:23

The framework is structured in three iteraƟve cycles represenƟng different stages in a model’s lifecycle: prototyping, deployment, update.  
As a result, the framework specifically supports the transiƟons between these stages while also covering all important acƟviƟes from data  
collecƟon to retraining deployed ML models. To validate the applicability of the framework in pracƟce, we compare it to and apply it in a  
real-world ML-based SA/BI soluƟon.

2 S 09/02/2022 13:39

While the literature review examines the topics data management and pro-  
cessing, model building,and model deployment and serving individually, in reality a separaƟon of the three is not that trivial. In fact, for  
building end-to-end soluƟons the fields are very much interrelated as the acƟviƟes depend on each other and someƟmes even overlap.  
OŌenƟmes, ML projects start out as a prototypical analysis due to a lim-  
ited amount of Ɵme and resources [15,30]. In order to use and actually benefit from the ML model, it needs to be deployed to a  
producƟon environment which can be Ɵme and cost-intensive but nonetheless crucial [21,30]. To avoid the deployed models from being  
outdated, it is important to provide a funcƟonality for dynamically deploying new models or iteraƟvely retraining and updaƟng exisƟng  
models [9,21]. As a result, we idenƟfy three iteraƟve cycles which are passed through during  
an end-to-end development of ML soluƟons and, therefore, serve as the main dimensions in our framework: 1) Prototyping cycle (blue),  
2) deployment cycle (green), and 3) update cycle (orange).

3 S 09/02/2022 13:35
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Files\\Applying AI in Practice~ Key Challenges and Lessons Learned

No Scopus 0.0313 9

1 S 08/02/2022 13:55

Approaches, In-Progress Research and Lessons Learned  
In this secƟon we discuss ongoing research facing the outlined challenges in the previous secƟon, comprising:  
(1) Automated and ConƟnuous Data Quality Assurance, see Sect. 3.1; (2) Domain AdaptaƟon Approach for Tackling DeviaƟng Data  
CharacterisƟcs at Training and Test Time, see Sect. 3.2;  
(3) Hybrid Model Design for Improving Model Accuracy, see Sect. 3.3;

2 S 08/02/2022 13:55

(4) Interpretability by CorrecƟon Model Approach, see Sect. 3.4; (5) SoŌware Quality by Automated Code Analysis and DocumentaƟon  
GeneraƟon, see Sect. 3.5;  
(6) The ALOHA Toolchain for Embedded Plaƞorms, see Sect. 3.6; (7) Human AI Teaming as Key to Human Centered AI, see Sect. 3.7.

3 S 08/02/2022 13:56

Approach 1: Automated and ConƟnuous Data Quality Assurance  
In Ɵmes of large and volaƟle amounts of data, which are oŌen generated automaƟcally by sensors (e.g., in smart home soluƟons of  
housing units or industrial seƫngs), it is especially important to, (i), automaƟcally, and, (ii), conƟnuously monitor the quality of data  
[22,88]. A recent study [20] shows that the conƟnuous monitoring of data quality is only supported by very few

4 S 08/02/2022 13:56

Approach 2: The Domain AdaptaƟon Approach for Tackling DeviaƟng Data CharacterisƟcs at Training and Test Time  
In [106] and [108] we introduce a novel distance measure, the so-called Centralized Moment Discrepancy (CMD), for aligning probability  
distribuƟons in the context of domain adapƟon. Domain adaptaƟon algorithms are designed to minimize the misclassificaƟon risk of a  
discriminaƟve

5 S 08/02/2022 13:56

Approach 3: Hybrid Model Design for Improving Model Accuracy by IntegraƟng Expert Hints in Biomedical DiagnosƟcs  
For diagnosƟcs based on biomedical image analysis, image segmentaƟon serves as a prerequisite step to extract quanƟtaƟve informaƟon  
[70]. If, however, segmentaƟon results are not accurate, quanƟtaƟve analysis can lead to results

6 S 08/02/2022 13:57

Approach 4: Interpretability by CorrecƟon Model Approach  
Last year, at a symposium on predicƟve analyƟcs in Vienna [93], we introduced an approach to the problem of formulaƟng interpretability  
of AI models for classificaƟon or regression problems [37] with a given basis model, e.g., in the context of model predicƟve control [32].  
The basic idea is to root the problem of interpretability in the basic model by considering the contribuƟon of the AI model as correcƟon of  
this basis model and is referred to as “Before and AŌer CorrecƟon Parameter Comparison (BAPC)”. The idea

7 S 08/02/2022 13:57

Approach 5: SoŌware Quality by Code Analysis and Automated DocumentaƟon  
Quality assurance measures in soŌware engineering include, e.g., automated tesƟng [2], staƟc code analysis [73], system  
redocumentaƟon [69], or symbolic execuƟon [4]. These measures need to be risk-based [23,83], exploiƟng knowledge about system and  
design dependencies, business requirements, or characterisƟcs of the applied development process.

8 S 08/02/2022 13:57

Approach 6: The ALOHA Toolchain for Embedded Plaƞorms  
In [66] and [65] we introduce ALOHA, an integrated tool flow that tries to make the design of deep learning (DL) applicaƟons and their  
porƟng on embedded heterogeneous architectures as simple and painless as possible. ALOHA is the result of interdisciplinary research  
funded by the EU13.

9 S 08/02/2022 13:57

Approach 7: Human AI Teaming Approach as Key to Human Centered AI  
In [36], we introduce an approach for human-centered AI in working environments uƟlizing knowledge graphs and relaƟonal machine  
learning ([72,79]). This approach is currently being refined in the ongoing Austrian project Humancentred AI in digiƟsed working  
environments (AI@Work). The discussion starts with a criƟcal analysis of the limitaƟons of current AI systems whose learning/training is  
restricted to predefined structured data, most vector-based with a pre-defined format.
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Files\\Large-scale machine learning systems in real-world industrial seƫngs~ A review of  
challenges and soluƟons

No Web of science 0.0166 2

1 S 11/02/2022 14:20

Background : Developing and maintaining large scale machine learning (ML) based soŌware systems in an industrial seƫng is challenging.  
There are no well-established development guidelines, but the literature contains reports on how companies develop and maintain  
deployed ML-based soŌware systems. ObjecƟve : This study aims to survey the literature related to development and maintenance of  
large scale MLbased systems in industrial seƫngs in order to provide a synthesis of the challenges that pracƟƟoners face. In addiƟon, we  
idenƟfy soluƟons used to address some of these challenges. Method : A systemaƟc literature review was conducted and we idenƟfied 72  
papers related to development and maintenance of large scale ML-based soŌware systems in industrial seƫngs. The selected arƟcles  
were qualitaƟvely analyzed by extracƟng challenges and soluƟons. The challenges and soluƟons were themaƟcally synthesized into four  
quality aƩributes: adaptability, scalability, safety and privacy. The analysis was done in relaƟon to ML workflow, i.e. data acquisiƟon,  
training, evaluaƟon, and deployment. Results : We idenƟfied a total of 23 challenges and 8 soluƟons related to development and  
maintenance of large scale ML-based soŌware systems in industrial seƫngs including six different domains. Challenges were most oŌen  
reported in relaƟon to adaptability and scalability. Safety and privacy challenges had the least reported soluƟons.

2 S 11/02/2022 14:22

Files\\Overton~ A Data System for Monitoring and Improving Machine-Learned Products

No Google Scholar 0.0453 3

1 S 24/02/2022 09:56

Overton provides the engineer with abstracƟons that allow them to build, maintain, and monitor their applicaƟon  
by manipulaƟng data files–not custom code. Inspired by relaƟonal systems, supervision (data) is managed separately from the model  
(schema). Akin to tradiƟonal logical independence, Overton’s schema provides model independence: serving code does not change even  
when inputs, parameters, or resources of the model change. The schema changes very infrequently–many producƟon services have not  
updated their schema in over a year. Overton takes as input a schema whose design goal is to support rich applicaƟons from modeling to  
automaƟc  
deployment. In more detail, the schema has two elements: (1) data payloads similar to a relaƟonal schema, which describe the input  
data, and (2) model tasks, which describe the tasks that need to be accomplished. The schema defines the input, output, and coarse-
grained data flow of a deep learning model. Informally, the schema defines what the model computes but not how the model computes  
it: Overton does not prescribe architectural details of the underlying model (e.g., Overton is free to embed sentences using an LSTM or a  
Transformer) or hyperparameters, like hidden state size. AddiƟonally, sources of supervision are described as data–not in the schema–so 
they are free to rapidly evolve. As shown in Figure 1, given a schema and a data file, Overton is responsible to instanƟate and train a  
model,  
combine supervision, select the model’s hyperparameters, and produce a producƟon-ready binary. Overton compiles the schema into a  
(parameterized) TensorFlow or PyTorch program, and performs an architecture and hyperparameter search. A benefit of this compilaƟon  
approach is that Overton can use standard toolkits to monitor training (TensorBoard equivalents) and to meet service-level agreements  

2 S 24/02/2022 09:56

(1) Code-free Deep Learning In Overton-based systems, engineers focus exclusively on fine-grained monitoring  
of their applicaƟon quality and improving supervision–not tweaking deep learning models. An Overton engineer does
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technique led to state-of-the-art results on natural language benchmarks including GLUE and SuperGLUE [31].3 (2) MulƟtask Learning  
Overton was built to naƟvely support mulƟtask learning [2,24,26] so that all model tasks  
are concurrently predicted. A key benefit is that Overton can accept supervision at whatever granularity (for whatever task) is available.  
Overton models oŌen perform ancillary tasks like part-of-speech tagging or typing. IntuiƟvely, if a representaƟon has captured the  
semanƟcs of a query, then it should reliably perform these ancillary tasks. Typically, ancillary tasks are also chosen either to be  
inexpensive to supervise. Ancillary task also allow developers to gain confidence in the model’s predicƟons and have proved to be helpful  
for aids for debugging errors. (3) Weak Supervision ApplicaƟons have access to supervision of varying quality and combining this  
contradictory  
and incomplete supervision is a major challenge. Overton uses techniques from Snorkel [23] and Google’s Snorkel DryBell [12], which  
have studied how to combine supervision in theory and in soŌware. Here, we describe two novel observaƟons from building producƟon  
applicaƟons: (1) we describe the shiŌ to applicaƟons which are constructed almost enƟrely with weakly supervised data due to cost,  
privacy, and cold-start issues, and (2) we observe that weak supervision may obviate the need for popular methods like transfer learning  
from massive pretrained models, e.g., BERT [8]–on some producƟon workloads, which suggests that a deeper trade-off study may be  

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Building ML Systems  
and applicaƟons\Auto ML

PDF

Files\\A Meta Learning Approach for AutomaƟng Model SelecƟon in Big Data Environments  
using Microservice and Container VirtualizaƟon Technologies

No ACM Digital library 0.0281 2

1 S 11/02/2022 12:44

In the following, some meta learning approaches developed as  
frameworks with wizard [12][26][8][5][11] are discussed. A parallelized, component-based, modular and easily extendable meta learning  
system for univariate and mulƟvariate Ɵme series load forecasƟng can be found in [12]. MaƟjaš et. al. [12] built the meta learner as an  
ensemble method. As meta features, minimum, maximum, Standard DeviaƟon (SD), skewness, to name a few, were considered. Auto-
WEKA [26] is a framework for automaƟcally selecƟng classi ers and hyperparameters implemented in WEKA. In the updated version Auto
-WEKA 2.0 [8], they also supported regression algorithms and a more Ɵghtly integraƟon with WEKA. Auto-Sklearn [5] is a meta learning  
framework based on scikitlearn which uses the same principles as Auto-WEKA. To solve the Combined Algorithm SelecƟon and  
Hyperparameter opƟmizaƟon (CASH) problem, they built on the research from Auto-WEKA and used the same SequenƟal Model based  
Algorithm Con guraƟon (SMAC) algorithm as Bayesian opƟmizer for hyperparameter tuning. The drawback in Auto-WEKA and Auto-
Sklearn is that they are implemented as monolithic applicaƟons which limit the scalability and increase the di culty of maintenance.  
Moreover, they did not provide the possibility to handle model selecƟon for large amount of data. SmartML [11] is a meta learning  
framework based on the R language. It is implemented as web applicaƟon with REST APIs. SmartML can recommend a classi caƟon 
algorithm, including hyperparameter tuning based on a total of 25 meta features. The limitaƟon here is also that SmartML does not  
support Big Data environment for large scale processing. In contrast to the aforemenƟoned works, the current framework in the present  
paper is implemented as a microservice architecture to increase the scalability and facilitate maintainability. Moreover, the uƟlizaƟon of a  
powerful Big Data stack gives the ability to perform model selecƟon for large amount of data.

2 S 11/02/2022 12:44
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Files\\Auto-Keras~ An Efficient Neural Architecture Search System

No Google Scholar 0.0332 6

1 S 08/02/2022 13:42

Neural architecture search (NAS) has been proposed to automat-  
ically tune deep neural networks, but exisƟng search algorithms, e.g., NASNet [51], PNAS [29], usually suffer from expensive  
computaƟonal cost. Network morphism, which keeps the funcƟonality of a neural network while changing its neural architecture, could  
be helpful for NAS by enabling more efficient training during the search. In this paper, we propose a novel framework enabling Bayesian  
opƟmizaƟon to guide the network morphism for efficient neural architecture search. The framework develops a neural network kernel  
and a tree-structured acquisiƟon funcƟon opƟmizaƟon algorithm to efficiently explores the search space. Extensive experiments on real-
world benchmark datasets have been done to demonstrate the superior performance of the developed framework over the state-of-the-

2 S 08/02/2022 13:42

Automated Machine Learning (AutoML) has become a very important research topic with wide applicaƟons of machine learning  
techniques. The goal ofAutoML is to enable people with limited machine learning background knowledge to use machine learning models  
easily. Work has been done on automated model selecƟon, automated hyperparameter tunning, and etc. In the context of deep

3 S 08/02/2022 13:43

learning, neural architecture search (NAS), which aims to search for the best neural network architecture for the given learning task and  
dataset, has become an effecƟve computaƟonal tool in AutoML. Unfortunately, exisƟng NAS algorithms are usually computaƟonally  
expensive. The Ɵme complexity ofNAS is O(n¯t), where n is the number of neural architectures evaluated during the search, and ¯t is the  
average Ɵme consumpƟon for evaluaƟng each of the n neural networks. Many NAS approaches, such as deep reinforcement learning [2,  
37, 47, 50, 51], gradient-based methods [8, 31, 33] and evoluƟonary algorithms [12, 17, 30, 38, 39, 41], require a large n to reach a good  
performance. Moreover, many of them train each of the n neural networks from scratch, which is very slow.

4 S 08/02/2022 13:44

In addiƟon, we have developed a widely adopted open-source  
AutoML system based on our proposed method, namely Auto-Keras. It is an open-source AutoML system, which can be download and  
installed locally. The system is carefully designed with a concise interface for people not specialized in computer programming and data  
science to use. To speed up the search, the workload on CPU and GPU can run in parallel. To address the issue of different GPU memory,  
which limits the size oŌhe neural architectures, a memory adapƟon strategy is designed for deployment. The main contribuƟons of the  
paper are as follows:  
• Propose an algorithm for efficient neural architecture search based on network morphism guided by Bayesian opƟmizaƟon.  
• Conduct intensive experiments on benchmark datasets to demonstrate the superior performance of the proposed method over the  
baseline methods.  

5 S 08/02/2022 13:44

Based on the proposed neural architecture search method, we developed an open-source AutoML system, namely Auto-Keras. It is  
named aŌer Keras [11], which is known for its simplicity in creaƟng neural networks. Similar to SMAC [21], TPOT [35], AutoWEKA [44],  
and Auto-Sklearn [15], the goal is to enable domain experts who are not familiar with machine learning technologies to use machine  
learning techniques easily. However, Auto-Keras is focusing on the deep learning tasks, which is different from the systems focusing on  
the shallow models menƟoned above.

6 S 08/02/2022 13:45
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Files\\Autonomic machine learning platform

No Google Scholar 0.0979 7

1 S 11/02/2022 14:50

Acquiring informaƟon properly through machine learning requires familiarity with the available algorithms and understanding how they  
work and how to address the given problem in the best possible way. However, even for machine-learning experts in specific industrial  
fields, in order to predict and acquire informaƟon properly in different industrial fields, it is necessary to aƩempt several instances of trial  
and error to succeed with the applicaƟon of machine learning. For non-experts, it is much more difficult to make accurate predicƟons  
through machine learning. In this paper, we propose an autonomic machine learning plaƞorm which provides the decision factors to be  
made during the developing of machine learning applicaƟons. In the proposed autonomic machine learning plaƞorm, machine learning  
processes are automated based on the specificaƟon of autonomic levels. This autonomic machine learning plaƞorm can be used to derive  
a high-quality learning result by minimizing experts’ intervenƟons and reducing the number of design selecƟons that require expert  
knowledge and intuiƟon. We also demonstrate that the proposed autonomic machine learning plaƞorm is suitable for smart ciƟes which  
typically require considerable amounts of security sensiƟve informaƟon.

2 S 11/02/2022 14:51

3 S 11/02/2022 14:51

4 S 11/02/2022 14:51

5 S 11/02/2022 14:52

6 S 11/02/2022 14:52

7 S 11/02/2022 14:52

This study aims to present the need of the autonomic machine  
learning plaƞorm for the universal use of machine learning techniques in a variety of applicaƟons including Smart City, Smart Factory, and  
Smart Grid. This study has several unique contribuƟons and implicaƟons, given  
as follow:  
• This study presents twelve design factors to be required by expert knowledge and intuiƟon during the machine learning development  
process.  
• This study defines five levels of autonomic machine learning referring to as the degree of expert intervenƟons based on the steps of the  
machine learning development process.  
• The levels of autonomic machine learning can minimize expert intervenƟon at various autonomic levels by reducing the number of  
design selecƟons that require expert knowledge and intuiƟon is proposed. This autonomic machine learning plaƞorm can be used to  
derive a high-quality learning result.  
• This study focuses on the design issues in terms of the pracƟcal autonomic machine learning by applying the autonomic machine  
learning related to smart ciƟes from an informaƟon systems perspecƟve. Therefore, this study is useful for system developers involved in  
smart city development iniƟaƟves using machine learning.  
• In a truly smart city of the future, automaƟon will be paramount to improve the service level of the end users (Rana et al., 2018). This  
capability can be derived from advanced informaƟon technologies such as the proposed autonomic machine learning plaƞorm.  
Like any publicaƟon, this study has certain limitaƟons, given as follow:  
• This study only focuses the design of the autonomous machine learning plaƞorm, but the actual implementaƟon or applicaƟon may be  
very different from the proposed design structure and it does not cover issues related to implemenƟng the autonomic machine learning  
techniques and systems.  
• As a research study, no primary data was collected or used to support the development of the proposed autonomic machine learning  
plaƞorm.  
• This study could not provide a valuable synthesis of the relevant literature by analyzing and discussing the key findings from the exisƟng  



31/03/2022 13:09

Page 8 of 111Reports\\Coding Summary By Code Report

Aggregate Classification Coverage Number  
Of Coding  
Reference

Reference  
Number

Coded By  
IniƟals

Modified On

Files\\AutoTrain~ An Efficient Auto-training System for Small-scale Image Classification

No IEEE 0.0729 6

1 S 08/02/2022 13:12

In this paper, we propose an efficient automaƟc training system, AutoTrain, to solve small-scale image classificaƟon problems. First, we  
design sample equalizaƟon in data augmentaƟon to improve the performance of training on uneven data. Then, a Bayesian opƟmizaƟon-
based strategy controller is introduced to rapidly find the strategy applied in data augmentaƟon. AddiƟonally, we present a dynamic  
adjustment model to fit tasks with different scales and complexity. Finally, experimental results show that the AutoTrain’s training speed is  
about 3 Ɵmes faster on average than the convenƟonal methods. And the avergae accuracy of AutoTrain has 2% improved to the  

2 S 08/02/2022 13:13

In this paper, we propose an efficient automaƟc training  
system, AutoTrain, to solve small-scale image classificaƟon problems. First, we design sample equalizaƟon scheme in data augmentaƟon  
to improve the performance of training on uneven data. Then, a Bayesian opƟmizaƟon-based strategy controller is introduced to rapidly  
find the strategy applied in data augmentaƟon. According to the label informaƟon, the AutoTrain generates different strategy sub-set for  
different types of images. It effecƟvely accelerates the strategy opƟmizaƟon process by reducing the search space. Next, we present a  
dynamic adjustment model to fit tasks with different scales and complexity. We implement a modelselect module to automate model  
selecƟon and adjustment. AddiƟonally, the transfer learning and early stopping technology are used to accelerate the model training  

3 S 08/02/2022 13:13

AutoAugment is a method proposed by Google’s Ekin D.  
Cubuk et al [16]. To automaƟcally search for suitable data enhancement strategies. This method creates a search space for data  
enhancement strategies, and uses a reinforcement learning-based search algorithm to select specific data sets. Appropriate data  
enhancement strategies. In addiƟon, the data enhancement strategies learned from one data set can be well migrated to other similar  
data sets. The workflow of AutoAugment is as follows:

4 S 08/02/2022 13:14

AutoTrain’s Framework In response to the shortcomings of DeepAugment men-  
Ɵoned in the previous secƟon, we make corresponding improvements and design a more efficient model automated training system for  
small-scale classificaƟon—AutoTrain.

5 S 08/02/2022 13:14

DeepAugment is an automaƟon tool focused on data augmentaƟon created by Ozmen [15]. Compared with AutoAugment, DeepAugment  
reduces the error rate of the child model by opƟmizing its’ architecture, the usage of random sampler on validaƟon set solves the  
problem of overfiƫng. Instead of using reinforcement study, DeepAugment uses a Bayesian’s algorithm to get the best data  
augmentaƟon strategy, which is faster than AutoAugment’s method. Through the above improvements, DeepAugment has 50 Ɵmes  
faster training speed compared to AutoAugment. The workflow of AutoAugment is as follows:

6 S 08/02/2022 13:14

Files\\Task-Specific Automation in Deep Learning Processes

No Web of science 0.0607 3

1 S 03/02/2022 15:12

2 S 03/02/2022 15:12

3 S 03/02/2022 15:12
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Files\\The Machine Learning Bazaar~ Harnessing the ML Ecosystem for EffecƟve System  
Development

No Google Scholar 0.0301 3

1 S 03/02/2022 14:38

To address these problems, we introduce the Machine Learning Bazaar, a new framework for developing machine learning and  
automated machine learning soŌware systems. First, we introduce ML primiƟves, a unified API and specificaƟon for data processing and  
ML components from different soŌware libraries. Next, we compose primiƟves into usable ML pipelines, abstracƟng away glue code, data  
flow, and data storage. We further pair these pipelines with a hierarchy ofAutoML strategies — Bayesian opƟmizaƟon and bandit learning.  
We use these components to create a general-purpose, mulƟ-task, end-to-end AutoML system that provides soluƟons to a variety ofdata  
modaliƟes (image, text, graph, tabular, relaƟonal, etc.) and problem types (classificaƟon, regression, anomaly detecƟon, graph matching,  
etc.). We demonstrate 5 real-world use cases and 2 case studies of our approach

2 S 03/02/2022 14:42

3 S 03/02/2022 14:43

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Building ML Systems  
and applicaƟons\Cloud_based_ML

PDF

Files\\ThunderML~ A Toolkit for Enabling AI~ML Models on Cloud for Industry 4.0

No Google Scholar 0.0742 8

1 S 03/02/2022 11:15

In order to address these issues, we have developed ThunderML, a Python-  
based toolkit that makes the creaƟon and deployment of purpose built AI models for industrial applicaƟons easier. ThunderML leverages  
many open source frameworks such as scikit-learn, Tensorflow, and Keras. The extension points are predominantly in terms of how we  
have built out a series of useful modeling funcƟons and industrial soluƟon templates to expedite the task of building and deploying AI for  
industrial applicaƟons. ThunderML is flexible enough to run on local hardware as well as providing an easier path to using common cloud  
service provider plaƞorms for enhanced scalability in training and convenient model deployment services. Before we proceed, it’s worth  
briefly giving a few examples of purpose built industrial soluƟon templates available in ThunderML:  
– Time Series PredicƟon (TSPred): Flexible soluƟon for forecasƟng Ɵme series from historical data in industries.  
– Failure PaƩern Analysis (FPA): PredicƟng imminent failures for assets using IoT sensor data and past failure history data;  
– Root Cause Analysis (RCA): Building interpretable models to assist plant operators track down the root causes for product quality  
deviances on batch or conƟnuous process lines;  
– Anomaly Analysis: Building unsupervised/semi-supervised models to idenƟfy anomalous behaviors of manufacturing assets;  
– CogniƟve Plant Advisor (CPA): Combines advanced AI to build a predicƟve model of one or more key process outputs such as  
throughput and yield and uses these models within a business objecƟve opƟmizaƟon problem to suggest opƟmal process seƫngs to  
plant operators.  
In summary, ThunderML can also help alleviate the skills gap issue that has  
hampered AI adopƟon in many industries. In our experience, technically adept (but not necessarily experts in AI personnel) can use  

2 S 03/02/2022 11:16

Our contribuƟon in this paper is the design and implementaƟon of ThunderML. We elaborately discuss how ThunderML expedites the AI  
modeling workflow by giving pracƟƟoners an easier path for doing advanced modeling work leveraging cloud-based plaƞorms for training  
and deployment. We then provide a use case to demonstrate the benefits of ThunderML in pracƟce for a very general and widely  
applicable problem.
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3 S 03/02/2022 11:16

4 S 03/02/2022 11:16

5 S 03/02/2022 11:17

6 S 03/02/2022 11:17

7 S 03/02/2022 11:17

8 S 03/02/2022 11:18

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Building ML Systems  
and applicaƟons\ML System Quality

PDF

Files\\Cats are not fish~ deep learning testing calls for out-of-distribution awareness

No ACM Digital library 0.0071 1

1 S 08/02/2022 12:36

Although recent progress has been made in designing novel tesƟng techniques for DL soŌware, which can detect thousands of errors, the  
current state-of-the-art DL tesƟng techniques usually do not take the distribuƟon of generated test data into consideraƟon. It is therefore  
hard to judge whether the ”idenƟfied errors” are indeed meaningful errors to the DL applicaƟon (i.e., due to quality issues of the model)  
or outliers that cannot be handled by the current model (i.e., due to the lack of training data). Tofill this gap, we take thefi rst step and  
conduct a large scale empirical study, with a total of 451 experiment configuraƟons, 42 deep neural networks (DNNs) and 1.2 million test  
data instances, to invesƟgate and characterize the impact of OOD-awareness on DL tesƟng. We further analyze the consequences when  
DL systems go into producƟon by evaluaƟng the effecƟveness of adversarial retraining with distribuƟon-aware errors. The results confirm  
that introducing data distribuƟon awareness in both tesƟng and enhancement phases outperforms distribuƟon unaware retraining by up  
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Files\\How Teams Communicate about the Quality of ML Models~ A Case Study at an  
InternaƟonal Technology Company

No ACM Digital library 0.0067 1

1 S 07/02/2022 16:29

Our interviews and survey focused on observing what quality means to team members working on ML models and how the quality of ML  
models is communicated within big teams holding different roles. Through our observaƟons, we idenƟfied challenges that team members  
face in perceiving the quality ofmodels and how they tackled. Some teams overcome the challenges in communicaƟng ML models by  
having a middleman, usually a PM or SE, to communicate model quality aspects between model developers and other team members  
who are non-ML experts (e.g., UX designers, legal, sales, etc.). This causes some informaƟon to be lost in translaƟon. As some of our  
parƟcipants reported, involving ML developers in meeƟngs with other team members has proven to be more efficient and fruiƞul to the  
discussion and overall success of a product. In this secƟon, we start by synthesizing and discussing the main challenges in communicaƟng  
the quality ofML models to a wide audience. AŌer that, we discuss best pracƟces in communicaƟng quality through five lenses (who and  
with whom, what, form, and goal). Throughout the discussion, we use the word stakeholders to refer to internal employees who are part  
of the same soŌware organizaƟon but are from different teams, such as UX, legal, sales, etc.

Files\\On misbehaviour and fault tolerance in machine learning systems

No Web of science 0.0272 16

1 S 07/02/2022 10:43

As such, in this paper, the goal is to gather addiƟonal knowledge on fault tolerance soluƟons and beyond, and the pracƟcal applicability  
and reasoning of the soluƟons – which are used and considered useful. We reached out to experienced soŌware architects familiar with  
ML through their work. In this way, we aim to shed light on which design soluƟons are seen as useful by experts, which are not, and which  
need addiƟonal studying, thus answering the lack of research on the funcƟonality of deployed ML models idenƟfied by Zhang et al. [5].

2 S 07/02/2022 10:45

ML tesƟng into offline and online tesƟng. Offline tesƟng is basically ML model validaƟon [15], whereas online tesƟng includes the iniƟal  
tesƟng aŌer model deployment, and the measures taken to ensure correct funcƟonality beyond iniƟal tests, such as monitoring and other  
fault tolerant paƩerns. However, the papers yielded by their search presented mostly offline tesƟng, and very liƩle online tesƟng.

3 S 07/02/2022 10:45

SoluƟon proposals selecƟon The paƩerns chosen are either menƟoned in earlier research  
in the context of ML, presented in materials for tradiƟonal soŌware, or are a modificaƟon of some of these soluƟons which we

4 S 07/02/2022 10:45

Fault-tolerance soluƟon proposals Input checker (used by Jonsson et al. [16]) is a component  
that aims to prohibit such inputs from entering the ML model that could acƟvate the ML model’s faults. Thus, the faults are tolerated by  
limiƟng the potenƟal situaƟons in which they could cause errors.

5 S 07/02/2022 10:45

Output checker (used by Prado et al. [17] and Li et al. [18],  
also known as acceptance test [11]) is a component which detects errors by assessing ML model’s outputs and prevents errors from  
propagaƟng further into other parts of the system.

6 S 07/02/2022 10:46

On misbehaviour ofML systems (RQ1) The menƟoned kinds of misbehaviour were unexpected input-output pairs, poor quality of  
incoming data, and decay of the ML model over Ɵme. The first could be considered the simplest kind of erroneous behaviour: with some  

7 S 07/02/2022 10:46

Misbehaviour is usually the result of faulty implementaƟon,  
misuse of the model’s results, or a poor or buggy model.

8 S 07/02/2022 10:46

On the role offault tolerance in ML soŌware (RQ2) The need for and role of fault tolerance was deemed to be  
contextual and varying. As menƟoned earlier in SecƟon
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9 S 07/02/2022 10:47

PaƩerns used as fault tolerance (RQ3) In this secƟon, we present what the respondents thought  
about the fault tolerance soluƟons as presented in the study

10 S 07/02/2022 10:47

Input checker Input checkers were rarely being used in pracƟce. However,  
there is use for input checkers, when certain condiƟons are met. First of all, hard limits on inputs were seen – at best – as 
an efficient way to prevent poor quality data from entering the model. For example, broken data or data beneath or above some  
threshold can be filtered out. It may be that the model cannot handle null values, or its results may be unreliable if the user – for example  
– has not watched enough videos for a recommendaƟon.

11 S 07/02/2022 10:48

Input distribuƟon observing Input distribuƟon observing was not one of the original study proposiƟons was but, however, menƟoned by  
every respondent. The staƟsƟcs of the inputs are measured over Ɵme, and deviaƟons in the staƟsƟcs either alert the developers, or  
potenƟally lead to some predefined acƟons being taken.

12 S 07/02/2022 10:47

Output checker The respondents considered hard limits on outputs more use-  
ful than their counterparts for inputs. Again, business rules or easily confirmable erroneous outputs with direct consequences to users  
are what set the rules for outputs. For example, business execuƟves might not even approve an autonomous

13 S 07/02/2022 10:48

Output distribuƟon observing Our study proposal of comparing outputs to historical data  
was not triumphant when it concerned single outputs. Instead, monitoring the distribuƟon of outputs in a manner similar to inputs in  
SecƟon 5.3.2 is something that the respondents menƟoned frequently.

14 S 07/02/2022 10:48

Model observers Measuring the resource consumpƟon of the ML model was  
mostly disregarded as a tool for fault tolerance for a ML system, but was considered more as a development tool to indicate non-opƟmal  
soluƟons when building an ML model.

15 S 07/02/2022 10:48

Redundant models Having mulƟple divergent models as recovery blocks to hand  
the inputs over to was seen as somewhat useful as a fall-over approach in case the main model not give any outputs, or if it was possible  
to detect erroneous outputs.

16 S 07/02/2022 10:48

Fall-over opƟons Over the course of the interviews, fall-over procedures were menƟoned by the respondents. EssenƟally, a fall-over  
means what to do when an error is detected. The recovery blocks of the previous subsecƟon fall into this category as well: when an error  
is detected, the input is handed over to another model which acts as a fall-over component.

Files\\On testing machine learning programs

No Web of science 0.0013 1

1 S 07/02/2022 10:21

Dead experimental code paths which happens when code is wriƩen for rapid prototyping to gain quick turnaround Ɵmes by performing  
addiƟonal experiments simply by tweaks and experimental code paths within the main producƟon code.
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Files\\Quality Assurance for AI-Based Systems~ Overview and Challenges (IntroducƟon to  
InteracƟve Session)

No Scopus 0.0454 3

1 S 04/02/2022 14:01

For instance, addiƟonal quality properƟes of AI components and AI-based  
systems have to be taken into account. Zhang et al. [5] consider the following quality properƟes:  
– Correctness refers to the probability that an AI component gets things right. – Model relevance measures how well an AI component fits  
the data. – Robustness refers to the resilience of an AI component towards perturbaƟons. – Security measures the resilience against  
potenƟal harm, danger or loss made via manipulaƟng or illegally accessing AI components.  
– Data privacy refers to the ability of an AI component to preserve private data informaƟon.

2 S 04/02/2022 14:00

3 S 04/02/2022 14:02

we defined the three dimensions arƟfact type (i.e., data, model, framework, and system), process (from isolated to conƟnuous), and  
quality characterisƟcs (with respect to soŌware quality, quality-in-use, and data quality). Furthermore, we elaborated on the key  
challenges of (1) understandability and interpretability of AI models, (2) lack of specificaƟons and defined requirements, (3) need for  
validaƟon data and test input generaƟon, (4) defining expected outcomes as test oracles, (5) accuracy and correctness measures, (6) non-
funcƟonal properƟes of AI-based systems, (7) self-adapƟve and self-learning characterisƟcs, and (8) dynamic and frequently changing  
environments. In order to properly address the challenges raised in this paper and to enable  
high quality AI-based systems, first and foremost, exchange of knowledge and ideas between the SE and the AI community is needed.  
One channel of exchange is educaƟon or training through dedicated courses [29]ormedia[30]. Another one are dedicated venues for  
exchange and discussion of challenges on quality assurance for AI-based systems

Files\\Quality Management of Machine Learning Systems

No Scopus 0.0239 5

1 S 04/02/2022 13:51

The goal of this paper is to provide an overview of such a framework built upon tools and methodology available today and idenƟfy gaps  
for new soŌware engineering research. The focus of this paper is on AI systems implemented using machine learning. A popular ML  
technique is the use of Deep Neural Networks (DNN). This paper uses AI and ML interchangeably.

2 S 04/02/2022 13:52

3 S 04/02/2022 13:56

3.1 Where are the bugs?

4 S 04/02/2022 13:56

3.2 Quality Improvement Tasks for ML systems  
This secƟon describes the suggested tasks to find defects in the arƟfacts described in SecƟon 3.1 and resolve them. These are tradiƟonal  
acƟviƟes modified to reflect the inclusion of the ML component in the applicaƟon. Due to space limitaƟons, reference to any specific  
technique or tool is meant to provide an example, rather than an exhausƟve list. Quality improvement tasks that address the unique  
aspects of assessing ‘Trust’ in ML systems are described in SecƟon 3.3.
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5 S 04/02/2022 13:56

3.3 AI Trust Assessment

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Building ML Systems  
and applicaƟons\MLOps

PDF

Files\\MLOps Challenges in Multi-Organization Setup~ Experiences from Two Real-World Cases

No Scopus 0.0109 1

1 S 07/02/2022 11:27

To improve, we need integraƟon mechanisms for ML/AI, analogous to integraƟon paƩerns in informaƟon systems [10] but applicable at  
the level of AI/ML features, to create mulƟorganizaƟon AI/ML systems. Like with informaƟon systems, there are several challenges that  
need to be tackled, including integraƟon interfaces, scaling, privacy, governance, and so on. In this paper, we focus on integraƟon and  
scaling of  
systems that include ML components. The setup we assume is that of conƟnuous deployment [6], where new versions of the system can  
be rapidly deployed – oŌen referred to DevOps [3], [5] in soŌware development. When also ML components are deployed in a similar  

Files\\Towards MLOps~ A Framework and Maturity Model

No Scopus 0.0469 5

1 S 03/02/2022 10:15

The adopƟon of conƟnuous soŌware engineering pracƟces such as DevOps (Development and OperaƟons) in business operaƟons has  
contributed to significantly shorter soŌware development and deployment cycles. Recently, the term MLOps (Machine Learning  
OperaƟons) has gained increasing interest as a pracƟce that brings together data scienƟsts and operaƟons teams. However, the adopƟon  
of MLOps in pracƟce is sƟll in its infancy and there are few common guidelines on how to effecƟvely integrate it into exisƟng soŌware  
development pracƟces. In this paper, we conduct a systemaƟc literature review and a grey literature review to derive a framework that  
idenƟfies the acƟviƟes involved in the adopƟon of MLOps and the stages in which companies evolve as they become more mature and  
advanced. We validate this framework in three case companies and show how they have managed to adopt and integrate MLOps in their  
large-scale soŌware development companies.

2 S 03/02/2022 10:25

The use of MLOps enables automaƟon, versioning, reproducibility, etc., with successful collaboraƟon of required skills such as data  
engineer, data scienƟst, ML engineer/developer [40] [29]. For example, data scienƟsts must specialize in SE skills such as modularizaƟon,  
tesƟng, versioning, etc. [36]. SupporƟng processes formalized in policies serve as the basis for governance [31] and can be automated to  
ensure soluƟon reliability and compliance [31]. MLOps also support explainability (GDPR regulaƟon [25]) and audit trails [40]

3 S 03/02/2022 10:25

MLOPS FRAMEWORK AND MATURITY MODEL Based on the SLR and the GLR, we derive an MLOps  
framework that idenƟfies the acƟviƟes involved in MLOps adopƟon. Figure 2 depicts the MLOps framework. The enƟre framework is  
divided into three pipelines: a) Data Pipeline b) Modeling Pipeline and c) Release Pipeline.

4 S 03/02/2022 10:25

Based on the SLR and the GLR, we present a maturity model in which we outline four stages in which companies evolve when adopƟng  
MLOps pracƟces. The four stages are a) Automated Data CollecƟon b) Automated Model Deployment c) Semi-automated Model  
Monitoring and d) Fully-automated Model Monitoring. These stages capture key transiƟon points in the adopƟon of MLOps in pracƟce.  
Below, we detail each MLOps stage and precondiƟons for a company to reach this stage.
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5 S 03/02/2022 10:26

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Building ML Systems  
and applicaƟons\pipeline jungles

PDF

Files\\On the Co-evolution of ML Pipelines and Source Code - Empirical Study of DVC Projects

No Web of science 0.0033 1

1 S 04/02/2022 22:59

As such, a new breed of data and model versioning tools  
have appeared to support data engineers and scienƟsts [3]. Popular tools comprise DVC [4], MLFlow [5], Pachyderm [6], ModelDB [7] and  
Quilt Data [8]. They typically combine the ability to specify data and/or model pipelines, with advanced versioning support for  
data/models, and the ability to define and manage model experiments.

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Building ML Systems  
and applicaƟons\Training distributed

PDF

Files\\Bighead~ A Framework-Agnostic, End-to-End Machine Learning Platform

No IEEE 0.0315 2

1 S 08/02/2022 12:56

Many machine learning plaƞorms have been developed at  
various companies. We briefly overview some major works in this secƟon. TFX [3] is an end-to-end machine learning plaƞorm developed  
by Google, which spans from prototyping to producƟon. It exclusively supports TensorFlow [7] as the model framework. Kubeflow [8] is  
also developed at Google, focusing on serving models in Kubernetes. MLflow [4] is developed and open sourced by Databricks. It is  
integrated with several cloud service providers, such as AWS and Azure. H2O [5] is a open source machine learning plaƞorm implemented  
in JVM with API libraries in several languages. Skymind Intelligence Layer [9], built on top of DeepLearning4J, offers model serving and  
scalability in its enterprise ediƟon. Several in-house plaƞorms cover many aspects of the machine learning workflow, such as Uber’s  
Michelangelo [6], Facebook’s FBLearner Flow [10], and Groupon’s Flux [11]. However, these plaƞorms are internal and not yet open  
sourced. Data Robot [12] is a popular proprietary system that offers features for automated machine learning. Several systems like  
Polyaxon [13], Comet [14], and Atalaya [15] provides model serving. Cloud service providers offer systems that enable the building,  
serving, and management of models, including Amazon’s SageMaker [16], MicrosoŌ Azure Machine Learning

2 S 08/02/2022 12:57
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Files\\Ultron-AutoML~ an open-source, distributed, scalable framework for efficient hyper-
parameter opƟmizaƟon

No IEEE 0.0061 1

1 S 03/02/2022 10:07

The framework supports the creaƟon of datapipelines to stream batches of shuffled and augmented data from a distributed file system.  
This comes in handy for t raining Deep Learning models based on self-supervised, semi-supervised or representaƟon learning algorithms  
over large training datasets. We demonstrate the framework’s reliability and efficiency by running a BERT pre-training job over a large  
training corpus using pre-empƟble GPU compute targets. Despite the inherent unreliability of the underlying compute nodes, the  
framework is able to complete such long running jobs at 30% of the cost

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Data Engineering\Data  
cleaning

PDF

Files\\Data Cleaning for Accurate, Fair, and Robust Models~ A Big Data - AI IntegraƟon Approach

No Scopus 0.0644 6

1 S 07/02/2022 23:21

We contend that it is Ɵme to extend the noƟon of data cleaning for modern machine learning needs. We idenƟfy dependencies among  
the data preprocessing techniques and propose MLClean, a unified data cleaning framework that integrates the techniques and helps  
train accurate and fair models. This work is part of a broader trend of Big data – ArƟficial Intelligence

2 S 14/02/2022 14:33

As a running example, suppose we are cleaning a set of  
training examples in Table 1 (small for illustraƟon purposes). This data is not clean in the sense that e2 and e3 refer to the same person  
because their ages are the same and Joe is an abbreviaƟon of Joseph. (In comparison, e4 and e5 are not the same person because they  
have very different ages.) In addiƟon, e6 has an unusually-high age, which can be viewed as an incorrect value. Hence, cleaning this data  
may involve merging e2 and e3 to a single example e23 and fixing or removing e6’s age.

3 S 14/02/2022 14:33

More recently, there are miƟgaƟon techniques for fixing unfairness, which can be done before (pre-processing), during (in-processing), or  
aŌer (post-processing) model training [2]. These techniques typically tradeoff some model accuracy in order to improve model fairness.  
Among them, we focus on the pre-processing approach where the example weights are adjusted (i.e., reweighed [3]) to maximize  
fairness. For example, a simplified reweighing technique for demographic parity is to increase the weights of posiƟvelylabeled examples  
in sensiƟve groups whose raƟo ofweighted posiƟve labels is lower than other groups.

4 S 14/02/2022 14:33

A popular soluƟon is to make the model training more robust. Another approach that is gaining interest is saniƟzing the poisoned data  
before it is used in training. Data poisoning aƩacks have recently become more sophisƟcated [9], and

5 S 14/02/2022 14:29

MLCLEAN  
Since data cleaning, unfairness miƟgaƟon, and data saniƟzaƟon are ulƟmately preprocessing the same dataset, it makes sense to unify  
them. The naïve approach of applying each technique independently in any sequence can be problemaƟc for several reasons. Simply  
ignoring the dependencies between preprocessing techniques may result in incorrect results. For example, ifwe reweigh examples and  
then aƩempt to remove duplicates, then the reweighing may need to be done again to ensure fairness. Moreover, running one operaƟon  
at a Ɵme may have efficiency issues due to redundant operaƟons on the data.  
3.1 Basic Architecture
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6 S 14/02/2022 14:29

Beyond removing duplicates, data cleaning can be any general process like HoloClean [11]. Data saniƟzaƟon can also employ more  
sophisƟcated defenses [9]. Of course, one should carefully analyze the possible interacƟons between each cleaning and saniƟzaƟon  
combinaƟon.

Files\\Data collection and quality challenges for deep learning

No Web of science 0.0031 1

1 S 14/02/2022 14:43

We cover the recent CleanML [8] work, which systemaƟcally studies the impact of data cleaning on the accuracy of the model trained on  
that data.

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Data Engineering\Data  
managment

PDF

Files\\Juneau~ data lake management for Jupyter

No Web of science 0.1325 5

1 S 07/02/2022 15:30

In collaboraƟve seƫngs such as mulƟ-invesƟgator laboratories, data scienƟsts need improved tools to manage not their data records but  
rather their data sets and data products, to facilitate both provenance tracking and data (and code) reuse within their data lakes and file  
systems. We demonstrate the Juneau System, which extends computaƟonal notebook soŌware (Jupyter Notebook) as an instrumentaƟon  
and data management point for overseeing and facilitaƟng improved dataset usage, through capabiliƟes for indexing, searching, and  
recommending “complementary” data sources, previously extracted machine learning features, and addiƟonal training data.

2 S 07/02/2022 15:31

In this demonstraƟon, we present a prototype of JUNEAU system,  
which provides these capabiliƟes. Our demonstraƟon illustrates how indexing, searching, and reusing tabular data are supported for  
tabular, CSV, and relaƟonal datasets. JUNEAU addresses scienƟsts’ need to search for prior tables (and related code) not merely by  
keyword, but by querying using an exisƟng table and its provenance, to find other related tables. Within the Jupyter environment, users  
may select a table (dataframe) and directly search for related tables for different purposes. MoƟvaƟng use cases. We outline the four use  
cases for finding related tables.  
EXAMPLE 1.1 (AUGMENTING TRAINING DATA). OŌen,  
data is captured in mulƟple sessions (perhaps by mulƟple users) using the same sensor device or tool. Given a table from one such  
session, the user may wish to augment his or her data, to form a bigger training or validaƟon set for a machine learning algorithm.  
EXAMPLE 1.2 (LINKING DATA VIA ONTOLOGIES). ParƟcul-  
arly in the life sciences, records in one database may have idenƟfiers (e.g., “accession numbers”) linking to entries in another database or  
ontology. Such entries may transiƟvely reference other entries, and each brings in addiƟonal fields that may be useful. It

3 S 07/02/2022 15:31

EXAMPLE 1.3 (AUGMENTING FEATURES). Another commo-  
n task for data scienƟsts is to find addiƟonal or alternaƟve features for the given data instances that may lead to a beƩer performance.  
Especially in the collaboraƟve seƫng, one data scienƟst may perform a specific feature engineering on a data set, while another may do it  
in a different way. It can be helpful for data scienƟsts to be recommended with other feature engineering possibiliƟes.  
EXAMPLE 1.4 (FINDING WORKFLOWS FOR DATA). Given a  
widely used and related table, a data scienƟst may want to see examples of how the table is loaded or cleaned, what analysis have been  
performed on it, and so on. Generally, this requires us to search for workflows using the table or related tables, potenƟally featuring  
specific operaƟons.
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4 S 07/02/2022 15:32

The JUNEAU System replaces Jupyter Notebook’s back-end and  
extends it user interface. Our back-end “data lake management” subsystem integrates relaƟonal and key-value stores to capture and  
index (1) any external files loaded by the notebooks; (2) intermediate data products produced by computaƟonal steps (cells) within the  
notebooks; (3) versioned cell content and notebook content, as in the right-hand side of Figure 1; (4) indices for rapidly retrieving tables  
and their provenance. We illustrate the basic architecture and funcƟonality in Figure 4.  
As in the exisƟng Jupyter Notebook soŌware, the notebook interface interacts with a kernel (language interpreter) every Ɵme the user  
executes a cell. The cell contents are executed in the kernel, thus updaƟng state in the kernel as well. JUNEAU fetches any new or  
changed tables (dataframes) from the kernel aŌer each step, and it imports and indexes those in the backend. The user may interacƟvely  
select any table within the notebook,  
and query the JUNEAU search engine for other tables already stored and indexed in the data lake which are related to the selected item.  
As we described in the introducƟon, users oŌen want to search for other related tables using an exisƟng table as a model, and possibly  
adding other filter criteria such as author, aƩribute name or content, or the name of a computaƟonal process that was involved in the  
provenance of the search result. The search may not purely be based on whether other tables have a common schema or joinable fields,  
but may also consider similarity of computaƟonal (provenance) steps.

5 S 07/02/2022 15:33

Files\\Shuffler~ A Large Scale Data Management Tool for Machine Learning in Computer Vision

No Scopus 0.1040 6

1 S 04/02/2022 13:07

In this work, we present Shuffler, an open source tool that makes it easy to manage large computer vision datasets. It stores annotaƟons  
in a relaƟonal, human-readable database. Shuffler defines over 40 data handling operaƟons with annotaƟons that are commonly useful in  
supervised learning applied to computer vision and supports some of the most well-known computer vision datasets. Finally, it is easily  
extensible, making the addiƟon of new operaƟons and datasets a task that is fast and easy to accomplish.

2 S 04/02/2022 13:03

3 S 04/02/2022 13:10

In this work, we close this gap by proposing a soŌware tool-  
box, Shuffler, designed specifically for manipulaƟng annotaƟons. It employs widely known relaƟonal databases and the associated SQL  
query language for storing and manipulaƟng annotaƟons. The proposed toolbox is heavily based on SQL and allows to chain mulƟple  
operaƟons in a single command. AnnotaƟons are stored in an relaƟonal database (Sqlite, MySql, ...) with schema designed to cover the  
bulk of the common tasks in computer vision. The proposed soluƟon saƟsfies the following properƟes: • it has basic manipulaƟon tools  
and allows to easily add new funcƟons;  
• annotaƟons are fast to load and to modify and convenient to store;  
• annotaƟons are stored in a human readable format that can be manually edited;  
• it is agnosƟc to the format of how images are stored on disk; • it supports image-level classificaƟon, object detecƟon, semanƟc  
segmentaƟon, and object matching tasks in computer vision.

4 S 14/02/2022 15:49

First, some systems are designed specifically for annotaƟng data  
for Computer Vision applicaƟons. Examples include publicly available LabelMe [17], VGG Image Annotator [7], and CVAT3, as well

5 S 14/02/2022 15:51

as commercial Supervisely4, Playmate5, and Labelbox6. These systems offer sophisƟcated tools for human annotators to label images in  
order to prepare training data for different types of Machine Learning tasks. Though our proposed toolbox, Shuffler, offers basic  
funcƟonality for image labelling, its primary focus is processing the output of such image annotaƟon systems. Second, an important part  
of a Machine Learning pipeline is  
loading and augmenƟng image data. Numerous libraries, including a library from NVIDIA, DALI7, have been proposed for this task. In  
Figure 2, we refer to this part of the pipeline as step 3. In turn, Shuffler is employed on step 2 to prepare a dataset of training data that  
will be further loaded and augmented during training. Next, end-to-end product life-cycle management systems have  
been proposed, such as ModelHub [13], and commercial Allegro8. These systems focus on Machine Learning model management, while  
the goal of Shuffler is to provide instruments to manage training data.
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Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Data Engineering\Data  
Pipeline

PDF

Files\\On testing machine learning programs

No Web of science 0.0050 1

1 S 07/02/2022 10:22

Conceptual issues. One key assumpƟon behind the training process of supervised ML models is that the training dataset, the validaƟon  
dataset, and the tesƟng dataset, which are sampled from manually labeled data, are representaƟve samples of the underlying problem.  
Following the concept of Empirical Risk MinimizaƟon (ERM), the opƟmizer allows finding the fiƩed model that minimizes the empirical  
risk; which is the loss computed over the training data assuming that it is a representaƟve sample of the target distribuƟon. The empirical  
risk can correctly approximates the true risk only if the training data distribuƟon is a good approximaƟon of the true data distribuƟon  
(which is oŌen out of reach in real-world scenarios). The size of the training dataset has an impact on the approximaƟon goodness of the  

Files\\On the Co-evolution of ML Pipelines and Source Code - Empirical Study of DVC Projects

No Web of science 0.0033 1

1 S 04/02/2022 22:59

As such, a new breed of data and model versioning tools  
have appeared to support data engineers and scienƟsts [3]. Popular tools comprise DVC [4], MLFlow [5], Pachyderm [6], ModelDB [7] and  
Quilt Data [8]. They typically combine the ability to specify data and/or model pipelines, with advanced versioning support for  
data/models, and the ability to define and manage model experiments.

Files\\Ultron-AutoML~ an open-source, distributed, scalable framework for efficient hyper-
parameter opƟmizaƟon

No IEEE 0.0061 1

1 S 03/02/2022 10:06

The framework supports the creaƟon of datapipelines to stream batches of shuffled and augmented data from a distributed file system.  
This comes in handy for t raining Deep Learning models based on self-supervised, semi-supervised or representaƟon learning algorithms  
over large training datasets. We demonstrate the framework’s reliability and efficiency by running a BERT pre-training job over a large  
training corpus using pre-empƟble GPU compute targets. Despite the inherent unreliability of the underlying compute nodes, the  
framework is able to complete such long running jobs at 30% of the cost
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Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\Data Engineering\Data  
preprocessing

PDF

Files\\A hybrid method for missing value imputation

No ACM Digital library 0.0568 5

1 S 11/02/2022 13:00

A widely used imputaƟon method that can be found in libraries of the most noted staƟsƟcal and Machine Learning suites is IRMI. In this  
work, we propose a variant of IRMI in order to maintain the advantages of this famous imputaƟon method, while outperforming its  
tradiƟonal variant used in many Machine Learning soŌware tools. To achieve this, the benefits of boosƟng as well as decision tree theory  
are exploiƟng. To test the efficiency of our method, a series of experiments over 30 datasets was executed, measuring the classificaƟon  
accuracy of the proposed method to prove that outperforms its rivals, which include classic, as well as more sophisƟcated imputaƟon  
strategies. Finally, the results of our study are provided, along with the conclusions that arise from them.

2 S 11/02/2022 13:03

The purpose of this work is to propose an efficient imputaƟon method for missing values based on the well-known IRMI imputaƟon  
strategy, which stands for IteraƟve Robust Modelbased ImputaƟon. As implies its name, the idea behind this algorithm is quite simple. To  
provide an esƟmaƟon of a missing data value, IRMI uses the missing value as a target value and the remaining variables as regressors.  
This way, the enƟre dataset is used as a mulƟvariate model whose final predicƟon is the computaƟon of an esƟmaƟon of the iniƟal  
missing value. IRMI was iniƟally introduced and described in [28] as an improvement of IVEWARE algorithm [23], while here is provided  
only a brief descripƟon of its funcƟon. The first step of the IRMI algorithm consists of an  
iniƟalizaƟon of all missing values in the dataset, by using a simple imputaƟon method, like k-nearest neighbors. Then the variables are  
sorted concerning the iniƟal number of missing values exisƟng in them. AŌer that, a two-step iteraƟve procedure takes place consisƟng of  
two nested loops. In every iteraƟon of the inner loop, the missing values of one variable are updated, starƟng with the one that contains  
the greater amount of missing informaƟon, and moving towards the one which contains the less. In order to achieve this, the cells of the  
considering variable are split into two subsets: one that contains the cells with iniƟally unknown values and a second, which contains the  

3 S 11/02/2022 13:03

In the presentaƟon of IRMI direcƟon guidelines are given  
about methods that can be used according to the type of the target variable. Considering conƟnuous and categorical values, in classic  
IRMI a selecƟon of a robust regression model (LogisƟc algorithm is preferred usually in IRMS’s soŌware implementaƟons) and Linear  
Regression are suggested respecƟvely. Our proposed method differenƟates in this part, using:  
  M5P regression trees [22] for impuƟng numeric values.  
a boosƟng learner, Logitboost [10] [25], in charge of impuƟng categorical values, and

4 S 11/02/2022 13:03

5 S 11/02/2022 13:04

Learners that are not staƟsƟcally independent are connected with bold horizontal lines, while staƟsƟcally independent learners are not  
connected. In all six cases, the proposed method was staƟsƟcally independent, as can easily be assumed by the provided CD plots.  
According to the results provided by compuƟng the accuracy metric and the staƟsƟcal test that followed, it is almost safe to conclude that  
our method outperforms its rivals in all six scenarios, not only by achieving high accuracy but also proving its staƟsƟcal independence  
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Files\\An Empirical Study of the Impact of Data Spliƫng Decisions on the Performance of AIOps  
SoluƟons

No Google Scholar 0.0451 16

1 S 10/02/2022 11:00

The contribuƟons of this arƟcle are:  
(1) This is the first work that assesses the performance impact ofvarious data spliƫng decisions on AIOps soluƟons. The findings and the  
proposed techniques in this arƟcle can be useful to machine learning engineers or soŌware engineering researchers interested in  
improving the quality and maintainability of AIOps soluƟons.  
(2) Our results show that problems such as data leakage (caused by decisions during model training and evaluaƟon) and concept driŌ  
(caused by the evoluƟon of data) can easily appear in AIOps soluƟons ifnot being careful while deciding on various data spliƫng  
strategies. Such problems may severely impact the performance ofAIOps soluƟons while being deployed in the field.  
(3) To miƟgate the risks of the various problems arising from data spliƫng decisions, we also proposed suggested techniques and  
demonstrated their effecƟveness in our case studies. In parƟcular, we observe that using a Ɵme-based spliƫng of training and validaƟon  
datasets can reduce data leakage and provide a more reliable evaluaƟon. We also observe that periodically updaƟng AIOps models can  
help miƟgate the impact of concept driŌ, while the frequency of model updaƟng should be cauƟously considered.

2 S 15/02/2022 11:43

Prior work proposed many AIOps soluƟons to address various problems in the operaƟons of largescale soŌware and systems, such as  
incident predicƟon [5, 16, 24, 49, 51, 57, 70, 89], anomaly detecƟon [31, 50], Ɵcket management [90, 91], issue diagnosis [55], and self  
healing [18, 19, 52, 53]. For example, Lin et al. [51]and Li et al.[49] leverage temporal data (e.g., CPU and memory uƟlizaƟon metrics,  
alerts), spaƟal data (e.g., rack locaƟons), and config data (e.g., memory size) to predict node failures in large-scale cloud compuƟng  
plaƞorms. El-Sayed et al. [24] and Rosa et al. [70] learned from the trace data to predict job failures in the Google cloud compuƟng  
plaƞorm. Botezatu et al. [5], Mahdisoltani et al. [57], andXuetal. [89] leveraged disk-level sensor data and systemlevel events to predict  
disk failures in operaƟons of large-scale cloud plaƞorms. As illustrated in Figure 1, ML modeling, in parƟcular, supervised learning, in the  
context of AIOps usually faces three data spliƫng-related challenges: the imbalanced data challenge in model training, the data leakage  
challenge in model training and evaluaƟon, and the concept driŌ challenge in model maintenance. Table 1 and Table 2 list prior AIOps  
work that leverages supervised learning and unsupervised learning techniques, respecƟvely. For the works using supervised learning, we  
summarize how they handle the three challenges in different ML modeling phases. Below, we discuss prior AIOps soluƟons that rely  

3 S 10/02/2022 11:02

Handling imbalanced data. OperaƟon data is oŌen very imbalanced [5, 24, 49, 51, 57].  
Therefore, AIOps soluƟons usually apply data rebalancing techniques (e.g., over-sampling, undersampling, SMOTE, ROSE) to make the  
modeled classes more balanced and produce more accurate models [44, 80]. For example, Botezatu et al. [5] and Mahdisoltani et al. [57]  
use under-sampling approaches (i.e., randomly reducing the samples of the majority class) to balance the samples of failed disks and  
normal disks in their tasks of disk failure predicƟon. El-Sayed et al. [24]use an over-sampling approach (i.e., making random duplicaƟon  
oŌhe minority class) to balance the samples offailed jobs and normally terminated jobs in their tasks ołob failure predicƟon. Xu et al. [89]  
and Chen et al. [16] use the SMOTE over-sampling approach [13] to balance their classes in the tasks of disk failure predicƟon and service  
outage predicƟon, respecƟvely. This work does not explore the impact of data rebalancing techniques on AIOps soluƟons, as  
data rebalancing has been extensively discussed in prior work (e.g., References [49, 51, 80]). Instead, we use an under-sampling approach  
to balance the classes in both our studied datasets, as done in Botezatu et al. [5] and Mahdisoltani et al. [57].

4 S 10/02/2022 11:03

Handling data leakage. Prior studies [5, 24, 57, 66] usually randomly split the dataset into a  
training set and a validaƟon set. For example, El-Sayed et al. [24] randomly split the whole Google cluster trace dataset [88] into 70%  
training data and 30% validaƟon data. Botezatu et al. [5]and Mahdisoltani et al. [57] randomly split the Backblaze disk stats dataset into  
80% training data and 20% validaƟon data, and 75% training data and 25% validaƟon data, respecƟvely. In comparison, some prior studies  
use a Ɵme-based approach to split training and validaƟon data, which ensures that the training data always occurs before the validaƟon  
data [49, 51, 71, 89]. In this work, we analyze the existence of data leakage in the studied operaƟon datasets (RQ1).  
Then, we evaluate the impact of using a Ɵme-based spliƫng (i.e., considering the temporal order in the data) instead of random spliƫng  
on model evaluaƟon (RQ2).

5 S 10/02/2022 11:04
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6 S 10/02/2022 11:05

The different model evaluaƟon scenarios are illustrated in Figure 3 and detailed below. • Baseline spliƫng:We use a baseline spliƫng  
strategy that trains a model using all the past data before predicƟng each data sample, which intuiƟvely should yield beƩer performance  
than other valid spliƫng strategies. Prior work [48] uses a similar approach to evaluate the performance of predicƟng log changes.  
Specifically, we first randomly choose N samples as the tesƟng data. For each tesƟng sample, we build a model with all available samples  
(i.e., samples that have finished before the tesƟng sample) and test the model on the current tesƟng sample. We then combine the  
predicƟon results of all the tesƟng samples to calculate the performance. For the Google cluster trace data, we set N as 15,000; for the  
Backblaze disk stats data, we set N as 150,000. We choose these values to ensure that we have enough samples from the minority  
classes.  
• Random spliƫng: In this scenario, we first randomly split the data into a training set and a validaƟon set, then we train a model using  
the training set and evaluate the model on the validaƟon set. We consider five training/validaƟon split raƟos that range from 50%/50% to  
90%/10%.  
• Time-based spliƫng: In this scenario, we split the data into the training set and tesƟng set based on the temporal order, then we train a  
model using the training set and evaluate the model on the validaƟon set. We also consider the five training/validaƟon split raƟos that  

7 S 10/02/2022 11:05

Data leakage could exist in AIOps soluƟons that use a random spliƫng of training and validaƟon datasets, as random spliƫng achieves a  
higher model performance than the baseline spliƫng strategy that leverages all the available past data. We observe that, overall, models  
that are trained and evaluated on a random spliƫng have a higher performance than the baseline spliƫng, which indicates that the  
random spliƫng could lead to over-esƟmaƟon ofmodel performance than the baseline spliƫng

8 S 10/02/2022 11:05

Random splitting of training and validation datasets has higher performance than time-based splitting. We observe

9 S 15/02/2022 11:41

Randomly spliƫng operaƟon data for the training and validaƟon of a model may cause data leakage problems in AIOps soluƟons that  
impact a model’s realisƟc evaluaƟon.

10 S 10/02/2022 11:07

The Ɵme-based spliƫng strategy shows a more consistent performance between the validaƟon and the unseen tesƟng datasets  
compared to random spliƫng. Figure 7 and Figure 8 show the performance of the models that are trained and evaluated using different  
data spliƫng strategies and spliƫng raƟos. Under a random spliƫng, the evaluatedmodel performance (i.e., on the validaƟon dataset) is  
less consistent with the performance of the same model on the unseen tesƟng dataset;

11 S 10/02/2022 11:06

12 S 10/02/2022 11:07

The Ɵme-based spliƫng strategy provides a more realisƟc evaluaƟon of an AIOps  
model when it is retrained on all the available data and applied to future unseen data. The esƟmated performance of a model (obtained  
on the validaƟon dataset) is closer to the

13 S 10/02/2022 11:07

While prior work relies on the random spliƫng of training and validaƟon sets, their reported performance on the validaƟon set could be  
higher than on the unseen tesƟng data, which is a biased evaluaƟon. The bias is parƟcularly larger when specific models (e.g., CART) or a  
very large spliƫng raƟo (e.g., 90%/10%) is used. On the contrary, the Ɵmebased spliƫng is more appropriate for AIOps model evaluaƟon,  
since it produces more consistent performance between the validaƟon and unseen tesƟng data.

14 S 10/02/2022 11:07

Concept driŌ exists in the operaƟon data. Figure 12 describes the concept driŌ in different  
Ɵme periods of the studied datasets. We observe that many of the Ɵme periods show a concept driŌ from its previous period. For  
example, on the Google dataset, the RF, NN, and CART models indicate that 70% (19 out of 27) Ɵme periods exhibit concept driŌ, and the  
CART and SVM indicate 18 and 17 periods with concept driŌ, respecƟvely. On the Backblaze dataset, the CART model shows that all 11  
Ɵme periods have concept driŌ from the previous Ɵme periods, while the other four models (i.e., RF, NN, RGF, SVM

15 S 10/02/2022 11:07

Concept driŌ exists in the operaƟon data, which can be explained by the fact that the relaƟonship between the variables in the operaƟon  
data evolves over Ɵme. PracƟƟoners and researchers should proacƟvely detect and address the problem ofconcept driŌ in their AIOps  
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16 S 10/02/2022 11:08

Due to the existence of concept driŌ, AIOps models should be updated periodically, as periodically updated models outperform staƟonary  
models. In general, increasing the frequency of updaƟng AIOps models can lead to beƩer performance while increasing the modeling  
cost. However, the performance benefit and modeling cost of increasing the update frequency show very different trends across models  
and datasets.

Files\\High Performance Data Engineering Everywhere

No IEEE 0.1055 8

1 S 07/02/2022 16:39

We discuss Cylon’s architecture in detail, and reveal how it can be imported as a library to exisƟng applicaƟons or operate as a standalone  
framework. IniƟal experiments show that Cylon enhances popular tools such as Apache Spark and Dask with major performance  
improvements for key operaƟons and beƩer component linkages. Finally, we show how its design enables Cylon to be used cross-plaƞorm  
with minimum overhead, which includes popular AI tools such as PyTorch, Tensorflow, and Jupyter notebooks.

2 S 07/02/2022 16:39

One important quesƟon is whether those exisƟng Big Data  
frameworks uƟlize the full potenƟal of the compuƟng power and parallelism available to process data. Both Big Data and AI/ML  
applicaƟons spend a goodly amount of Ɵme preprocessing data. Minimizing the pre-processing Ɵme clearly increases the throughput of  
these applicaƟons. ProducƟvity is another important aspect of such frameworks. Most available data analyƟcs tools are implemented  
using a rapid programming language such as Java, Python or R. This allows data engineers to develop applicaƟons without diverging into  
the details of complex distributed data processing algorithms. SƟll, we rarely see these two aspects (high performance and producƟvity)  
meet each other in the exisƟng Big Data frameworks [5]. We have also seen the world increasingly moving towards user-friendly  
frameworks such as NumPy [6], Python Pandas [7] or Dask [8]. Big Data frameworks have been trying to match this by providing similar  
APIs (for example, PySpark, Dask-Distributed). But this comes at the cost of performance owing to the overheads that arise from  

3 S 07/02/2022 16:40

We believe that a data processing framework focused on  
high performance and producƟvity would provide a more robust and efficient data engineering pipeline. In this paper we introduce Cylon:  
a high-performance, MPI (Message Passing Interface)-based distributed memory data parallel library for processing structured data. Cylon  
implements a set of relaƟonal operators to process data. While ”Core Cylon” is implemented using system level C/C++, mulƟple language  
interfaces (Python and Java (R in future)) are provided to seamlessly integrate with exisƟng applicaƟons, enabling both data and AI/ML  
engineers to invoke data processing operators in a familiar programming language. Large-scale ETL operaƟons most commonly involve  
map- 
ping data to distributed relaƟons and applying queries on them. There are distributed table APIs implemented on top of Big Data  

4 S 07/02/2022 16:40

Cylon1 is a data engineering toolkit designed to work with  
AI/ML systems and integrate with data processing systems. This vision is highlighted in Figure 1 where Cylon is shown to support common  
data structures and systems. It can be deployed either as a library or a framework. Big Data systems like Apache Spark, Apache Flink and  
Twister2 [2] can use Cylon to boost the performance in the ETL pipeline. For AI/ML systems like PyTorch [12], Tensorflow [13] and MXNet  
[14], it acts as a library to enhance ETL performance. AddiƟonally, Cylon is being expanded to perform as a generic framework for  
supporƟng ETL and efficient distributed modeling of AI/ML workloads. Cylon currently provides a set of distributed data-parallel  
operators to extract, transform and load structured relaƟonal data. These operators are exposed as APIs in mulƟple programming  
languages (e.g., C++, Python, Java) that are commonly used in Machine Learning and ArƟficial Intelligence plaƞorms, enabling Ɵght  
integraƟon with them. When an operator is invoked in any of these plaƞorms, that invocaƟon is delegated to the ”Core Cylon”  
framework, which implements the actual logic to perform the operaƟon in a distributed seƫng.

5 S 07/02/2022 16:41
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One of the main goals of Cylon is to be a versaƟle library  
which facilitates data processing as a funcƟon (DPAF) and thus provide efficient data engineering across different systems. When working  
over mulƟple systems, data representaƟon and conversion is a key factor affecƟng performance and interoperability. Cylon internally uses  
Apache Arrow data structure, which is supported by many other frameworks such as Apache Spark, TensorFlow, and PyTorch. Apache  
Arrow can be converted into other popular data structures such as NumPy and Pandas efficiently. In addiƟon our core data structures can  
work with zero copy across languages. For example, when Cylon creates a table in CPP, it is available to the Python or Java interface  
without need for data copying. Cylon C++ kernels efficiently support data loading and data processing. These funcƟons can be used either  
in distributed or local seƫng. Most of the deep learning libraries like PyTorch, Tensorflow and MXNet are designed on top of such high  
performance kernels. Cylon APIs are made available to the user in a similar manner. Such designs lead to lower fricƟons in system  
integraƟon. With these design principles, we envision the following scenarios where Cylon could work with other systems to create rich  

7 S 07/02/2022 16:41

8 S 07/02/2022 16:42

C. Cylon, Spark vs. Dask Figure 9 (a) shows a strong scaling wall-clock Ɵme com-  
parison between Cylon, Spark and Dask. The same strong scaling setup for Inner-Joins was used in this comparison. When comparing with  
Dask and Spark, Cylon performs beƩer than them on the wall-clock Ɵme. For this 200 million line join, it scales beƩer than both of the  
other frameworks. It should be noted that Dask failed to complete for the world sizes 1 and 2, even when doubling the resources. It  
conƟnued to fail even with the factory LocalCluster seƫngs, with higher memory. Cylon shows beƩer strong scaling, reaching a higher in-  
dividual speedup. As shown in Table II for a single worker (serial) Inner-joins, Cylon Hash, Cylon Sort, and Spark took 141s, 164s and 587s  
respecƟvely. For Union, Cylon and Spark took 34s and 75s respecƟvely. Thus not only does Cylon show beƩer scaling, it achieves a  
superior wall-clock speed up because its serial case wall-clock Ɵme is an improvement on Spark. Figure 9 (b) shows the results for the  
Union (DisƟnct) operaƟon. Unfortunately Dask (as of its latest release) does not have a direct API for distributed Union operaƟon. As a  
result the comparison is limited to Spark and Cylon. As the graph depicts, Cylon performs beƩer than Spark, with more than 2x beƩer  

Files\\Inspector gadget~ a data programming-based labeling system for industrial images

No Web of science 0.0611 7

1 S 07/02/2022 15:43

In this work, we expand the horizon of data programming by directly applying it to images without this conversion, which is a common  
scenario for industrial applicaƟons. We propose Inspector Gadget, an image labeling system that combines crowdsourcing, data  
augmentaƟon, and data programming to produce weak labels at scale for image classificaƟon. We perform experiments on real industrial  
image datasets and show that Inspector Gadget obtains beƩer performance than other weak-labeling techniques: Snuba, GOGGLES, and  
self-learning baselines using convoluƟonal neural networks (CNNs) without pre-training.

2 S 07/02/2022 15:44

A convenƟonal soluƟon is to collect enough labels manually  
and train say a convoluƟonal neural network on the training data. However, fully relying on crowdsourcing for image labeling can be too  
expensive. In our applicaƟon, we have heard of domain experts demanding six-figure salaries, which makes it infeasible to simply ask  
them to label images. In addiƟon, relying on general crowdsourcing plaƞorms like Amazon Mechanical Turk may not guarantee high-
enough labeling quality.

3 S 07/02/2022 15:45

So far, data programming has been shown to be effecƟve in  
finding various relaƟonships in text and structured data [29]. Data programming has also been successfully applied to images where they  
are usually converted to structured data beforehand [41, 43]. However, this conversion limits the applicability of data programming. As an  
alternaƟve approach, GOGGLES [9] demonstrates that, on images, automaƟc approaches using pre-trained models may be more  
effecƟve. Here the idea is to extract semanƟc prototypes of images using the pre-trained model and then cluster and label the images  
using the prototypes. However, GOGGLES also has limitaƟons (see SecƟon 6.2), and it is not clear if it is the only soluƟon for generaƟng  
training data for image classificaƟon.
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We thus propose Inspector Gadget, which opens up a new class  
of problems for data programming by enabling direct image labeling at scale without the need to convert to structured data using a  
combinaƟon of crowdsourcing, data augmentaƟon, and data programming techniques. Inspector Gadget provides a crowdsourcing  
workflow where workers idenƟfy paƩerns that indicate defects. Here we make the tasks easy enough for non-experts to contribute. These  
paƩerns are augmented using general adversarial networks (GANs) [13] and policies [7]. Each paƩern effecƟvely becomes a labeling  
funcƟon by being matched with other images. The similariƟes are then used as features to train a mulƟ-layer perceptron (MLP), which  
generates weak labels. In our experiments, Inspector Gadget performs beƩer overall  
than state-of-the-art methods: Snuba, GOGGLES, and self-learning baselines that use CNNs (VGG-19 [36] and MobileNetV2 [33]) without  
pre-training. We release our code as a community resource [1]. In the rest of the paper, we present the following:  
• The architecture of Inspector Gadget (SecƟon 2). • The component details of Inspector Gadget: • Crowdsourcing workflow for helping  
workers idenƟfy paƩerns (SecƟon 3).  
• PaƩern augmenter for expanding the paƩerns using GANs and policies (SecƟon 4).  
• Feature generator and labeler for generaƟng similarity features and producing weak labels (SecƟon 5).  
• Experimental results where Inspector Gadget outperforms other image labeling techniques – Snuba, GOGGLES, and self-learning  
baselines using CNNs  where there are few or no labels to start with (SecƟon 6).

5 S 07/02/2022 15:45

6 S 07/02/2022 15:45

7 S 07/02/2022 15:46
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While several problems in exisƟng data validaƟon tools can  
be idenƟfied, including implementaƟon errors and decoupling from data cleaning capabiliƟes [13], much focus is on the implementaƟons  
of these different tools [2, 11, 3, 5]. There is limited reporƟng on the experiences of adopƟng the data validaƟon process. The experiences  
are especially useful for teams that are in the early stages of deploying to producƟon ML-enabled soŌware systems. AdopƟng the data  
validaƟon process and tool demands huge engineering resources for development and maintenance [5]. Furthermore, there are no well-
established guidelines for establishing a data validaƟon

2 S 04/02/2022 22:36

Deequ is a tool developed by Amazon Research for automaƟng data quality verificaƟon. Deequ allows its users to define ‘unit tests’ for  
data and combines common quality constraints with user-defined validaƟon code [3]. To perform data validaƟon, the tool relies on  
declaraƟve user-defined checks on the dataset, for example, isComplete and isUnique checks. The declaraƟve user-defined checks are  
converted into computaƟons of metrics on data, e.g. different staƟsƟcal analysis, that can be used to evaluate constraints. AŌer execuƟng  
data quality verificaƟon, the tool reports constraints that succeeded and failed, including informaƟon of the computed metric. Although  
Deequ provides overall data quality report, the tool does not fetch individual records that did not succeed the validaƟons. At Google, the  
TensorFlow data validaƟon tool [2] is used  
to validate trillions of training and serving examples per day. To perform data validaƟon, the tool relies on a data schema
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Finally, Data SenƟnel [5] is a data validaƟon plaƞorm  
developed at LinkedIn. To perform data validaƟon, users use a well-structured configuraƟon file to specify data checks that are desired for  
specific features. This simplifies the need to write and maintain data checking code. For a given dataset, Data SenƟnel computes staƟsƟcal  
summaries of the specified features and evaluates the asserƟons. Eventually, the summaries and validaƟon results are recorded into a  
dataset profile and validaƟon report. Overall, studies do not provide experiences of adopƟng  
a data validaƟon process and tool by development different teams. The tools presented are also developed by dedicated teams in large  
companies with several years of experience in deploying to producƟon several ML projects. The few studies that share experiences show  
slow and poor early adopƟon with several development iteraƟons [5]. For companies that are in the early stages of deploying ML  
components to producƟon and from the embedded domain, learning from these experiences is important to help systemaƟze the  
adopƟon with minimum resources. This is because the data validaƟon process and tools consume huge amounts of engineering resources  

4 S 04/02/2022 22:37

5 S 04/02/2022 22:38

IV. RESULTS This secƟon discusses experiences of adopƟng a data  
validaƟon process and tool for ML projects by data science teams at a large soŌware-intensive company in telecommunicaƟon domain.  
The experiences are shaped in form of Best PracƟces, Benefits and Barriers of adopƟng data validaƟon in ML projects.  
A. Best PracƟces (RQ1)  
Best pracƟces of adopƟng a data validaƟon process and tool for ML projects are classified in three groups: 1) defining data quality tests, 2)  
providing acƟonable feedback, and 3) treaƟng data errors with similar rigor as code.  
Results

6 S 04/02/2022 22:38

1) Defining data quality tests: a data validaƟon process for  
ML projects requires having an overview of the level of data (feature, dataset, cross-dataset, data stream) at which

7 S 04/02/2022 22:39

2) Providing acƟonable feedback: communicaƟng the out-  
put results of data validaƟon in terms of warnings and validaƟon report requires a careful design decision of what and

8 S 04/02/2022 22:39

3) TreaƟng data errors with similar rigor as code: similar  
to soŌware bugs, data errors should be documented, tracked and resolved. Like soŌware unit tests that try to test atomic components in  
codebase, data validaƟon tests allow designers to quanƟfy the performance of ML models adhering to some specific properƟes found in  
ML training datasets. Therefore, structuring data validaƟon tests around the properƟes of data that the ML model expects to acquire  
serves as one such approach. In our study, collaboraƟve work, which is important in ML projects,

9 S 04/02/2022 22:39

B. Benefits (RQ2) The benefits of adopƟng data validaƟon process and tool  
for ML projects include: 1) minimizaƟon of manual effort in data preparaƟon; 2) early idenƟficaƟon of data errors; 3) a tesƟng approach  
to ML enabled soŌware systems.

10 S 04/02/2022 22:40

V. DATA VALIDATION FRAMEWORK (DVF) Based on the experiences, we propose a data validaƟon  
framework (DVF) shown in Figure 2 that systemaƟzes the adopƟon of data validaƟon in ML projects. We group important aspects in the  
DVF into: A) validaƟon process, B) validaƟon artefacts, C) data validaƟon types, D) data validaƟon tool setup, and E) feedback and  
miƟgaƟon strategy.

11 S 04/02/2022 22:40
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As such, a new breed of data and model versioning tools  
have appeared to support data engineers and scienƟsts [3]. Popular tools comprise DVC [4], MLFlow [5], Pachyderm [6], ModelDB [7] and  
Quilt Data [8]. They typically combine the ability to specify data and/or model pipelines, with advanced versioning support for  
data/models, and the ability to define and manage model experiments.

2 S 04/02/2022 23:04

~ 
Despite ML versioning being a young pracƟce in open source repositories, 71.4% of the studied projects use at least two oŌhe main  
DVCfeatures, i.e., data versioning and pipelines. More than half of the DVC files within projects past the experimentaƟon stage are  
frequently changed, suggesƟng non-negligible maintenance effort for pracƟƟoners.

3 S 04/02/2022 23:04

Although there is low commit-level coupling amongst the DVC files ofa project, most coupling observed with dvcuƟliƟes and soŌware  
arƟfacts are automated by DVC. On the contrary, DVC files and soŌware arƟfacts such as tests and data files are rarely changed together  
at the commit-level.

4 S 04/02/2022 23:05

Coupling between DVC and soŌware arƟfacts are much stronger than would be expected by chance, with one out of four PRs changing  
source code, and one out of two PRs changing tests, requiring changes to pipeline files.

5 S 04/02/2022 23:05

VII. ImplicaƟons of our findings  
ImplicaƟons to ML applicaƟon developers.

6 S 04/02/2022 23:06

Implications to ML versioning tool developers/companies.

7 S 04/02/2022 23:06

Implications to Researchers.
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The development ofarƟ cial intelligence, e. g., for Computer Vision, through supervised learning requires the input of large amounts of  
annotated or labeled data objects as training data. The creaƟon of high-quality training data is usually done manually which can be  
repeƟƟve and Ɵring. Gami caƟon, the use of game elements in a non-game context, is one method to make tedious tasks more  
interesƟng. This paper proposes a mulƟ-step process for gamifying the manual creaƟon of training data for machine learning purposes.  
We choose a user-adapted approach based on the results ofa preceding user study with the target group (employees of an AI soŌware  
development company) which helped us to idenƟfy annotaƟon use cases and the users’ player characterisƟcs. The resulƟng concept  
includes levels of increasing di culty, tutorials, progress indicators and a narraƟve built around a robot character which at the same Ɵme  

2 S 10/02/2022 12:06

The creaƟon of necessary labels is usually performed with the aid of humans. Due to the necessary amount of training data the creaƟon  
process is typically highly repeƟƟve and quickly turns into a rather unexciƟng, demoƟvaƟng task for the annotator.  

3 S 10/02/2022 12:06

for certain psychological outcomes such as moƟvaƟon, enjoyment, and  ow. Previous research shows that a gami ed environment for  
data annotaƟon has the potenƟal to increase user engagement and graƟ caƟon [12]. Improved user experience is a goal ofgami caƟon, 
as are increased parƟcipaƟon, the aƩracƟon of a younger audience, opƟmizaƟon ofwork ows and increased engagement of users, as well  
as immediate feedback for the users on their performance [23]. Gami caƟon of company workplaces has just recently gained  
in importance – not only for the training but also to encourage employees in their daily work rouƟne. A tool with well-designed game  
elements at the workplace can keep employees moƟvated to perform their tasks [16]. This paper presents the results ofour work aiming  
at integraƟng game elements into an exisƟng annotaƟon tool for the creaƟon of training data at the AI product company AI4BD 1. We  
describe our mulƟ-step development process, thereby laying the foundaƟon for future user studies to invesƟgate the e ect of the  

4 S 10/02/2022 12:07

GamificaƟon in video labeling. A game for video annotaƟon was designed in [21]. They thought out three di erent game approaches: a  
label vote game, an enƟty annotaƟon where users were asked to assign a certain category to a video segment, a click game, where users  
had to locate a certain object inside the video and click on it, and a bounding box game, which asked users to draw a box around a speci c 
object. The last one was implemented and evaluated with the aid of 20

5 S 10/02/2022 12:07

2.2.2 Tags You Don’t Forget: GamifiedTagging ofPersonal Images. Another approach was created by [20] whose scope was the creaƟon of  
a game, used to annotate personal photos. Two mobile applicaƟons were developed (one single, one mulƟplayer) and evaluated as well  
as compared to a simple tagging app without any gami caƟon.

6 S 10/02/2022 12:07

2.2.3 Crowdsourcing. Lastly, we analyzed crowdsourcing tools, which oŌen include game elements to engage users. Google Crowdsource  
[11] is a desktop plaƞorm as well as a mobile app, which makes use of humans to improve Google tools such as Google Photos or Google  
Translate and can be used by anyone who has a Google account.

Files\\Towards Building Robust DNN ApplicaƟons~ An Industrial Case Study of EvoluƟonary Data  
AugmentaƟon

No IEEE 0.0818 5

1 S 11/02/2022 14:40

We evaluate data augmentaƟon techniques in image classificaƟon and object detecƟon tasks using an industrial in-house graphical user  
interface dataset. As the results indicate, the geneƟc algorithm-based data augmentaƟon technique outperforms two random-based  
methods in terms of the robustness of the image classificaƟon model. In addiƟon, through this evaluaƟon and interviews with the  
developers, we learned following two lessons: data augmentaƟon techniques should (1) maintain the training speed to avoid slowing the  
development and (2) include extensibility for a variety of tasks.
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2 S 11/02/2022 14:40

The Worst oŅ approach chooses a transformaƟon having the largest value for its loss funcƟon among k randomly selected  
transformaƟons in the training loop. Gao et al. proposed a search-based method called Sensei, which finds an effecƟve transformaƟon  
with a geneƟc algorithm [4]. Their evaluaƟon reported that Sensei achieves a higher effecƟveness than the Random and Worst oŅ  
approaches in maximizing the robustness of the image

3 S 11/02/2022 14:41

The major findings in our research are as follows.  
• DA techniques can improve the robustness of a model in image classificaƟon tasks by up to 0.73 pts for industrial GUI datasets. In  
parƟcular, Sensei improves the robustness of the model by nearly 0.09 pts compared to the other techniques.  
• There are many challenges in applying DA techniques to object detecƟon tasks (e.g., some realisƟc variaƟons for image classificaƟon  
incorrectly exclude the bounding boxes); they are highlighted in this study.  
• Through feedback from developers, we idenƟfied two types of demand for a DA technique: (1) maintaining the training speed to avoid  
slowing the system development and (2) the extensibility for a variety of tasks (e.g., an anomaly detecƟon

4 S 11/02/2022 14:41

For the image classificaƟon task, theWorst oŅ and Sensei methods achieved a beƩer robustness for the image classificaƟon model than  
the Random approach. Therefore, we can answer ‘yes’ to RQ1 and confirm the effecƟveness of the Worst oŅ and Sensei approaches  
regarding the robustness of the image classificaƟon model with both open and industrial data. For the object detecƟon task, the mAP and  
robustness of the  
object detecƟon model did not show any significant differences. Therefore, we must answer ‘no’ to RQ2 and cannot state that the Worst  
of k and Sensei methods contribute to the robustness in the object recogniƟon task when applying the industrial GUI data used in this  
study. Through a manual invesƟgaƟon using our eyes, we found that some of the bounding boxes did not be learned properly by the  
object detecƟon model when some or all parts of the bounding boxes extended outside the bounds of the image due to a translaƟon or  
zoom in. In this case, the implicit condiƟons by which the human eye can correctly classify a sample were not saƟsfied. We believe we can  
solve this problem through one of the following two ways: (1) restricƟng the range of translaƟon to prevent missing the bounding boxes  

5 S 11/02/2022 14:41

We asked the developers involved in the in-house ML system development for their feedback. Their opinions are as follows.  
• A developer involved in creaƟng an anomaly detecƟon system from waveform data stated that such DA techniques can effecƟvely  
generate anomaly data that are rarely observed in the real world.  
• A developer who has already uƟlized the Random DA approach for improving the accuracy of a handwriƟng recogniƟon system claimed  
that these DA techniques are expected to go beyond the Random method.  
• A developer who uses an exisƟng DA technique included in a deep learning framework is concerned that the improvement in  
robustness will result in a slower learning.  
Through an in-house trial and interviews with in-house developers, we learned following lessons:  
• The results of a long training Ɵme and feedback regarding the concerns of a comparaƟvely slow system development indicate that DA  
techniques such as the Worst of k and Sensei approaches should not only to improve the robustness of the classifier but also to maintain  
the training speed.  
• The findings regarding the difficulƟes in extending the DA techniques for an image classificaƟon task to an object detecƟon task, and the  
feedback regarding the need for DA techniques in various domains indicate that the extensibility of the augmentaƟon technique for a  
variety of tasks is important when designing a DA library.
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Handling concept driŌ. ExisƟng AIOps studies usually train a staƟc model regardless of po-  
tenƟal concept driŌ [5, 16, 24, 57, 71, 91] without respecƟng that the operaƟon data is constantly evolving [17, 49, 51]. However, concept  
driŌ may lead to the obsolescence of such staƟc models trained on previous data. To miƟgate the impact of concept driŌ, other prior  
works suggest that AIOps models need to be retrained periodically to ensure that the models are not outdated

2 S 10/02/2022 11:03

In this work, we first analyze the existence of concept driŌ in the studied operaƟon dataset  
(RQ3), then we evaluate the impact ofperiodically updaƟng amodel instead ofusing a staƟc model on the model performance, and how  
the model update frequency might impact the performance and cost of AIOps models (RQ4).

3 S 10/02/2022 11:07

Concept driŌ exists in the operaƟon data, which can be explained by the fact that the relaƟonship between the variables in the operaƟon  
data evolves over Ɵme. PracƟƟoners and researchers should proacƟvely detect and address the problem ofconcept driŌ in their AIOps  

4 S 24/02/2022 09:08

Periodically updated AIOps models provide beƩer performance than the staƟonary  
models, which suggest modelers update their AIOps models periodically. As shown in Figure 15(a) and Figure 15(b), periodically updaƟng  
the models achieve a beƩer performance in terms of the evaluated metrics than using a staƟonary model, and overall the difference  
becomes bigger when the distance between the training periods of the staƟonary model and the tesƟng period becomes larger. We  
observe that the staƟonary models and the periodically updated models have a bigger difference on the Google dataset than on the  
Backblaze dataset, which may be explained by the fact that the Google dataset has a more severe concept driŌ issue (as discussed in  

5 S 24/02/2022 09:08

Increasing the frequency ofupdaƟng the AIOps models can improve the performance,  
while the improvement shows difference across models and datasets. Figure 16 shows the overall performance oŌhe models (in terms  
ofAUC)whenwe vary the number oŌime periods (i.e., N). Other performance metrics show a similar trend. In most cases, increasing the  
model update frequency can gradually improve model performance. For example, the AUC of the CART model on the Backblaze dataset  
increases by 3.5% (i.e., from 0.85 to 0.88) when we increase the number of Ɵme periods from 4 to 24 (the AUC of the staƟonary model,  
i.e., when N = 2, is 0.84). However, in some cases, for example, when updaƟng the SVM model on the Backblaze dataset, we did not  
observe any performance improvement. We infer that some models (e.g., RGF) can not learn the evolving paƩerns in the datasets, thus  
are less sensiƟve to the update frequency. Increasing themodel update frequency increase the overall cost ofAIOps models; how-  
ever, the cost increase varies significantly across models and datasets. Figure 17 shows the

Files\\Driftage~ a multi-agent system framework for concept drift detection

No Web of science 0.0540 5

1 S 07/02/2022 22:38

This arƟcle proposes to create DriŌage: a new framework using mulƟ-agent systems to simplify the implementaƟon of concept driŌ  
detectors considerably and divide concept driŌ detecƟon responsibiliƟes between agents, enhancing explainability of each part of driŌ  
detecƟon. As a case study, we illustrate our strategy using a muscle acƟvity monitor of electromyography. We show a reducƟon in the  
number of false-posiƟve driŌs detected, improving detecƟon interpretability, and enabling concept driŌ detectors’ interacƟvity with  

2 S 07/02/2022 22:38

There are many types of driŌs in the concept driŌ detecƟon  
(CDD) area [7, 9, 10].
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3 S 07/02/2022 22:39

supervised [13, 14], semi-supervised [15], unsupervised [16, 17, 18], staƟsƟcal [19, 20], or even evoluƟonary algorithms [21] to deal with  
these driŌs, but none of them is perfect for all driŌ types.  
Some publicaƟons are arising with machine learning ensem-  
bles for CDD because of the nature of the data that these detectors need to adapt to [22–25]. There are several factors such as data  
seasonality or change of data driŌ type; these ensembles can choose the best esƟmator for each case, and each esƟmator can sƟll act  
alone. Nevertheless, this approach necessitates retraining of base learners and strategies to select

4 S 07/02/2022 22:41

6 S 07/02/2022 22:41

One of the most famous CDD algorithms is ADWIN (adapƟve sliding window algorithm) [52]. It efficiently keeps a variablelength window  
of recent items, whose contents can be compared to discern whether there has been any change in the data distribuƟon. This window is  
further divided into 2 subwindows (W0, W1) used to determine whether a change has happened. ADWIN compares the average ofW0  
andW1 to confirm that they correspond to the same distribuƟon. Concept driŌ is detected if the distribuƟon equality no longer holds.  
Upon detecƟng a driŌ, W0 is replaced by W1 and a newW1 is iniƟalized. ADWIN uses a

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\ML Model  
Engineering\HPO

PDF
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1 S 08/02/2022 13:48

AupƟmizer design goals are focused on a user-friendly in-  
terface. AupƟmizer benefits both pracƟƟoners and researchers and its design simplifies the integraƟon and development of HPO  
algorithms. Specifically, the framework design helps both users to easily use AupƟmizer in their workflows and researchers to quickly  
implement novel HPO algorithms. To reach these goals, the AupƟmizer design has fulfilled the following requirements: • Flexibility. All  
implemented HPO algorithms share the same interface. This enables users to switch between different algorithms without changes in the  
code. A pool of HPO algorithms is integrated into the AupƟmizer for users to explore and for researchers to benchmark against.  
• Usability. Changes to exisƟng user’s code are limited to a minimal level. It reduces the fricƟon for users to switch to the AupƟmizer  
framework.  
• Scalability. AupƟmizer can deploy to a pool of compuƟng resources to automaƟcally scale out the experiment, and users only need to  
specify the resource.  
• Extensibility. New HPO algorithms can be easily integrated into the AupƟmizer framework if they followed the specified interface (see  
SecƟon III-A).  
AupƟmizer addresses a criƟcal missing piece in the appli-  
caƟon aspect of HPO research. It provides a universal plaƞorm to develop new algorithms efficiently. More importantly, AupƟmizer  
lowers the barriers for data scienƟsts in adopƟng HPO into their pracƟce. Its scalability helps users to train their models efficiently with all  
compuƟng resources available. Switching between different HPO algorithms is simple and only needs changing the proposer name
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Files\\HyperNOMAD~ Hyperparameter OpƟmizaƟon of Deep Neural Networks Using Mesh  
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1 S 07/02/2022 16:19

The performance ofdeep neural networks is highly sensiƟve to the choice oŌhe hyperparameters that define the structure of the network  
and the learning process. When facing a new applicaƟon, tuning a deep neural network is a tedious and Ɵme-consuming process that is  
oŌen described as a “dark art.” This explains the necessity of automaƟng the calibraƟon of these hyperparameters. DerivaƟve-free  
opƟmizaƟon is a field that develops methods designed to opƟmize Ɵme-consuming funcƟons without relying on derivaƟves. This work  
introduces the HyperNOMAD package, an extension of the NOMAD soŌware that applies the MADS algorithm [7] to simultaneously tune  
the hyperparameters responsible for both the architecture and the learning process of a deep neural network (DNN).

2 S 07/02/2022 16:21

The hyperparameters that define a deep neural network can be separated into two categories: the  
ones that define the architecture oŌhe network and the ones that affect the opƟmizaƟon process of the training phase. Tuning the  
hyperparameters oŌhe first category alone has led to a separate field of research called Neural Architecture Search (NAS) [25] that  
allowed achievement of state-oŌhe-art performance [53, 65] on some benchmark problems, although at a massive computaƟonal cost  
of800 GPUs for a fewweeks. Typically, one would perform an NAS first and then start tuning the other hyperparameters with the  
opƟmized architecture. However, Zela et al. [64] argue that this separaƟon is not opƟmal since the two aspects are not enƟrely  

3 S 07/02/2022 16:21

One of the first scienƟfic approaches used to tackle the HPO problem of neural networks is  
grid search. This method consists of discreƟzing the hypercube defined by the range of each

4 S 07/02/2022 16:20

5 S 07/02/2022 16:21

GeneƟc algorithms are evoluƟonary heurisƟcs that are also used for the HPO problem. Inspired  
by biology, a geneƟc algorithm generates an iniƟal populaƟon, i.e., a set ofconfiguraƟons. Then, it combines the best parents to create a  
new generaƟon of children. It also introduces random mutaƟons to ensure a certain diversity in the populaƟon. These heurisƟcs are  
therefore adapƟve, thus exploring the space more wisely even ifsome randomness remains in the process. These algorithms are oŌen  
used to opƟmize hyperparameters [26, 57, 63]. In [45], a method based on parƟcle swarm opƟmizaƟon is able to provide networks with  
higher performance than those defined by experts in less Ɵme than what would have required a grid search or a completely random  
search. Another approach using the evoluƟonary algorithm CMA-ES [46] was proposed with saƟsfactory results.

6 S 07/02/2022 16:21

Bayesian opƟmizaƟon (BO) can be seen as a subclass of DFO methods and, as such, can  
be used to solve the HPO problem. The BO methods use informaƟon collected during previous assessments to diagnose the search space  
and predict which areas to explore first. Among them, Gaussian processes (GPs) are models that seek to explain the collected  
observaƟons that supposedly come from a stochasƟc funcƟon. GPs are a generalizaƟon ofmulƟ-variate Gaussian distribuƟons, defined by  
a mean and a covariance funcƟon. GPs are popular models for opƟmizing the hyperparameters ofneural networks [56, 60]. However, the  
disadvantage ofGPs is that they do not fit well to categorical features, and their performance depends on the choice of the kernel  
funcƟon that defines them. Tree-structured Parzen EsƟmator (TPE) is also a Bayesian method that can be used as a model instead of a GP.  

7 S 07/02/2022 16:21

8 S 07/02/2022 16:22

The HyperNOMAD package is available onGitHub.1 It contains a series ofPython modules that act as a blackbox, which takes a set  
oĬyperparameters described in SecƟon 3 as inputs and constructs the corresponding network that is trained and tested before returning  
the test accuracy as the output. This blackbox uses the PyTorch package [48] for its simplicity. HyperNOMAD also contains an interface  
that runs the opƟmizaƟon oŌhe blackbox using the NOMAD soŌware [37] described in the rest of this secƟon. The basic usage of  
HyperNOMAD is described in Appendix A.
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4.1 Overview of NOMAD TheNOMADsoŌware [37]isa C++ implementaƟon oŌheMADS algorithm [7, 9], which is a direct search method  
that generates, at each iteraƟon k, a set ofpoints on the meshMk = {x + diag(δk )z : x ∈ Vk, z ∈ Zn },where Vk contains the points that  
were previously evaluated (including the current iterate xk)and δk ∈ Rn is the mesh size vector. Each iteraƟon of MADS is divided into  
two steps: the search and the poll.The search phase  
is opƟonal and can contain different strategies to explore a wider space in order to generate a finite number of possible mesh candidates.  
This step can be based on surrogate funcƟons, LaƟn hypercube sampling, and so forth [4, 11]. The poll, on the other hand, is strictly  
defined since the convergence theory ofMADS relies enƟrely on this phase. In the poll step, the algorithm generates direcƟons around  
the current iterate xk to search for candidates locally in a region centered around xk and of radius, in each dimension, of Δk ∈ Rn, which  
is called the poll size vector.The setof candidates in this step defines the poll set Pk. IfMADS finds a beƩer point than the incumbent, then  
the iteraƟon is declared a success, and the  
mesh and poll sizes are increased. However, if the iteraƟon fails, then both parameters are reduced so thatδk ≤ Δk is maintained. This  
relaƟon ensures that the set ofsearch direcƟons becomes dense in the unit sphere asymptoƟcally. In addiƟon, NOMAD can handle  
categorical variables by adding a step in the basic MADS algorithm. A variable is categorical when it can take a finite number of nominal or  
numerical values that express a qualitaƟve property that assign the variable to a class (or category). The algorithm relies on an ad hoc  
neighborhood structure, provided in pracƟce by the user as a list ofneighbors for any given point. The poll step ofMADS is augmented  
with the socalled extended poll that links the current iterate xk with the independent search spaces where the neighbors can be found.  
The first neighbor that improves the objecƟve funcƟon is chosen and the opƟmizaƟon carries on in the corresponding search space.

10 S 07/02/2022 16:23

The selected neighborhood structure in HyperNOMAD relies on blocks of categorical variables with their associated variables. The  
following subsecƟons describe this structure.  
4.2.1 Blocks ofHyperparameters. HyperNOMAD splits the hyperparameters (HPs) defined  
in SecƟon 3.1 into different blocks: one for the convoluƟon layers, the fully connected layers, and the opƟmizer and one for each of the  
other HPs. A block is an implemented structure that stores a list ofvalues, each one starƟng with a header and followed by the associated  
variables, when applicable, that are gathered into groups. For example, consider a CNN with two convoluƟonal layers, each one defined  
with the number of output channels, the kernel size, the stride, the padding, and whether a pooling is applied or not as stated in Table 2.  
Then consider the values (16, 5, 1, 1, 0) and (7, 3, 1, 1, 1). Each set ofvalues corresponds to a group ofvariables that describes one  
convoluƟonal layer and both groups are part of the convoluƟon block. The header of the convoluƟon block is the categorical variable that  
represents the number ofconvoluƟonal layers (n1) that the CNN contains as showninFigure 5 (top).

Files\\Tunability~ Importance of Hyperparameters of Machine Learning Algorithms

No Scopus 0.0579 6

1 S 11/02/2022 14:54

Modern supervised machine learning algorithms involve hyperparameters that have to be set before running them. OpƟons for seƫng  
hyperparameters are default values from the soŌware package, manual configuraƟon by the user or configuring them for opƟmal  
predicƟve performance by a tuning procedure. The goal of this paper is two-fold. Firstly, we formalize the problem of tuning from a  
staƟsƟcal point of view, define data-based defaults and suggest general measures quanƟfying the tunability of hyperparameters of  
algorithms. Secondly, we conduct a large-scale benchmarking study based on 38 datasets from the OpenML plaƞorm and six common  
machine learning algorithms. We apply our measures to assess the tunability of their parameters. Our results yield default values for  
hyperparameters and enable users to decide whether it is worth conducƟng a possibly Ɵme consuming tuning strategy, to focus on the  
most important hyperparameters and to choose adequate hyperparameter spaces for tuning.

2 S 11/02/2022 14:55

The best hyperparameter value for one parameter i on dataset j, when all other parameters are set to defaults from θ  := (θ 
1, ..., θ  θ(j)  k), is denoted by  
i := arg min θ∈Θ,θl=θ 
R(j)(θ). l ∀l =i A natural measure for tunability of the i-th parameter on dataset j is then the difference  
in risk between the above and our default reference configuraƟon: d(j)  
Furthermore, we define d(j),rel i  
i := R(j)(θ ) −R(j)(θ(j)  d(j) 
= i ), for j = 1, ..., m, i = 1, ..., k. (6)  
d(j) as the fracƟon of performance gain, when we only i  
tune parameter i compared to tuning the complete algorithm, on dataset j. Again, one can calculate the mean, the median or quanƟles of  
these two differences over the n datasets, to get a noƟon of the overall tunability di of this parameter.

3 S 11/02/2022 14:55
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Tunability of Hyperparameter CombinaƟons and Joint Gains As an example, Table 4 displays the average tunability di1,i2  
of all 2-way hyperparameter  
combinaƟons for rpart. Obviously, the increased flexibility in tuning a 2-way combinaƟon enables larger improvements when compared  
with the tunability of one of the respecƟve individual parameters. In Table 5 the joint gain of tuning two hyperparameters gi1,i2  
instead  
of only the best as defined in SecƟon 3.5 can be seen. The parameters minsplit and minbucket have the biggest joint effect, which is not  
very surprising, as they are closely related: minsplit is the minimum number of observaƟons that must exist in a node in order for a split  
to be aƩempted and minbucket the minimum number of observaƟons in any terminal leaf node. If a higher value of minsplit than the  
default performs beƩer on a dataset it is possibly not enough to set it higher without also increasing minbucket, so the strong relaƟonship  
is quite clear. Again, further figures for other algorithms are available through the shiny app. Another remarkable example is the  
combinaƟon of sample.fracƟon and min.node.size in ranger: the joint gain is very low and tuning sample.fracƟon only seems to be  
enough, which is concordant to the results of Scornet (2018). Moreover, in xgboost the joint gain of nrounds and eta is relaƟvely low,  
which is not surprising, as these parameters are highly connected with each other (when seƫng nrounds higher, eta should be set lower  
and vice versa).  
5.5. Hyperparameter Space for Tuning  
The hyperparameter space for tuning, as defined in EquaƟon (10) in SecƟon 3.6 and based on the 0.05 and 0.95 quanƟles, is displayed in  

5 S 11/02/2022 14:56

Our paper provides concise and intuiƟve definiƟons for opƟmal defaults of ML algorithms and the impact of tuning them either jointly,  
tuning individual parameters or combinaƟons, all based on the general concept of surrogate empirical performance models. Tunability  
values as defined in our framework are easily and directly interpretable as how much performance can be gained by tuning this  
hyperparameter?. This allows direct comparability of the tunability values across different algorithms. In an extensive OpenML  
benchmark, we computed opƟmal defaults for elasƟc net, deci-  
sion tree, k-nearest neighbors, SVM, random forest and xgboost and quanƟfied their tunability and the tunability of their individual  
parameters. This—to the best of our knowledge— has never been provided before in such a principled manner. Our results are oŌen in  
line with common knowledge from literature and our method itself now allows an analogous analysis for other or more complex  
methods. Our framework is based on the concept of default hyperparameter values, which can be  
seen both as an advantage (default values are a valuable output of the approach) and as an inconvenience (the determinaƟon of the  
default values is an addiƟonal analysis step and needed as a reference point for most of our measures). We now compare our method  
with van Rijn and HuƩer (2017). In contrast to us, they  
apply the funcƟonal ANOVA framework from HuƩer et al. (2014) on a surrogate random forest to assess the importance of  
hyperparameters regarding empirical performance of a support vector machine, random forest and adaboost, which results in numerical  

6 S 11/02/2022 14:56

scores for individual hyperparameters. Their numerical scores are - in our opinion - less directly interpretable, but they do not rely on  
defaults as a reference point, which one might see as an advantage. They also propose a method for calculaƟng hyperparameter priors,  
combine it with the tuning procedure hyperband, and assess the performance of this new tuning procedure. In contrast, we define and  
calculate ranges for all hyperparameters. Seƫng ranges for the tuning space can be seen as a special case of a prior distribuƟon - the  
uniform distribuƟon on the specified hyperparameter space. Regarding the experimental setup, we compute more hyperparameter runs  
(around 2.5 million vs. 250000), but consider only the 38 binary classificaƟon datasets of OpenML100 while van Rijn and HuƩer (2017)  
use all the 100 datasets which also contain mulƟclass datasets. We evaluate the performance of different surrogate models by 10 Ɵmes  
repeated 10-fold cross-validaƟon to choose an appropriate model and to assure that it performs reasonably well.

Files\\Ultron-AutoML~ an open-source, distributed, scalable framework for efficient hyper-
parameter opƟmizaƟon

No IEEE 0.0266 2

1 S 03/02/2022 10:04

We present Ultron-AutoML, an open-source, dis-  
tributed framework for efficient h yper-parameter opƟmizaƟon (HPO) of ML models. Considering that hyper-parameter opƟmizaƟon is  
compute intensive and Ɵme-consuming, the framework has been designed for reliability – the ability to successfully complete an HPO Job  
in a mulƟ-tenant, failure prone environment, as well as efficiency – c ompleƟng t he j ob w ith minimum compute cost and wall-clock  
Ɵme. From a user’s perspecƟve, the framework emphasizes ease of use and customizability. The user can declaraƟvely specify and  
execute an HPO Job, while ancillary tasks – containerizing and running the user’s scripts, model checkpoinƟng, monitoring progress,  
parallelizaƟon – are handled by the framework.
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Hyperparameter OpƟmizaƟon (HPO), also referred to as AutoML in the literature, can be cast as the opƟmizaƟon of an unknown, possibly  
stochasƟc, objecƟve funcƟon mapping the hyper-parameter search space to a real valued scalar, the ML model’s accuracy or any other  
performance metric on the validaƟon dataset. The search-space can extend beyond algorithm or architecture specific elements to  
encompass the space of data pre-processing and data-augmentaƟon techniques, feature selecƟons, as well as choice of algorithms. This is  
someƟmes referred to as the CASH (Combined Algorithm Search and Hyper-parameter tuning) problem for which algorithms have been  
proposed [28], [48]. Neural Architecture Search (NAS) is a special type of  
HPO where the focus is on algorithm driven design of neural network architecture components or cells [26]. Models trained with  
architectures composed of these algorithmically designed neural network cells have been shown to outperform their hand-craŌed  
counterparts in image recogniƟon, object detecƟon [57], and semanƟc segmentaƟon [21], underscoring the pracƟcal importance of this  
field. Random Search [18] and Grid Search are effecƟve HPO  
strategies when the computaƟonal budget is limited or the hyper-parameter search space is high dimensional. Both are easy to  
implement and completely parallelizable. Random Search is also widely regarded as a good baseline for benchmarking new hyper-
parameter opƟmizaƟon algorithms [33]. Bayesian OpƟmizaƟon (BO) is a dominant paradigm for  
HPO [20], [27], [45]. Here, the objecƟve funcƟon is modeled as a Gaussian Process [50], with the Kernel design reflecƟng assumpƟons  
about the objecƟve funcƟon’s smoothness properƟes. Under this assumpƟon, the posterior distribuƟon of the validaƟon score for a  
candidate architecture is a Gaussian

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\ML Model  
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In summary, Overton represents a first-of-its kind machine-learning lifecycle management system that has a focus  
on monitoring and improving applicaƟon quality. A key idea is to separate the model and data, which is enabled by a code-free approach  
to deep learning. Overton repurposes ideas from the database community and the machine learning community to help engineers in  
supporƟng the lifecycle of machine learning toolkits. This design is informed and refined from use in producƟon systems for over a year in  
mulƟple machine-learned products.
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In this paper, we present the main challenges of contemporary approaches to generaƟng, storing and managing the evoluƟon of system  
logs data for large, complex, soŌware-intensive systems based on an in-depth case study at a world-leading telecommunicaƟons  
company. Second, we present an approach for generaƟng and managing the evoluƟon of log data in a DevOps environment that does not  
suffer from the aforemenƟoned challenges and is opƟmized for use in machine learning. Third, we provide validaƟon of the approach  
based on expert interviews that confirm that the approach addresses the idenƟfied challenges and problems.

2 S 11/02/2022 14:28

IV. SYSTEM LOGS FOR MACHINE LEARNING To address the challenges of using system logs for ML,  
we have developed a novel approach consisƟng of three main parts. First, we discuss the DevOps scenario that logs opƟmized for ML  
could be applied to and the success factors which would emerge in it. Second, we propose the technical realizaƟon. Finally, we present  
the required process changes for realizing the proposed approach in an industrial context.  
A. Logging in a DevOps Environment Based on our research at the case study company, as well as  
experience from other companies, we idenƟfied three disƟnct
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DevOps scenarios, but not for autonomous system deployments. Finally, we need to govern evoluƟon and backward compaƟbility in  
response to a constant flow of change requests from the R&D teams, customers, data scienƟsts and others. The evoluƟon of the system  
log entry model needs to be carefully managed as allowing for breaking changes may also invalidate data sets predaƟng the change due  
to changes in semanƟcs and/or structure. In the cases where introducing breaking changes is unavoidable, it may be necessary to develop  
mapping funcƟons that allow for the generaƟon of data sets that are based on system logs both before and aŌer the breaking change. As  
virtually all machine learning algorithms perform beƩer with a greater quanƟty of data, it is frequently beneficial to combine mulƟple logs  
into one data set for training and validaƟon.

4 S 11/02/2022 14:29

As presented in this secƟon and in figure 4, generaƟng logs  
for machine learning requires that engineers, R&D teams and the organizaƟon change the way log entries are generated. However, the  
process by which system logs for machine learning are generated is, in principle, no more difficult than adding a normal log statement.  
The main difference is the organizaƟonal alignment and agreement on the structure and semanƟcs of log entries. As usual, although most  
of the aƩenƟon is quickly drawn towards the technical framework, it is the introducƟon of new processes and acƟviƟes that will require  
the most effort and aƩenƟon. Especially early in the process of adopƟng the approach outlined in this paper, it is beneficial to add a new  
AI log statement in the code at every place that there is an exisƟng log statement, leaving the exisƟng log statement. In this way, it is  
possible to generate two separate logs: the original log and the new AI log. The informaƟon that is presented in the AI log statement  
should be an encoded/normalised version of what is presented in the human readable log. In the case that a machine learning algorithm  
finds an anomaly in the AI log, the link with the human understandable entry in the human-readable log significantly helps the  
invesƟgaƟon into the detected anomaly.

5 S 11/02/2022 14:29
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To fill this knowledge gap, this paper presents a comprehensive study on understanding challenges in deploying DL soŌware. We mine  
and analyze 3,023 relevant posts from Stack Overflow, a popular Q&A website for developers, and show the increasing popularity and  
high difficulty of DL soŌware deployment among developers. We build a taxonomy of specific challenges encountered by developers in  
the process ofDL soŌware deployment through manual inspecƟon of 769 sampled posts and report a series ofacƟonable implicaƟons for  
researchers, developers, and DL framework vendors.

2 S 11/02/2022 13:25

3 S 11/02/2022 13:27

7 IMPLICATIONS Based on the preceding derived findings, we next discuss our insights and some pracƟcal implicaƟons for developers,  
researchers, and DL framework vendors.  
7.1 Researchers  
As demonstrated in our study
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4 S 11/02/2022 13:27

7.2 Developers  
(1) Targeted learning of required skills. DL soŌware deployment lies in the interacƟon between DL and SE. Therefore, DL soŌware  
deployment requires developers with solid knowledge of both fields, making this task quite challenging. Our taxonomy can serve as a  
checklist for developers with varying backgrounds, moƟvaƟng the developers to learn necessary knowledge before really

5 S 11/02/2022 13:28

7.3 Framework Vendors  
(1) Improving the usability ofdocumentaƟon.As shown in our results, many developers even have difficulty in the enƟre procedure of  
deployment (i.e., how to deploy DL soŌware). For instance, such quesƟons account for 13.4% in mobile deployment. As described earlier,  
developers oŌen complain about the poor documentaƟon in these quesƟons, revealing that the usability [71] of relevant documentaƟon  
should be improved. Specifically, DL framework

Files\\An Empirical Study on Deployment Faults of Deep Learning Based Mobile Applications

No ACM Digital library 0.0576 11

1 S 10/02/2022 10:48

Deep learning (DL) is moving its step into a growing  
number of mobile soŌware applicaƟons. These soŌware applicaƟons, named as DL based mobile applicaƟons (abbreviated as mobile DL  
apps) integrate DL models trained using large-scale data with DL programs. A DL program encodes the structure of a desirable DL model  
and the process by which the model is trained using training data. Due to the increasing dependency of current mobile apps on DL,  
soŌware engineering (SE) for mobile DL apps has become important. However, exisƟng efforts in SE research community mainly focus on  
the development of DL models and extensively analyze faults in DL programs. In contrast, faults related to the deployment of DL models  
on mobile devices (named as deployment faults of mobile DL apps) have not been well studied. Since mobile DL apps have been used by  
billions of end users daily for various purposes including for safety-criƟcal scenarios, characterizing their deployment faults is of enormous  

2 S 10/02/2022 10:48

To fill in the knowledge gap, this paper presents the first comprehensive study to date on the deployment faults of mobile DL apps. We  
idenƟfy 304 real deployment faults from Stack Overflow and GitHub, two commonly used data sources for studying soŌware faults. Based  
on the idenƟfied faults, we construct a fine-granularity taxonomy consisƟng of 23 categories regarding to fault symptoms and disƟll  
common fix strategies for different fault symptoms. Furthermore, we suggest acƟonable implicaƟons and research avenues that can  
potenƟally facilitate the deployment of DL models on mobile devices.

3 S 10/02/2022 10:51

To fill in the knowledge gap, this paper presents the first comprehensive study on analyzing symptoms and fix strategies of deployment  
faults of mobile DL apps. Given the surging popularity of mobile DL apps, this study is of enormous importance. It can help in  
understanding what are the common deployment faults of mobile DL apps and how these faults are resolved in pracƟce, so as to provide  
a high-level categorizaƟon that can serve as a guide for developers to resolve common faults and for researchers to develop tools for  
detecƟng and fixing deployment faults of the increasing mobile DL apps.

4 S 10/02/2022 10:53

IV. RQ1: SYMPTOMS Fig. 3 presents the hierarchical taxonomy of deployment  
fault symptoms of mobile DL apps. The taxonomy is organized into three-level categories, including a root category (i.e., Deployment  
Faults), five inner categories linked to stages in deploying DL models (e.g., Model Conversion), and 23 specific leaf categories (e.g., Model  
parse failure). Finding 1: We construct a taxonomy of 23 fault symptom  
categories related to deploying DL models on mobile devices, indicaƟng the diversity of deployment faults. For each category, the number  
in the top right corner refers  
to the number of faults in it. Due to space limit, we address only frequent and non-trivial symptoms (i.e., #faults ≥ 3). For Data  
PreparaƟon and Model Update

5 S 10/02/2022 10:53

Besides the faults with explicit errors thrown during the  
model conversion stage, someƟmes developers get unexpected models even aŌer model conversion appears to be successfully done. For  
example, developers may find that the number, shape, or format of input/output tensors of the model changes. We classify these cases  
into the category Unexpected model (A.11), accounƟng for 4.1% faults in Model Conversion.  
Finding 2: Most (i.e., 48.4%) of deployment faults occur  
during the model conversion stage, covering a wide spectrum of symptoms (i.e., 12 categories). Among these categories, unsupported  
operaƟon is the most common, accounƟng for 31.3% of faults in this stage
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6 S 10/02/2022 10:53

AŌer building projects, developers can run mobile apps to  
make it predictable. However, in this phase, many developers encounter Framework loading failure (B.2) and Model loading failure (B.3),  
which refer to the failures in loading DL frameworks and models respecƟvely and account for a total of 36.8% of faults in DL IntegraƟon.  
What is more, developers may configure projects to make it able to use the GPU backend on mobile devices. However, some developers  
complain that they encounter the GPU delegate failure (B.4) when running mobile DL apps. B.4 represents 21.1% of faults in DL  
IntegraƟon.  
Finding 3: Faults appearing in the DL integraƟon stage  
account for 12.5% of the total deployment faults and cover five symptom categories. A large proporƟon (34.2%) of these faults are  

7 S 10/02/2022 10:53

8 S 10/02/2022 10:53

In addiƟon to the faults that affect the output results, there  
are also 25.5% of faults that have impact on the memory usage and inference speed of mobile DL apps. We use Memory issue (D.4) and  
Speed issue (D.5) to refer to the two types of faults. Specifically, Memory issue (D.4) includes symptoms such as out of memory, memory  
leak, failures in memory allocaƟon, and segment faults; Speed issue (D.5) is mainly manifested as long latency Ɵme of making inference.  
Finding 4: 36.2% of faults occur when mobile DL apps  
make inference based on input data, covering six symptom categories. In parƟcular, 35.5% of the faults in this stage are captured since  
developers observe unexpected results.

9 S 10/02/2022 10:54

10 S 10/02/2022 10:54

11 S 10/02/2022 10:55

Finding 7: The fix strategies for faults in inference are  
diverse. They cover many stages of the deployment process, including fixing data processing, fixing the model conversion stage (e.g.,  
fixing/using quanƟzaƟon), fixing the DL integraƟon stage (e.g., fixing API usage during DL integraƟon), etc.
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Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\ML Model  
Engineering\Model development

PDF

Files\\Bighead~ A Framework-Agnostic, End-to-End Machine Learning Platform

No IEEE 0.0315 2

1 S 08/02/2022 12:56

Many machine learning plaƞorms have been developed at  
various companies. We briefly overview some major works in this secƟon. TFX [3] is an end-to-end machine learning plaƞorm developed  
by Google, which spans from prototyping to producƟon. It exclusively supports TensorFlow [7] as the model framework. Kubeflow [8] is  
also developed at Google, focusing on serving models in Kubernetes. MLflow [4] is developed and open sourced by Databricks. It is  
integrated with several cloud service providers, such as AWS and Azure. H2O [5] is a open source machine learning plaƞorm implemented  
in JVM with API libraries in several languages. Skymind Intelligence Layer [9], built on top of DeepLearning4J, offers model serving and  
scalability in its enterprise ediƟon. Several in-house plaƞorms cover many aspects of the machine learning workflow, such as Uber’s  
Michelangelo [6], Facebook’s FBLearner Flow [10], and Groupon’s Flux [11]. However, these plaƞorms are internal and not yet open  
sourced. Data Robot [12] is a popular proprietary system that offers features for automated machine learning. Several systems like  
Polyaxon [13], Comet [14], and Atalaya [15] provides model serving. Cloud service providers offer systems that enable the building,  
serving, and management of models, including Amazon’s SageMaker [16], MicrosoŌ Azure Machine Learning

2 S 08/02/2022 12:57

Files\\Challenges in Deploying Machine Learning~ a Survey of Case Studies

No Google Scholar 0.0028 1

1 S 07/02/2022 23:37

In this study, we undertake a survey of these reports to capture the current challenges in deploying machine learning in producƟon1.  
First, we provide an overview of the machine learning deployment workflow. Second, we review use case studies to extract problems and  
concerns pracƟƟoners have at each parƟcular deployment stage. Third, we discuss cross-cuƫng aspects that affect every stage of the  
deployment workflow: ethical consideraƟons, end users’ trust and security.

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\ML Model  
Engineering\Model ML traceability

PDF

Files\\MSR4ML~ Reconstructing Artifact Traceability in Machine Learning Repositories

No Web of science 0.0758 9

1 S 07/02/2022 11:05

In this work, we propose a framework for automaƟc idenƟficaƟon and traceability of links between data, code and ML model through  
Mining SoŌware Repositories (MSR) techniques. Our tool combines staƟc code analysis and mining commit data to idenƟfy ML, code and  
data arƟfacts, reconstruct links between them and retrieve commits that affect each end of the link. The objecƟve is to increase  
producƟvity and the developers’ awareness of their project through the recovered traceability.
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2 S 07/02/2022 11:06

The primary objecƟve of this work is to iniƟate a discussion  
about the peculiariƟes of ML applicaƟons as soŌware projects and emphasize the need to increase the awareness of the diverse  
development teams about their arƟfacts. In this paper, we propose to leverage staƟc code analysis and mining soŌware repository (MSR)  
techniques to recover links between code, data, and ML models and improve traceability in Git-based

3 S 07/02/2022 11:06

MSR4ML (MSR for ML) is a framework for automaƟc idenƟficaƟon and tracing of arƟfact usage in Git-based ML projects. It explores the  
code and the repository of a ML project to extract relevant informaƟon about arƟfact usage and retrieve links between them. It aims to  
provide a tool for reconstrucƟng traceability in exisƟng Git-based ML projects.

4 S 07/02/2022 11:07

Traceability: Our traceability process takes advantage of Git  
features and model-arƟfact links to monitor the evoluƟon of a ML project. It can be used for many purposes such as model metadata  
extracƟon, model analysis, conƟnuous integraƟon, and others. Consider the following example of its applicaƟon for model analysis. A  
developer may ask: ”What changes caused the model to perform worse?” The corresponding query can be adapted as: ”Retrieve all  
commits affecƟng the model and its arƟfacts between the current version of the model and the previous one.” Our framework will follow  
these steps to get the informaƟon: 1) Using the model filename, extract the exact Ɵme t of the previous commit modifying the model;  
2) Retrieve all the arƟfacts that are linked with the model; 3) Extract all the commits modifying these arƟfacts from t unƟl now;  
4) Return the commits, classifying them according to the priority of the link between the arƟfact and the model.

5 S 07/02/2022 11:07

Source code parser The source code parser is responsible for parsing code files  
and obtain their Abstract Syntax Tree (AST) representaƟon for further analysis. The output of the parser is an extended AST node  
represenƟng the contents of a code file. The AST allows us to traverse the code’s labelled nodes and find specific elements, including  
method invocaƟons, variable declaraƟons and accesses, string literals and others. The resulƟng AST must be complete, so that if reversed  
engineered, it would produce the exact original code.

6 S 07/02/2022 11:07

ArƟfact usage idenƟfier The arƟfact idenƟfier traverses the AST produced by the  
code parser and idenƟfies all the methods or funcƟons that interact with files. The assumpƟon is that methods interacƟng with files may  
reveal links between code and data files.

7 S 07/02/2022 11:07

ArƟfact classifier This module is responsible for classifying arƟfacts into  
different categories. We can disƟnguish between four main arƟfacts of ML project: data, configuraƟon, code and models [1], [5].

8 S 07/02/2022 11:08

Commit tracker The commit tracker (Figure 5) is responsible for tracking  
the commits associated with each arƟfact in the project, by querying Git for the relevant commit data. While the basic logic simply allows  
the interacƟon with a Git repository, this can be extended with plug-ins to interact with other plaƞorms, like GitHub or Bitbucket, or  
include other third party Git libraries.

9 S 07/02/2022 11:07
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Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\ML Model  
Engineering\Model publishing and serving

PDF

Files\\DLHub~ Simplifying publication, discovery, and use of machine learning models in science

No Google Scholar 0.0259 5

1 S 07/02/2022 22:51

There is a growing need for “learning systems” to support various phases in the ML lifecycle. While others have focused on supporƟng  
model development, training, and inference, few have focused on the unique challenges inherent in science, such as the need to publish  
and share models and to serve them on a range of available compuƟng resources. In this paper, we present the Data and Learning Hub for  
science (DLHub), a learning system designed to support these use cases. Specifically, DLHub enables publicaƟon of models, with  
descripƟve metadata, persistent idenƟfiers, and flexible access control. It packages arbitrary models into portable servable containers,  
and enables low-latency, distributed serving of these models on heterogeneous compute resources. We show that DLHub supports low-
latency model inference comparable to other model serving systems including TensorFlow Serving, SageMaker, and Clipper, and improved  
performance, by up to 95%, with batching and memoizaƟon enabled.

2 S 07/02/2022 22:52

In this paper, we present the Data and Learning Hub for science (DLHub)  
and outline iniƟal experiences applying this learning system to science. While many learning systems focus on building and training ML  
models <14; 15; 3>, DLHub is a unique learning system that is designed to support the publicaƟon and serving of ML models in science.  
DLHub is implemented as a cloud-hosted service that allows researchers to deposit and share models of various types, in-

3 S 07/02/2022 22:53

DLHub offers a unique model serving infrastructure that is capable of serv-  
ing many different types of models on a range of distributed compuƟng resources including clouds, clusters, and supercomputers. The  
serving infrastructure builds upon funcX <19>—a distributed FuncƟon-as-a-Service plaƞorm developed specifically to support remote and  
distributed execuƟon of funcƟons. DLHub implements a flexible pipeline that converts deposited models into servables—executable  
containers that implement a standard DLHub execuƟon interface, irrespecƟve of the model type, and includes the trained model, model  
components (e.g., training weights, hyperparameters), and dependencies (e.g., system or Python packages).

4 S 07/02/2022 22:55

5 S 07/02/2022 22:57
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Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\ML Model  
Engineering\Model training

PDF

Files\\500+ Ɵmes faster than deep learning~ a case study exploring faster methods for text  
mining stackoverflow

No ACM Digital library 0.0610 7

1 S 11/02/2022 13:33

For example, recent results show that for finding related Stack Overflow posts, a tuned SVM performs similarly to a deep learner, but is  
significantly faster to train. This paper extends that recent result by clustering the dataset,  
then tuning every learners within each cluster. This approach is over 500 Ɵmes faster than deep learning (and over 900 Ɵmes faster ifwe  
use all the cores on a standard laptop computer). Significantly, this faster approach generates classifiers nearly as good (within 2% F1  
Score) as the much slower deep learning method. Hence we recommend this faster methods since it is much easier to reproduce and  
uƟlizes far fewer CPU resources. More generally, we recommend that before researchers release  
research results, that they compare their supposedly sophisƟcated methods against simpler alternaƟves (e.g applying simpler learners to  
build local models).

2 S 11/02/2022 13:33

This paper further extends the Fu et al. Using very simple widely  
used data mining method (K-Means), we can train even faster that Fu et al. and 500 Ɵmes faster than deep learning (and over 900 Ɵmes  
faster if we use all the cores on a standard laptop computer). The core to our approach is (1) building mulƟple local models then (2)  
tuning per local model. This paper evaluates this divide and conquer approach by: (1) Exploring the Xu et al. task using SVMandK-nearest-
neighbor (KNN) classifiers;  
(2) RepeaƟng step 1 using hyperparameter tuning– specifically, differenƟal EvoluƟon (DE)– to select control parameters for those  
learners;  
(3) Repeats steps 1 and 2 using local modeling; i.e. clustering the data then apply tuning and learning to each cluster;  

3 S 11/02/2022 13:33

• RQ1: Can we reproduce Fu et al.’s results for tuning SVM with differenƟal evoluƟon (DE)? Our DE with SVM perform no worse than Fu et  
al. 
• RQ2: How do the local models compare with global models in both tuned and untuned versions in terms model training Ɵme?  
Local models perform comparably to their global model counterparts, but are 570 Ɵmes faster in model training Ɵme.(To be precise, that  
570 figure comes fromrunning on a single core. Ifwe distribute the execuƟon cross the eight cores of a standard laptop computer, our  
training Ɵmes become 965 Ɵmes faster.)  
• RQ3: How does the performance of local models compare with global models and state-of-the-art deep learner when used with SVM  
and KNN?  
Local models performance very nearly as well  

4 S 11/02/2022 13:34

Based on these experiments and discoveries, our contribuƟon and outcome from the paper are:  
• A dramaƟcally faster soluƟon to the Stack Overflow text mining task first presented by Xu et al. This new method runs three orders of  
magnitude faster than prior work.  
• Support for “not everything needs deep learning”; i.e. someƟmes, applying deep learning to a problem may not be the best approach.  
• Support for a simplicity-first approach; i.e. simple method like K-Means_DE_SVM can performs as good some of the state of the art  
models but with a (much) faster training Ɵme.  
• Support for local modeling. Such local models can significantly reduce training Ɵme by clustering data then restricƟng learning to on  
each cluster.  
• A reproducƟon package - which can be used to reproduce, improve or refute our results1.
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5 S 11/02/2022 13:34

RQ1: Can we reproduce Fu et al.'s results for tuning SVM with differenƟal evoluƟon (DE)? This study uses same differenƟal evoluƟon with  
SVM for both  
global and local models. Thus to compare with Fu’s DE with SVM as global model, the first task as part oŌhis experiment was to recreate  
Fu et al.'s work so that this study have a baseline to measure against. Hence, this research quesƟon is a “sanity check” that must be  
passed before moving on to the other, more interesƟng research quesƟons. The study uses the same SVM from Scikit-learn with the pa-  
rameters tuned as menƟoned in Table 2. Here the training Ɵme of the DE+SVM model is also compared with Fu et al.'s model. Table 6  
shows the class by class comparison for all the performance measure this study is using. From Table 6 it can be seen that our results with  
SVM with DE  
for hyperparameter tuning [9] [12] similar to the results of Fu et al. It can be observed from this figure that for most of the cases apart  
from class 3, the model has performed a liƩle beƩer, but the delta between the performance is very small. Hence the answer to our RQ1,  
is that this study has success-  

6 S 11/02/2022 13:34

RQ2: How do the local models compare with global models in both  
tuned and untuned versions in terms model training Ɵme? For RQ2, this experiment built one model for each clusters using  
either normal or tuned versions ofSVM or KNN (where tuning was performed with DE): For the default SVM and KNN the experiment uses  
the default parameters, described in Table 1. As discussed above, this study have used the GAP staƟsƟc [33] [45]  
for finding the best number of clusters, using minimum and maximum number of clusters as 3 and 15, respecƟvely. As part of the  
experiment we learned that 13 clusters achieves best results (measured as per the GAP staƟsƟc). This study measures the Ɵme taken for  
this model to train which  
includes Ɵme taken by GAP staƟsƟc, K-Means training Ɵme, and SVM/KNN with DE training Ɵme. Figure 6 compare the model training  
Ɵme in log scale of all  
models with the results from XU et al.'s CNN approach. Its apparent from the figure 6 that for this domain KNN and SVM has the fastest  
runƟmes. That said, as describe below, we cannot recommend these methods since, as shown below, they achieve poor F1 Scores.

7 S 11/02/2022 13:34

RQ3: How does the performance oflocal models compare with  
global models and state-of-the-art Deep Learner when used with SVM and KNN? The final part of our research quesƟon was to check if  
the local  
models performance is comparable to Fu et al.’s DE_SVM and the XU’s state of the art CNN. To evaluate the performance of the models  
this study compares F1 performance measures described in SecƟon 3.3. As menƟoned in the secƟon, a 10 fold * 10 repeat cross  
validaƟon was performed, so all the results are mean of 100 models created.  
Figure 7 shows our F1 Score results (mean result across all 4 class  
of Table 6). The numbers on top of each bar show the results of staƟsƟcal tests. Bars with the same rank are staƟsƟcally indisƟnguishable.  
Note that these results should be discussed with respect to the runƟme results shown above:

Files\\All versus one~ an empirical comparison on retrained and incremental machine learning  
for modeling performance of adaptable soŌware

No Scopus 0.0643 14

1 S 10/02/2022 11:26

This paper is the first to report on a comprehensive empirical study that examines both modeling methods under disƟnct domains of  
adaptable soŌware, 5 performance indicators, 8 learning algorithms and seƫngs, covering a total of 1,360 different condiƟons. Our  
findings challenge the general belief, which is shown to be only parƟally correct, and reveal some of the important, staƟsƟcally significant  
factors that are oŌen overlooked in exisƟng work, providing evidence-based insights on the choice.

2 S 10/02/2022 11:40

Incremental modeling is chosen for faster training [12] [13] [14] [8] while the retrained modeling is chosen when higher accuracy is  
preferred [15] [16] [17] [18] [9] [19] [20] [7] [14]. The choice is a tradeoff between accuracy and training Ɵme

3 S 10/02/2022 11:40

RQ1: Does the retrained version of a given learning algorithm always make more accurate model than its incremental counterparts when  
modeling adaptable soŌware? No it does not, the incremental modeling can achieve staƟsƟcally beƩer accuracy under certain learning  
algorithms, the adaptable soŌware and the fluctuaƟons of the obtained data, which is clearly contradict to what the general belief claims.

4 S 10/02/2022 11:40

RQ2: Does the incremental version of a given learning algorithm constantly leads to faster training than its retrained counterparts when  
modeling adaptable soŌware? Yes it does, as the general belief stated. However, the gain on training Ɵme may be pracƟcally trivial.
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5 S 10/02/2022 11:40

RQ3: When choosing modeling methods considering different learning algorithms, do the trade-offs between accuracy and training Ɵme  
for modeling performance of adaptable soŌware always needed?  
Trade-off is indeed required, in which the incremental modeling could train faster but with worse accuracy. However, this is not always  
the case—it is possible that the incremental modeling achieves the best for both properƟes. Therefore, the general belief is inaccurate.

6 S 10/02/2022 11:41

RQ4: How the modeling methods can be affected by the runƟme fluctuaƟons of the adaptable soŌware, i.e., the number of concept driŌs  
and the deviaƟons in the data?  
The errors of both modeling methods exhibit considerably posiƟve monotonic correlaƟons to the number of driŌs, and non-trivial  
negaƟve monotonic correlaƟons to the deviaƟons of data. We did not observe clear correlaƟons of their training Ɵme to the number of  
concept driŌ and data deviaƟons in general. The only excepƟon is the strong correlaƟon between training Ɵme of incremental modeling  
and the number of concept driŌ.

7 S 10/02/2022 11:43

8 S 10/02/2022 11:43

9 S 10/02/2022 11:44

10 S 10/02/2022 11:45

For RQ1, we obtained the following findings:  
Finding 1: The retrained version of a given learning algorithm does not always lead to higher accuracy than its incremental counterpart. In  
fact, the winner on accuracy can be considerably affected by the actual learning algorithm, i.e., incremental modeling is beƩer with MLP  
while the retrained one is beƩer with SVM, and the characterisƟcs of subject adaptable soŌware, i.e., the incremental modeling is more  
accurate for highly fluctuated adaptable soŌware while the retrained one is beƩer for stable soŌware. Finding 2: Overall, the retrained  
modeling tends to be more robust accuracy than that of the incremental modeling. This would affect the choice for adaptable soŌware  
where the stability is more important than having greater accuracy. Finding 3: For ensemble learning algorithms, the incremental  
modeling has consistently beƩer accuracy on Bagging while the retrained one shows less error on BoosƟng.

11 S 10/02/2022 11:45

For RQ2, we have the following findings:  
Finding 4: Although the incremental modeling has staƟsƟcally shorter training Ɵme than that of the retrained one (from 15% to three  
order of magnitude), the pracƟcal improvement may be trivial depending on the learning algorithms, e.g., for MLP, this can be pracƟcally  
important but may be negligible for other learning algorithms. Finding 5: Training Ɵme of incremental modeling is more robust while that  
of the retrained one varies depending on the subject adaptable soŌware: more stable soŌware system can lead to robust training Ɵme  
while fluctuated ones can impose varied training Ɵme. This would affect the choice for adaptable soŌware where any single spike of high  
training Ɵme can cause serious consequence.

12 S 10/02/2022 11:45

For RQ3, we obtained the following findings: Finding 6: With all the learning algorithms studied, the incremental modeling yields beƩer  
accuracy and training Ɵme for 3 out of the 5 performance indicators considered. For the remaining two indicators, there is a trade-off  
when considering all the learning algorithms studied: the incremental modeling could exhibit shorter training Ɵme but worse accuracy.  
Conversely, the retrained modeling tends to impose longer training Ɵme but lead to beƩer accuracy. This means that it is possible for the  
incremental modeling to achieve the best on both accuracy and training Ɵme. Finding 7: Even for the same learning algorithm, the  
decision of using incremental or retrained modeling can be a trade-off, see for example the DT on throughput.

13 S 10/02/2022 11:45

For RQ4, we obtained the following findings: Finding 8: For both the incremental and retrained modeling, their errors exhibit considerably  
posiƟve monotonic correlaƟons to the number of driŌs, and non-trivial negaƟve monotonic correlaƟons to the deviaƟons (mRSD) of data.  
RelaƟvely, the accuracy of incremental modeling worse off faster when the number of driŌs increase; and improve quicker when the  
mRSD becomes larger. Finding 9: For the incremental modeling, its training Ɵme has strong negaƟve monotonic correlaƟons to the  
number of driŌs while the correlaƟon between the training Ɵme of retrained modeling and the number of driŌs is arbitrary. There is also  
no clear relaƟonship between the training Ɵme of both modeling methods and the deviaƟons (mRSD) of data, or such a relaƟonship is  
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14 S 10/02/2022 11:45

Lesson 1: The original belief has flaws and is inaccu-  
rate. Findings 1 - 3 are clear contradicƟons to the general belief when a learning algorithm is considered, such that the retrained modeling  
do not always lead to beƩer accuracy than its incremental counterpart. Our findings have revealed some paƩerns when choosing the  
method, for example, the incremental modeling is more accurate for highly fluctuated adaptable soŌware while the retrained one is  
beƩer for stable soŌware. The retrained modeling also exhibits more robust accuracy overall. Despite that the incremental modeling is  
always trained faster with beƩer robustness than its retrained counterpart (Finding 4 and 5), which is consistent with the belief, the  
disƟncƟon may be pracƟcally insignificant, e.g., they differ only in milliseconds. Lesson 2: Trade-off between accuracy and training  
Ɵme exists, but not always. When considering all learning algorithms, tread-off is needed based on preferences, but not always. The  
findings (Finding 6 and 7) reveal that it is possible for the incremental modeling to perform beƩer on both accuracy and training Ɵme;  
This is parƟally comply with the general belief. Lesson 3: RunƟme fluctuaƟon (i.e., number of driŌs  
and deviaƟons of data) could indeed impose non-trivial monotonic impacts on the accuracy, but limited on training Ɵme of both modeling  
methods. Our empirical findings (Finding 8 and 9) reveal that, in contrast to the retrained modeling, the accuracy of incremental modeling  
exhibits generally stronger, monotonic correlaƟons to the number of driŌs

Nodes\\Maintainable ML\\Available soluƟons for maintaining a ML systems\ML Model  
Engineering\TesƟng

PDF

Files\\Automatic Unit Test Generation for Machine Learning Libraries~ How Far Are We~

No ACM Digital library 0.0280 8

1 S 08/02/2022 13:30

In this paper, we set out to invesƟgate the effecƟveness of exist-  
ing unit test generaƟon techniques on machine learning libraries. To invesƟgate this issue, we conducted an empirical study on five widely
-used machine learning libraries with two popular unit test case generaƟon tools, i.e., EVOSUITE and Randoop. We find that (1) most of  
the machine learning libraries do not maintain a high-quality unit test suite regarding commonly applied quality metrics such as code  
coverage (on average is 34.1%) and mutaƟon score (on average is 21.3%), (2) unit test case generaƟon tools, i.e., EVOSUITE and Randoop,  
lead to clear improvements in code coverage and mutaƟon score, however, the improvement is limited, and (3) there exist common  
paƩerns in the uncovered code across the five machine learning libraries that can be used to improve unit test case generaƟon tasks.

2 S 08/02/2022 13:32

In this paper, we set out to invesƟgate the effecƟveness  
of the widely-used automaƟc unit test generaƟon techniques on ML libraries. Specifically, we select five widely-used ML libraries, i.e.,  
Weka [13], Stanford CoreNLP [14], Mallet [15], OpenNLP [16], and Mahout [17]. AddiƟonally, to beƩer understand ML libraries, inspired  
by exisƟng studies [10, 12], we decompose a ML library into three different types of components, i.e., data process, core model, and uƟl  
(Details are in SecƟon II-B). We use two typical automaƟc unit test generaƟon tools, i.e., EVOSUITE and Randoop, as the experiment  
objecƟves following prior studies [5, 6]. For our study, we first perform an empirical study on the  
five ML libraries to unveil the effecƟveness of their current unit test suites regarding commonly applied quality metrics such as code  
coverage and mutaƟon score [18]. We then apply EVOSUITE and Randoop on these ML libraries to generate unit tests and check whether  
EVOSUITE and Randoop could improve test effecƟveness on these libraries, regarding code coverage and mutaƟon score, by comparing  
the automaƟcally generated tests against the exisƟng manually created ones.

3 S 08/02/2022 13:32

This paper makes the following contribuƟons: • We conduct a comprehensive invesƟgaƟon of current unit test pracƟces on five widely-
used machine learning libraries.  
• We examine the effecƟveness and usefulness of two widely-used automaƟc unit test generaƟon tools on five machine learning libraries.  
• We idenƟfy gaps between exisƟng automaƟc unit test generaƟon techniques and unit tesƟng pracƟces on machine learning libraries.  
• We discuss general lessons learned and future direcƟons from the applicaƟon of the automaƟc unit test generaƟon to machine learning  
libraries.  
The rest of this paper is organized

4 S 08/02/2022 13:34
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5 S 08/02/2022 13:34

Current unit test suite in ML libraries has lower quality regarding code coverage (on average, 34.1%) and mutaƟon score (on average,  
21.3%). In addiƟon, the tesƟng effort of academic-led ML libraries is unbalanced distributed and their unit test quality is significantly  
worse than that of community-led ML libraries.

6 S 08/02/2022 13:34

EVOSUITE and Randoop lead to clear improvements in code coverage and mutaƟon score compared to the original unit test suites of ML  
libraries. However, on average, 45.4% code is sƟll uncovered with the generated test cases.

7 S 08/02/2022 13:34

Overall, the unit test suites in ML libraries mainly focus on a subset of valid funcƟonaliƟes. In addiƟon, there exists common paƩerns  
among the uncovered code of the studied ML libraries.

8 S 08/02/2022 13:34

Both EVOSUITE and Randoop can significantly help cover AUX and MEB, while the performance on other three categories, i.e., VB, IVB,  
and EX, is limited.

Files\\Automatically Authoring Regression Tests for Machine-Learning Based Systems

No Web of science 0.0388 5

1 S 08/02/2022 13:22

We idenƟfy four specific challenges and address them by developing a new general methodology to automaƟcally author and maintain  
tests. In parƟcular, we use the volume of producƟon data to periodically refresh our large corpus of test inputs and expected outputs; we  
use perturbaƟon of the data to obtain coverage-adequate tests; and we use clustering to help idenƟfy paƩerns of failures that are  
indicaƟve of soŌware bugs. We demonstrate our methodology on an ML-based context-aware Speller. Our coverage-adequate, approx. 1  
million regression test cases, automaƟcally authored and maintained for Speller (1) are virtually maintenance free, (2) detect a higher  
number of Speller failures than previous manually-curated tests, (3) have beƩer coverage of previously unknown funcƟonal boundaries of  
the ML component, and (4) lend themselves to automaƟc failure triaging by clustering and prioriƟzing subcategories of tests with over-
represented failures. We idenƟfy several systemaƟc failure paƩerns which were due to previously undetected bugs in the Speller, e.g., (1)  
when the user misses the first leƩer in a short word, and (2) when the user mistakenly inserts a character in the last token of an address;  

2 S 08/02/2022 13:25

In this paper, we develop a new methodology aimed at funcƟonal regression tesƟng for ML soŌware, and apply it to a context-aware ML-
based spelling checker/corrector (Speller). Our results show that the methodology can scale up the test suite to cover a large typo space,  
and, at the same Ɵme, reveal failure cases that can oŌen be masked by other common misspelled inputs. Furthermore, the methodology  
can cover a mulƟdimensional space with test cases automaƟcally built upon constantly-changing producƟon data. We show that these  
adapƟve test suites can isolate the performance of the ML component from the end-to-end speller system, and keep up with both model  

3 S 08/02/2022 13:26

Instead of reporƟng individual test failures, we rely on featurizing misspell paƩerns and spectral clustering to automaƟcally report  
subcategories of tests that contain higher proporƟons of defects. In parƟcular, we make the following contribuƟons: • We keep up with  
the ML soŌware’s evolving input space by automaƟcally revising our test suite using producƟon data to obtain new test cases and delete  
obsolete ones. • We learn a coverage-driven perturbaƟon model to generalize exisƟng cases in producƟon data to enrich edge cases that  
are underrepresented in real training and test data. • We resolve the obsolete oracle problem by using the relaƟonship between the  
original data from producƟon and its perturbed counterparts; we determine the expected output of a number of test cases where the  
consequent feedback is posiƟve and indicates that the users received correct outputs. • We automaƟcally idenƟfy important failure  
classes by mining paƩerns of test cases using unsupervised learning and cluster the test cases to idenƟfy subgroups with high number of  

4 S 08/02/2022 13:26

METHODOLOGY TO TEST ML-BASED SYSTEMS We have developed a new methodology to address the chal-  
lenges brought about by ML systems. The key intuiƟon behind our methodology is to leverage the scale of producƟon data to  
automaƟcally author large numbers of coverage-adequate test cases whose Pass/Fail outcomes reveal systemaƟc paƩerns that may be  
indicaƟve of failures in the ML system. More specifically, as shown in Figure 1, we start by mining (A) large volumes of producƟon data,  
which we then perturb using (B) a coverage-driven model-based test input curator that yields a large number of coverage-adequate test  
cases, with test inputs and expected outputs. These tests are then executed on the ML SUT, the actual output is obtained, and (C) an  
automated test oracle determines if the SUT passed or failed the test. Together with features of the inputs, test outcomes, and expected  
outputs, we use (D) clustering to determine which failures are related, in that all failures in a given cluster stem from a single bug. The  
results from clustering can also be used to improve the curator to generate more refined test suites along with oracles. We now break  



31/03/2022 13:09

Page 47 of 111Reports\\Coding Summary By Code Report

Aggregate Classification Coverage Number  
Of Coding  
Reference

Reference  
Number

Coded By  
IniƟals

Modified On

5 S 08/02/2022 13:26

Files\\Cats are not fish~ deep learning testing calls for out-of-distribution awareness

No ACM Digital library 0.0465 7

1 S 08/02/2022 12:36

Although recent progress has been made in designing novel tesƟng techniques for DL soŌware, which can detect thousands of errors, the  
current state-of-the-art DL tesƟng techniques usually do not take the distribuƟon of generated test data into consideraƟon. It is therefore  
hard to judge whether the ”idenƟfied errors” are indeed meaningful errors to the DL applicaƟon (i.e., due to quality issues of the model)  
or outliers that cannot be handled by the current model (i.e., due to the lack of training data). Tofill this gap, we take thefi rst step and  
conduct a large scale empirical study, with a total of 451 experiment configuraƟons, 42 deep neural networks (DNNs) and 1.2 million test  
data instances, to invesƟgate and characterize the impact of OOD-awareness on DL tesƟng. We further analyze the consequences when  
DL systems go into producƟon by evaluaƟng the effecƟveness of adversarial retraining with distribuƟon-aware errors. The results confirm  
that introducing data distribuƟon awareness in both tesƟng and enhancement phases outperforms distribuƟon unaware retraining by up  

2 S 08/02/2022 12:41

We select 5 state-of-the-art OOD-detecƟon techniques that are commonly used among related literature [4, 16, 23, 24, 36, 37, 40]. OOD  
techniques use different approaches to retrieve an OOD score. Some use input perturbaƟon, and others require a specifically trained new  
DNN. Therefore, this work includes techniques with various approaches as follows: • Simple Baseline [15]. The baseline idenƟfies that in  
and outof-distribuƟon samples are classified with different probability distribuƟons. The soŌmax predicƟon probability is used to  
determine whether an input is ID or OOD.  
• ODIN [24]. In addiƟon to calculate the soŌmax predicƟon probability proposed by the baseline, ODIN adds temperature scaling to the  
input as well as small input perturbaƟons. They show that small perturbaƟons have stronger effects on in-distribuƟon samples rather  
than out-of-distribuƟon samples, achieving higher ID/OOD classificaƟon performance.  
• Mahalanobis [23]. Mahalanobis detecƟon technique integrates the informaƟon from all layers into the score calculaƟon. It takes the  
closest class for each layer, adds small noise to the test sample andfi nally computes the score by measuring the Mahalanobis distance  
[29] between the test sample and the closest class-condiƟonal Gaussian distribuƟon.  
• Outlier Exposure [16]. Outlier Exposure stands out by classifying inputs with a separately trained DNN which is exposed to the same  
training data as the DNN used for the applicaƟon. However, in addiƟon, out-of-distribuƟon data is integrated into the training procedure  
of the outlier exposure DNN model. AŌerward, the maximum soŌmax probability is taken similar to the baseline for out-of-distribuƟon  
detecƟon.  
• Likelihood-RaƟo [40]. The latest contribuƟon of thefi eld uƟlizes a separately trained DNN, namely a generaƟve DNN model with  

3 S 08/02/2022 12:41

Overall, our results show that Outlier Exposure on Densenet-121 architecture performs the best and the results are consistent on all  
benchmark datasets. The exisƟng techniques can detect the ID data effecƟvely where most of the test data are correctly classified as in-
distribuƟon. Spliƫng the classes of the training set imposes a challenge to the detecƟon techniques and grants a new perspecƟve on  
their performance for applicaƟon-realisƟc seƫngs.

4 S 08/02/2022 12:42

Answer to RQ2: The data distribuƟon generated by mutaƟon operators is dependent on the datasets. Considering the same mutaƟon  
operators, more test cases tend to be more OOD for grayscale images and less for color images. Image blur and Image Scale are the  
mutaƟons strategies where the highest OOD-score is observed, whereas Image RotaƟon, Shear, Brightness and Contrast generate fewer  
OOD data. The error test cases are more likely to be OOD than benign test cases.

5 S 08/02/2022 12:42

Answer to RQ3: Our results show that, exisƟng coverage criteria affect the data distribuƟon of generated test cases, which is important to  
address when designing a test scenario. KMNC, TKNC, NC and FANN tend to decrease the number of OOD benign test cases while NC and  
NBC tend to increase the OOD benign test cases. For the mutaƟon operators that tend to generate fewer OOD data such as rotaƟon and  
contrast, the exisƟng coverage criteria can increase the number of OOD data by covering more behaviors of the DNN. For the mutaƟon  
that tends to generate more OOD data such as blur, the exisƟng coverage criteria can decrease the number byfiltering some data with the  
coverage guidance. For grayscale images, the coverage criteria may decrease the number ofOOD data with random mutaƟon operators.  
The coverage criteria may increase the OOD data for generated error test cases.
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6 S 08/02/2022 12:42

Answer to RQ4: The results demonstrate that ID-errors tend to befi xed via DNN adjustments, while OOD-errors seem to require further  
training data for being correctly classified. When retraining, OOD errors tend to be on average 10.4% more effecƟve in improving the  
robustness of the DNN than ID errors or randomly chosen ones. Furthermore, not all OOD errors help the model to generalize, indicaƟng  
that the OOD-score distance towards the trained/tested DNN distribuƟon maƩers when choosing the right data for enhancing robustness.

7 S 08/02/2022 12:42

• OOD DetecƟon for DL TesƟng (RQ1). In DL tesƟng, it is sƟll challenging to disƟnguish ID and OOD data especially when more similariƟes  
between the two tested data types exist. Therefore,fi ne-grained thresholds seem helpful in gaining a beƩer understanding in similar  
cases. Our results in Fig. 2 provide the following guidance: if the tesƟng tool aims at generaƟng ID test cases, a smaller N should be  
selected. If we want to generate OOD test cases, a larger N should be selected. Research Guidance: a possible direcƟon is to develop OOD  
techniques, which can effecƟvely detecƞi ne-grained OOD data for deep learning tesƟng.  
• MutaƟon Operators and Coverage Criteria (RQ2&3). Our results show that the exisƟng mutaƟon and coverage criteria have different  
effects on ID data or OOD data generaƟon. To build the distribuƟon-aware DL tesƟng tools, we could develop distribuƟon-based coverage  
criteria that canfi lter some OOD data or ID data. Research Guidance: DL tesƟng tools should be aware of distribuƟon. A promising  
direcƟon is to develop morefi ne-grained distribuƟon-aware criteria for the test selecƟon.  
• Robustness Enhancement (RQ4.) Our iniƟal results have shown that distribuƟon-aware retraining is more effecƟve in robustness  
enhancement than the distribuƟon-unaware retraining. It seems that root causes for ID errors are parƟally model dependent while OOD  
errors can be effecƟvelyfi xed with new training data. Research Guidance: A future research direcƟon is to further analyze the root cause  
of ID and OOD errors, especially in an even morefi ne grained seƫng which can provide guidance for repairing the model from a data and  
DNN architecture perspecƟve under regard of the presented threshold of this work.

Files\\Machine Learning Testing~ Survey, Landscapes and Horizons

No Google Scholar 0.0131 5

1 S 07/02/2022 12:59

For example, DeepXplore [1], a differenƟal white-box  
T 
tesƟng technique for deep learning, revealed thousands of incorrect corner case behaviours in autonomous driving learning systems;  
Themis [5], a fairness tesƟng technique for detecƟng causal discriminaƟon, detected significant ML model discriminaƟon towards gender,  
marital status, or race for as many as 77.2 percent of the individuals in datasets to which it was applied.

2 S 07/02/2022 13:01

3 S 07/02/2022 13:02

4 S 07/02/2022 13:04

5 S 07/02/2022 13:07
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Files\\On testing machine learning programs

No Web of science 0.0311 14

1 S 07/02/2022 10:15

This paper reviews current exisƟng tesƟng pracƟces for ML programs. First, we idenƟfy and explain challenges that should be addressed  
when tesƟng ML programs. Next, we report exisƟng soluƟons found in the literature for tesƟng ML programs. Finally, we idenƟfy gaps in  
the literature related to the tesƟng of ML programs and make recommendaƟons of future research direcƟons for the scienƟfic  
community. We hope that this comprehensive review of soŌware tesƟng pracƟces will help ML engineers idenƟfy the right approach to  
improve the reliability of their ML-based systems. We also hope that the research community will act on our proposed research direcƟons  
to advance the state of the art of tesƟng for ML programs.

2 S 07/02/2022 10:17

In this paper, we survey exisƟng tesƟng pracƟces that  
have been proposed for ML programs, explaining the context in which they can be applied and their expected outcome. We also, idenƟfy  
gaps in the literature related to the tesƟng of ML programs and suggest future research direcƟons for the scienƟfic community. This paper  
makes the following contribuƟons:  
• We present and explain challenges related to the tesƟng of ML programs that use differenƟable models.  
• We provide a comprehensive review of current soŌware tesƟng pracƟces for ML programs.  
• We idenƟfy gaps in the literature related to the tesƟng of ML programs and provide future research direcƟons for the scienƟfic  

3 S 07/02/2022 10:24

Approaches that aim to detect conceptual errors in ML models  
Approaches in this category assume that the models  
are implemented into programs without errors and focus on providing mechanisms to detect potenƟal errors in the calibraƟon of the  
models. These approaches can be divided in two groups: black-box and white-box approaches [9].

4 S 07/02/2022 10:24

Black-box tesƟng approaches for ML models. The common denominator to black-box tesƟng approaches is the generaƟon of adversarial  
data set that is used to test the ML models. These approaches leverage staƟsƟcal analysis techniques to devise a mulƟdimensional  
random process that can generate data with the same staƟsƟcal characterisƟcs as the input data of the model.

5 S 07/02/2022 10:24

White-box testing approaches for ML models. Pei et al. proposed DeepXplore [15], the first white-box

6 S 07/02/2022 10:25

Approaches that aim to detect errors in ML code implementaƟons  
Given the stochasƟc nature of most ML algorithms and  
the absence of oracles, most exisƟng tesƟng techniques are inadequate for ML code implementaƟons. As a consequence, the ML  
community have resorted to numerical tesƟng, property-based tesƟng

7 S 07/02/2022 10:25

Numerical-based tesƟng: Finite-difference techniques. Most machine learning algorithms are formulated as opƟmizaƟon problems that  
can be solved using gradientbased opƟmizers, such as gradient descent or L-BFGS (i.e., Limited-memory Broyden–Fletcher–Goldfarb–
Shanno algorithm). The correctness of the objecƟve funcƟon gradient that are computed with respect to the model parameters, is crucial.

8 S 07/02/2022 10:26

a)Use of the centered formula. Instead of relying on the tradiƟonal gradient formula, Karpathy recommends using the centered formula  
from EquaƟon 1 which is more precise. The taylor expansion of the numerator

9 S 07/02/2022 10:26

b) Use of relaƟve error for the comparison. As menƟoned above, developers perform gradient checking by compuƟng the difference  
between the numerical gradient f 
n and the analyƟc gradient f  a. This difference can be  
seen as an absolute error and the aim of the gradient checking

10 S 07/02/2022 10:26

d) SƟck around acƟve range of floaƟng point. To train complex staƟsƟcal models, one needs large amounts of data. So, it is common to  
opt for mini-batch stochasƟc gradient descent and to normalize the loss funcƟon over the batch. However, if the back-propagated  
gradient is very small, addiƟonal divisions by data inputs count will yield extremely smaller vales, which in turn can lead to numerical  
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11 S 07/02/2022 10:26

Property-based tesƟng. Property-based tesƟng is a technique that consists in inferring the properƟes of a computaƟon using the theory  
and formulaƟng invariants that should be saƟsfied by the code.

12 S 07/02/2022 10:26

Metamorphic tesƟng. Murphy et al. [32] introduced metamorphic tesƟng to ML in 2008. They defined several Metamorphic RelaƟonships  
(MRs) that can be classified into six categories (i.e., addiƟve, mulƟplicaƟve, permutaƟve, inverƟve, inclusive, and exclusive).

13 S 07/02/2022 10:26

MutaƟon tesƟng. Ma et al.[36] proposed DeepMutaƟon that adapts mutaƟon tesƟng [37] to DNN-based systems with the aim of  
evaluaƟng the test data quality in terms of its capacity to detect faults in the programs. MutaƟon tesƟng consists in injecƟng arƟficial  
faults (i.e., mutants) in a program under test and generaƟng test cases to detect them.

14 S 07/02/2022 10:27

Coverage-Guided Fuzzing. Odena and Goodfellow [38] developed a coverage-guided fuzzing framework specialized for tesƟng neural  
networks. Coverage-guided fuzzing has been used in tradiƟonal soŌware tesƟng to find criƟcal errors. For ML code, the fuzzing process  
consists of handling an input corpus that evolves through the execuƟon of tests by applying random mutaƟon operaƟons on its contained  
data and keeping only interesƟng instances that allow triggering new program behavior.

Files\\Software Framework for Data Fault Injection to Test Machine Learning Systems

No Web of science 0.0619 3

1 S 03/02/2022 15:36

Conceptual view of the system with examples of quesƟons that the system can answer.  
soŌware framework, illustrated conceptually in Fig. 1, with the following goals:  
– Easy and flexible modeling of the types of data faults the system is likely to encounter via a combinaƟon of predefined parameterizable  
fault models and new userdefined ones. Ideally, the set of predefined fault models should gradually grow as a result of the integraƟon of  
new fault models for new purposes.  
– Ability to work with different kinds of structured and unstructured data as well as with highly different ML models or systems.  
– ParameterizaƟon of the data fault generaƟon so that developers can study how sensiƟve their systems are to different kinds of faults  
and what are the thresholds of data problems when the system starts to lose its performance.  
– VisualizaƟon of the results with different fault models and parameters.  
– Bookkeeping to allow going back to the sources of problems.  
– Embedding the fault injecƟon and the visualizaƟon of the effects of faulty data to the development pipeline.  
– IntegraƟon of data fault emulaƟon to different development pipelines.  
To saƟsfy these goals, we have created a generator frame-  
work for emulaƟng data problems, called dpEmu. The framework can generate faults in training or tesƟng data in a controlled and  
documentable manner, and it enables emulaƟng data problems in the use and training of ML systems as depicted in Fig. 2. The Runner  
rouƟne introduces faults in a dataset, following the definiƟons set in the Fault generaƟon tree. Then, the resulƟng data is preprocessed  
and run by ML models, which

2 S 03/02/2022 15:36
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3 S 03/02/2022 15:37

To develop robust and reliable ML systems we have created  
dpEmu to encourage developers to evaluate how their models and systems work when system input data has faults. The system can be  
used for mulƟple purposes, such as invesƟgaƟng how a trained model or an enƟre system tolerate different kinds of faults in its input  
data; studying which model and hyperparameterizaƟon are the best when input data has certain kinds of faults or how alternaƟve data  
cleaning approaches influence the operaƟon of the resulƟng model; evaluaƟng tradeoffs between model accuracy versus model  
robustness; and quanƟfying the accuracy difference when the model is trained with clean or faulty data. At present, dpEmu sƟll is a  
prototype and as usual, it is not perfect in terms of funcƟonality and usability. However, it already acts as demonstrator regarding how  
robustness and tolerance to data faults can be integrated into the development pipeline of ML systems. Popular ML libraries, such as  
Sklearn or TensorFlow, have  
extensive collecƟons of funcƟons for evaluaƟng the models as well as spliƫng the datasets for training and tesƟng parts. However, none  
of these, seem to have built-in support for studying the model behavior in case of erroneous input data. DpEmu can be used together  
with these libraries to add one step before the actual training of the model. The addiƟon of one more step, however, will increase the  
training effort a lot. In addiƟon to the actual training, it is possible to have another training loop that searches for the best possible  

Files\\TensorFI~ A Configurable Fault Injector for TensorFlow Applications

No Scopus 0.0216 3

1 S 03/02/2022 15:05

TensorFlow is a high-level dataflow framework for building ML applicaƟons and has become the most popular one in the recent past. ML  
applicaƟons are also being increasingly used in safety-criƟcal systems such as self-driving cars and home roboƟcs. Therefore, there is a  
compelling need to evaluate the resilience of ML applicaƟons built using frameworks such as TensorFlow. In this paper, we build a high-
level fault injecƟon framework for TensorFlow called TensorFI for evaluaƟng the resilience of ML applicaƟons. TensorFI is flexible, easy to  
use, and portable. It also allows ML applicaƟon programmers to explore the effects of different parameters and algorithms on error  

2 S 03/02/2022 15:07

In this paper, we build a fault injector for ML applicaƟons  
wriƩen using specialized frameworks. Because TensorFlow is the most widely used, publicly available soŌware framework for wriƟng ML  
applicaƟons today, we only support TensorFlow and we call our injector TensorFI. TensorFI has three main features. First, it does not rely  
on the internal implementaƟon of TensorFlow, aiding its portability to different plaƞorms and TensorFlow versions. Second, it requires  
minimal modificaƟons for programmers to make to their applicaƟons and is hence easy to use. Third, it allows programmers to configure  
the injecƟon process through an external interface without modifying the applicaƟon (flexible).

3 S 03/02/2022 15:07

E. ImplementaƟon TensorFI supports the following features: • Launching mulƟple FI runs with support for comparing each FI result with  
the golden run  
• Launching mulƟple FI runs in parallel (mulƟ-threading) • Support for visualizing the modified TensorFlow graphs • Ability to specify fault  
type etc. in a configuraƟon file • Automated logging of fault injecƟon runs • Support for staƟsƟcs collecƟon and analysis

Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\Building ML  
Systems and applicaƟons\Architecture ML system

PDF

Files\\AI lifecycle models need to be revised

No Google Scholar 0.0252 13

1 S 10/02/2022 11:49

We have found that the following stages have been overlooked by previous lifecycle models: data collecƟon, feasibility study,  
documentaƟon, model monitoring,and model risk assessment.Our work shows that the real challenges of applying Machine Learning go  
much beyond sophisƟcated learning algorithms – more focus is needed on the enƟre lifecycle. In parƟcular, regardless of the exisƟng  
development tools for Machine Learning, we observe that they are sƟll not meeƟng the parƟculariƟes of this field.
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2 S 10/02/2022 11:52

MachineLearning projects start witha problem statement which is used to discuss  
whether a MachineLearning soluƟon is necessary.This step requires high engagement from problem domain experts.

3 S 10/02/2022 11:52

Requirements are not alwaysdefined beforehand. DataandModel requirements  
become more clear while working withan iniƟal model. Requirements relatedtotraceability,interpretability, andexplainabilityare typically  
defined a theorganizaƟonal level.

4 S 10/02/2022 11:52

CollecƟng, understanding, andpreparing dataare the most Ɵme-consuming stages  
ofMachineLearning projects. There is ameƟculousdataaccess control that, despite being quintessenƟal, sets major obstacles  
inunderstanding thedataand performing exploratory analyses. PracƟƟoners emphasize, dataunderstanding implies being able to  
communicate it to other stakeholders. Finally,the differences between development andproducƟon environments pose challenges for  

5 S 10/02/2022 11:52

Thechallenges in Modeling summarize as follows: 1) thelatest MachineLearning  
technologies are not alwayseligible for use;2)baseline models are essenƟal arƟfacts for model development; 3) teams keep track of all  
experiments, which oŌen revolves around keeping a customized spreadsheet; and4)defining performance metrics is problem-specific,  
posing a challengeto thedefiniƟon ofstandards aƩheorganizaƟonal level.

6 S 10/02/2022 11:52

DocumentaƟon is a first-class arƟfact for regulatory compliance, knowledge  
transfer, andreproducibility.Hence, a peer-review process is in place to ensure documentaƟon quality.

7 S 10/02/2022 11:52

Although Model Risk AssessmenƟs not new to thefintech industry,MachineLearn-  
ing is requiring a revised approach.Currently,developers endure considerable efforts to create therequired documentaƟon.

8 S 10/02/2022 11:52

There are deploymentpatternsinwhicha separate team needs to reimplementthe model to meet production settings.

9 S 10/02/2022 11:53

More automaƟon is needed for model monitoring.Teams havecreated their own  
automaƟon tools, but making themavailable to other teamsrequires unfeasible efforts thatdo not meet their prioriƟes.

10 S 10/02/2022 11:53

Although pracƟƟoners are eager to learnautomated tesƟng pracƟces, this is not  
part oŌheir skillset. Hence, projects are struggling to adopt unit andintegraƟon tesƟng strategies.

11 S 10/02/2022 11:53

All projects must goover a feasibility study in their early stages. UnƟl then, projects  
do not fit thetypicalsprint-based agile planning.Anagile approachhelps pracƟƟoners prioriƟze tasks andengagestakeholders.

12 S 10/02/2022 11:53

There is pracƟcal valueonhaving a strong backgroundon bothSoŌware Engi-  
neering and DataScience. EducaƟon should put more focuson theprocess insteadof model-training techniques.

13 S 10/02/2022 11:54
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Files\\An End-to-End Framework for ProducƟve Use of Machine Learning in SoŌware AnalyƟcs  
and Business Intelligence SoluƟons

No Google Scholar 0.0941 11

1 S 09/02/2022 13:22

Nowadays, machine learning (ML) is an integral component in a wide range of areas, including soŌware analyƟcs (SA) and business  
intelligence (BI). As a result, the interest in custom ML-based soŌware analyƟcs and business intelligence soluƟons is rising. In pracƟce,  
however, such soluƟons oŌen get stuck in a prototypical stage because seƫng up an infrastructure for deployment and maintenance is  
considered complex and Ɵme-consuming. For this reason, we aim at structuring the enƟre process and making it more transparent by  
deriving an end-to-end framework from exisƟng literature for building and deploying ML-based soŌware analyƟcs and business  

2 S 09/02/2022 13:28

there is oŌen a need for customized soŌware analyƟcs or business intelligence (SA/BI) soluƟons that leverage the full potenƟal of modern  
machine learning (ML) techniques. However, as such soluƟons are used as internal systems for monitoring or decision-making, these are  
oŌen not perceived as something of direct customer value by managers. This results in a lack of priority, Ɵme and, resources assigned to  
setup and maintain ML-based SA/BI soluƟons [15]. In addiƟon to that, the effort of going beyond a prototypical analysis and deploying it  
to and maintaining it in producƟon is perceived as extremely high [15,30]. Paired with a lack of experƟse in this domain, which is oŌen  
the case if the actual product is not related to ML [6], custom ML-based SA/BI soluƟons are rarely deployed in producƟon [15].  
Nevertheless, this is considered crucial in order to conƟnuously gain valuable insights and use it for actual decision making [21].

3 S 09/02/2022 13:30

Data Management and Processing  
The most important prerequisite for training accurate ML models is providing high-quality training data [26,29]. At the same Ɵme,  
assembling high-quality data sets, and engineering and selecƟng appropriate features based on it, is very Ɵme-consuming and requires a  
vast amount of effort and resources [14]. As a result, we invesƟgate the common acƟviƟes (see Table 1) in data man-  
agement and data processing required for a successful applicaƟon in machine learning systems as well as the challenges (see Table 2) that  
come with these acƟviƟes. The idenƟfied acƟviƟes can be grouped into six overarching categories: 1) Data preparaƟon; 2) data cleaning;  
3) data validaƟon; 4) data evaluaƟon; 5) data serving; and 6) extract, transform, and load (ETL) tasks. During the data preparaƟon, raw  
input data is examined for suitable features  
before being transformed (e.g. aggregaƟons of one or more raw input data fields) into training data [4,5,14,21,26,27]. Next, the data is  
cleaned by filtering out uncorrelated data [10,26], specifying quality rules, detecƟng errors, inconsistencies and anomalies [4,8,19], and  
fixing these errors [8,19,26,36]. To guarantee a successful preparaƟon and cleaning of the data, each batch of  
data needs to be validated based on its properƟes [4,5,26,27,29,36] and potenƟal

4 S 09/02/2022 13:30

dependencies [26], deviaƟons [5,26], or impact of features on model accuracy or performance [14,26] need to be idenƟfied. Once a  
model is trained, the goal of data evaluaƟon is to evaluate the choice  
and encoding of the data based on the results produced by a model trained on the data, for instance by performing sanity checks [14,26].  
AŌer a suitable soluƟon was found, the newly emerging input data needs to be transformed to so-called serving data which is processible  
by the model [4,26]. This usually involves the same transformaƟon steps as required for the training data. AŌer the serving data was  
successfully processed by the model, it is channeled back as training data for future iteraƟons [26].

5 S 09/02/2022 13:31

6 S 09/02/2022 13:32

7 S 09/02/2022 13:32

8 S 09/02/2022 13:33

9 S 09/02/2022 13:34
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10 S 09/02/2022 13:34

11 S 09/02/2022 13:34

Files\\Applying AI in Practice~ Key Challenges and Lessons Learned

No Scopus 0.0183 4

1 S 08/02/2022 13:54

In parƟcular, data-driven AI methods such as DNNs allow data to shape models and soŌware systems that operate them. System  
engineering of AI-driven soŌware therefore faces novel challenges at all stages of the system lifecycle [51]: – Key Challenge 1: AI intrinsic  
challenges due to peculiariƟes or shortcomings of today’s AI methods; in parƟcular, current data-driven AI is characterized by: • data  
challenge in terms of quality assurance and procurement; • challenge to integrate expert knowledge and models; • model integrity and  
reproducibility challenge due to unstable performance profiles triggered by small variaƟons in the implementaƟon or input data  
(adversarial noise);  
– Key Challenge 2: Challenges in the process of AI system engineering ranging from requirements analysis and specificaƟon to  
deployment including • tesƟng, debugging and documentaƟon challenges; • challenge to consider the constraints of target plaƞorms at  
design Ɵme; • cerƟficaƟon and regulaƟon challenges resulƟng from highly regulated target domains such as in a bio-medical laboratory  
seƫng;  
– Key Challenge 3: Interpretability and trust challenge in the operaƟonal environment, in parƟcular • trust challenge in terms of lack of  
interpretability and transparency by opaque models;  

2 S 08/02/2022 13:54

AI Intrinsic Challenges  
There are peculiariƟes of deep learning methods that affect the correct interpretaƟon of the system’s output and the transparency of the  
system’s configuraƟon.  
Lack of Uniqueness of Internal ConfiguraƟon: First of all, in contrast to tradiƟonal engineering, there is a lack of uniqueness of internal  
configuraƟon causing difficulƟes in model comparison. Systems based on

3 S 08/02/2022 13:54

AI System Engineering Challenges  
In a data-driven AI systems there are two equally consequenƟal components: soŌware code and data. However, some input data are

4 S 08/02/2022 13:54

Interpretability and Trust Challenge In contrast to tradiƟonal compuƟng, AI can now perform tasks that previously  
only humans were able to do. As such it contains the possibility to revoluƟonize every aspect of our society.

Files\\Bighead~ A Framework-Agnostic, End-to-End Machine Learning Platform

No IEEE 0.0549 4

1 S 08/02/2022 12:52

With the increasing need to build systems and  
products powered by machine learning inside organizaƟons, it is criƟcal to have a plaƞorm that provides machine learning pracƟƟoners  
with a unified environment to easily prototype, deploy, and maintain their models at scale. However, due to the diversity of machine  
learning libraries, the inconsistency between environments, and various scalability requirement, there is no exisƟng work to date that  
addresses all of these challenges.
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2 S 08/02/2022 12:54

Despite rapid developments in the field, there sƟll lacks  
a framework-agnosƟc, end-to-end machine learning plaƞorm, and exisƟng soluƟons do not saƟsfy the needs of machine learning  
pracƟƟoners. First of all, many plaƞorms lack advanced feature engineering capability, leaving many challenges unsolved in a stage in  
model development where many pracƟƟoners spend the majority of their Ɵme [1]. For example, it is crucial to have correct values for the  
features that correspond to the Ɵmestamp of the labels. This process, called temporal joins, prevents the situaƟon of data leakage [2],  
that is, features incorrectly containing informaƟon on the labels because the former were observed aŌer the laƩer. Another challenge is  
that, for features that are generated and consumed in real Ɵme, we need a framework that can process, aggregate, and join both offline  
and online data sources. This is not a trivial problem since aggregaƟons and temporal joins need to be properly modeled in a principled  
way. Moreover, exisƟng plaƞorms typically focus on supporƟng  
only one model framework, oŌen leading to Ɵght coupling between the modeling layer and the infrastructure layer. This limits the  
opƟons for pracƟƟoners when they build models, and can prevent cuƫng-edge algorithms and techniques from being explored and  
adopted. It also creates a lock-in with certain frameworks and makes migraƟons difficult when these frameworks evolve or get  
deprecated. Apart from the drawbacks of exisƟng systems, we have idenƟfied the following four major overarching challenges when  
building a well designed machine learning plaƞorm. First, it is common for model developers to spend a non-  
trivial amount of effort to iterate on models and take them to producƟon. Cleaning up the code, wriƟng applicaƟons to serve the model,  
and thoroughly tesƟng changes are frequent tasks. In some cases, developers even have to re-implement

3 S 08/02/2022 12:55

Second, the domain of machine learning is highly hetero-  
geneous and ever-changing. Models using certain algorithms are typically built on structured data, and state-of-the-art deep learning  
models can leverage unstructured data such as texts, images, and videos, each of which require unique processing. Meanwhile,  
algorithms, frameworks, and plaƞorms are constantly being released and updated. New compute resources such as GPUs and TPUs are  
increasingly required. For such a plaƞorm to be useful, it needs to be versaƟle by supporƟng major frameworks and various compute  
resources, being flexible to accommodate frequent changes, and being extensible to allow future addiƟons. To achieve these goals, the  
plaƞorm needs to decouple infrastructure from the model frameworks and provide proper abstracƟons. Third, models are moved across  
a diverse set of environments throughout their lifecycle. These environments can differ in numerous aspects, such as hardware, operaƟng  
systems, versions of soŌware dependencies, and sources of data. For example, the producƟon environment is oŌen vastly different from  
the prototyping environment. Data used for offline training oŌen comes from a different source from online inference. Consequently,  
data produced by the model in producƟon can be inconsistent with that produced during prototyping, leading to undesired situaƟons  
such as incorrect results. It is therefore important to guarantee that the models are developed and producƟonized in a consistent seƫng  
and produce consistent results. Fourth, the scales of the datasets, throughput, latency requirements, etc. all vary drasƟcally from model  
to model, and can fluctuate greatly over Ɵme. A modern convoluƟon neural network can easily consume thousands of Ɵmes more  
resources than a simple regression model. A fraud detecƟon model may require sub-second latency, whereas a sales forecasƟng model  
may only need to run once per month. While having as much compuƟng power as possible is one way to solve the scaling problem, cost  
adds constraints on how many resources can be deployed at a Ɵme. The ability to scale horizontally and elasƟcally in response to the  
change of the workload is thus criƟcal to the stability, reliability, and cost effecƟveness of the plaƞorm.

4 S 08/02/2022 12:56

We found that these plaƞorms do not meet the need by the machine learning community for a framework-agnosƟc, endto-end plaƞorm,  
for several reasons. First, many of them do not cover the end-to-end workflow. In parƟcular, an important feature that most plaƞorms  
lack is the integraƟon with feature engineering and management, which is considered by some to be the most crucial part of machine  
learning [1]. As menƟoned in SecƟon I, there exist many challenging problems pertaining to this stage that a plaƞorm needs to solve.  
Second, exisƟng plaƞorms focus on the support of one machine learning framework, thus not giving first-class support for or even  
precluding the use of others. Moreover, most of the frameworks are not designed in a flexible way, and substanƟal work would be  
required for customized features, such as integraƟon with a parƟcular organizaƟon’s data warehouse, or enforcement of data privacy  
policies. Lastly, some plaƞorms are proprietary, and while they might  
have a more complete coverage for the workflow or popular frameworks, they cannot be leveraged by other organizaƟons. For the above  
reasons, we decided to build Bighead on our  
own, while leveraging exisƟng open source technologies as much as possible, such as Apache Spark [19], Apache Flink [20], Apache  
Airflow [21], and Kubernetes [22]. Rather than sƟtching separately developed components together, Bighead

Files\\Large-scale machine learning systems in real-world industrial seƫngs~ A review of  
challenges and soluƟons

No Web of science 0.0101 1

1 S 11/02/2022 14:22
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Files\\Overton~ A Data System for Monitoring and Improving Machine-Learned Products

No Google Scholar 0.0117 1

1 S 24/02/2022 09:54

In the life cycle of many producƟon machine-learning applicaƟons, maintaining and improving deployed models is the dominant factor in  
their total cost and effecƟveness–much greater than the cost of de novo model construcƟon. Yet, there is liƩle tooling for model life-cycle  
support. For such applicaƟons, a key task for supporƟng engineers is to improve and maintain the quality in the face of changes to the  
input distribuƟon and new producƟon features. This work describes a new style of data management system called Overton that provides  
abstracƟons to support the model life cycle by helping build models, manage supervision, and monitor applicaƟon quality.1 Overton is  
used in both near-real-Ɵme and backend producƟon applicaƟons. However, for concreteness, our running  
example is a product that answers factoid queries, such as “how tall is the president of the united states?” In our experience, the  
engineers who maintain such machine learning products face several challenges on which they spend the bulk of their Ɵme.

Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\Building ML  
Systems and applicaƟons\Architecture ML system\Cloud_based ML

PDF

Files\\ThunderML~ A Toolkit for Enabling AI~ML Models on Cloud for Industry 4.0

No Google Scholar 0.0185 1

1 S 03/02/2022 11:15

Challenges of Using ExisƟng Cloud-Based AI Plaƞorms  
While cloud-based AI plaƞorms have done much to facilitate adopƟon of AI by alleviaƟng many of the infrastructure provisioning and  
maintenance challenges associated with on-premises enterprise AI iniƟaƟves, they have not done enough to abstract away some of the  
complexity of running AI workflows in vendor agnosƟc ways. Current plaƞorms expect pracƟƟoners to know a given vendor’s means and  
methods of interacƟng with the compuƟng resources without consideraƟon given to providing a common programming model that  
makes the job of an AI pracƟƟoner easier. Cloud-based AI environments, by their very nature, push users towards batch training modes to  
facilitate data center resource management via a queued execuƟon model. Such batch training modes are problemaƟc for many data  
scienƟsts who wish to see errors or results in real or near real Ɵme in order to make their modeling workflow more efficient.1 Another  
issue is that cloud-offerings typically approach AI from either a  
black-box perspecƟve which offers users simplicity at the cost of flexibility or through a more complex runƟme environment that requires  
users maintain code arƟfacts that oŌen have nothing to do with the actual AI tasks at hand2.Even with a diverse set of offerings in the  
market, we feel a gap remains for the AI pracƟƟoner community. Cloud AI offerings should be easy to learn and use and provide the right  
level of complexity and flexibility AI pracƟƟoners need.
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Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\Building ML  
Systems and applicaƟons\Architecture ML system\ML pipeline jungles

PDF

Files\\On the Co-evolution of ML Pipelines and Source Code - Empirical Study of DVC Projects

No Web of science 0.0047 1

1 S 04/02/2022 22:57

The growing popularity of machine learn-  
ing (ML) applicaƟons has led to the introducƟon of soŌware engineering tools such as Data Versioning Control (DVC), MLFlow and  
Pachyderm that enable versioning ML data, models, pipelines and model evaluaƟon metrics. Since these versioned ML arƟfacts need to  
be synchronized not only with each other, but also with the source and test code of the soŌware applicaƟons into which the models are  
integrated, prior findings on co-evoluƟon and coupling between soŌware arƟfacts might need to be revisited.

Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\Building ML  
Systems and applicaƟons\AutoML

PDF

Files\\A Meta Learning Approach for AutomaƟng Model SelecƟon in Big Data Environments  
using Microservice and Container VirtualizaƟon Technologies

No ACM Digital library 0.0283 3

1 S 25/02/2022 10:07

For a given speci c machine learning task, very oŌen several machine learning algorithms and their right con guraƟons are tested in a  
trial-and-error approach, unƟl an adequate soluƟon is found. This wastes human resources for construcƟng mulƟple models, requires a  
data analyƟcs expert and is Ɵme-consuming, since a variety of learning algorithms are proposed in literature and the non-expert users do  
not know which one to use in order to obtain good performance results. Meta learning addresses these problems and supports non-
expert users by recommending a promising learning algorithm based on meta features computed from a given dataset. In the present  
paper, a new generic microservice-based framework for realizing the concept ofmeta learning in Big Data environments is introduced.  
This framework makes use of a powerful Big Data soŌware stack, container visualizaƟon, modern web technologies and a microservice  
architecture for a fully manageable and highly scalable soluƟon. In this demonstraƟon and for evaluaƟon purpose, Ɵme series model  
selecƟon is taken into account. The performance and usability of the new framework is evaluated on state-of-the-art machine learning  
algorithms for Ɵme series forecasƟng: it is shown that the proposed microservice-based meta learning framework introduces an excellent  
performance in assigning the adequate forecasƟng model for the chosen Ɵme series datasets.

2 S 11/02/2022 12:42

Meta learning solves the problem of automated model selecƟon  
by formulaƟng it as a supervised learning task incorporaƟng training and tesƟng phases. The main task of the training is that an algorithm  
–referred to meta learner– learns the mapping between available learning algorithms and measurable properƟes –referred to meta  
features– of the task itself. To this end, a set of meta examples is needed. Each example is tagged by predictors and labels. The predictors  
correspond to the meta features extracted to describe the datasets. The labels indicate the most appropriate algorithms. In the tesƟng  
phase, given a new dataset, the meta features will be extracted to be used by the trained meta learner for suggesƟng the most  

3 S 11/02/2022 12:42

Building a ML model by nonexpert users is a complex, Ɵme consuming and error prone process. According to the no-free-lunch theorem  
[31], no single learning algorithm has always the lowest performance error on a broad problem domain. As a result, for a given usage  
scenario, a dedicated learning algorithm must be selected. The selecƟon process is de ned as an Algorithm SelecƟon Problem (ASP) [18],
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Files\\Auto-Keras~ An Efficient Neural Architecture Search System

No Google Scholar 0.0170 2

1 S 08/02/2022 13:43

IniƟal efforts have been devoted to making use of network mor-  
phism in neural architecture search [7, 13]. It is a technique to morph the architecture of a neural network but keep its funcƟonality [10,  
45]. Therefore, we are able to modify a trained neural network into a new architecture using the network morphism operaƟons, e.g.,  
inserƟng a layer or adding a skip-connecƟon. Only a few more epochs are required to further train the new architecture towards beƩer  
performance. Using network morphism would reduce the average training Ɵme ¯t in neural architecture search. The most important  
problem to solve for network morphism-based NAS methods is the selecƟon of operaƟons, which is to select an operaƟon from the  
network morphism operaƟon set to morph an exisƟng architecture to a new one. The network morphism-based NAS methods are not  
efficient enough. They either require a large number of training examples [7], or inefficient in exploring the large search space [13]. How  
to perform efficient neural architecture search with network morphism remains a challenging problem.

2 S 08/02/2022 13:43

As we know, Bayesian opƟmizaƟon [40] has been widely adopted  
to efficiently explore black-box funcƟons for global opƟmizaƟon, whose observaƟons are expensive to obtain. For example, it has been  
used in hyperparameter tuning for machine learning models [3, 15, 21, 24, 40, 44], in which Bayesian opƟmizaƟon searches among  
different combinaƟons of hyperparameters. During the search, each evaluaƟon of a combinaƟon of hyperparameters involves an  
expensive process of training and tesƟng the machine learning model, which is very similar to the NAS problem. The unique properƟes of  
Bayesian opƟmizaƟon moƟvate us to explore its capability in guiding the network morphism to reduce the number of trained neural  
networks n to make the search more efficient. It is non-trivial to design a Bayesian opƟmizaƟon method for  
network morphism-based NAS due to the following challenges. First, the underlying Gaussian process (GP) is tradiƟonally used for  
learning probability distribuƟon of funcƟons in Euclidean space. To update the Bayesian opƟmizaƟon model with observaƟons, the  
underlying GP is to be trained with the searched architectures and their performances. However, the neural network architectures are not  
in Euclidean space and hard to parameterize into a fixed-length vector.

Files\\Autonomic machine learning platform

No Google Scholar 0.0151 3

1 S 11/02/2022 14:50

Autonomic machine learning level In this secƟon, first we define autonomic machine learning based on  
minimizing expert intervenƟon. We also define the autonomic levels based on the development factors of the machine learning process.  
3.1. Autonomic machine learning Similar to the concept of autonomic compuƟng, which refers to a  
compuƟng framework to manage, configure, and opƟmize the assets of all systems while minimizing expert intervenƟon (Autonomic  
CompuƟng Strategy PerspecƟves, 2018), autonomic machine learning refers to autonomic machine learning with minimal expert  
intervenƟon. Therefore, autonomic machine learning can be defined as the selecƟon of an appropriate machine learning model and  
algorithm to achieve the desired result while autonomously detecƟng the

2 S 11/02/2022 14:50

Autonomic levels In order to develop machine learning applicaƟons which work by  
learning target data, machine learning experts generally undertake the processes of selecƟng the aƩributes of the input data, tuning the  
hyperparameters, and selecƟng the machine learning technique and learning task. If we categorize these processes into the development  
steps of machine learning and if the process of each step can be performed without expert intervenƟon, each step can then be defined as  
a level of autonomic machine learning. Therefore, we define five levels of autonomic machine learning referring to as the degree of  
expert intervenƟon based on the development steps of machine learning. These are shown in Table 1.

3 S 11/02/2022 14:51
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Files\\AutoTrain~ An Efficient Auto-training System for Small-scale Image Classification

No IEEE 0.0072 1

1 S 08/02/2022 13:13

Machine learning has become the most promising  
research field. However, the involved models usually require complex, tedious and expensive manual intervenƟon. The automated  
machine learning technology plays a significant role in miƟgaƟng this issue. However, the current studies ignore the importance of  
automaƟon in data preprocessing.

Files\\Task-Specific Automation in Deep Learning Processes

No Web of science 0.0245 1

1 S 25/02/2022 11:13

In this paper, we looked on the challenges of AI system development from a SE point of view. These challenges lead to new ML processes  
automated in general purpose ML pipelines. These pipelines sƟll lack the ability to support the huge diversity of task and technology  
specific requirements ofML soluƟons. AutomaƟc ML (‘learn how to learn’) aiming at full end-to-end pipeline synthesis is promising but  
sƟll not mature enough for large scale applicaƟon in industry projects. We argued task and technology specific automaƟon taking  
advantage from both approaches are the next steps towards beƩer ML pipelines. As an examplewe presented the ALOHA tool flow  
automaƟng the steps ofalgorithm  
selecƟon, applicaƟon parƟƟoning and mapping and deployment on target hardware. We presented the evaluaƟon method, based on real  
world industry relevant use cases. Although the ALOHA project is sƟll ongoing, examples based on already implemented components  
strongly suggest the capability of the ALOHA tool flow to provide designs opƟmized for specific hardware plaƞorms in a maƩer of days,  

Files\\The Machine Learning Bazaar~ Harnessing the ML Ecosystem for EffecƟve System  
Development

No Google Scholar 0.0056 1

1 S 25/02/2022 10:00

. To address these problems, we introduce the Machine Learning Bazaar, a new framework for developing machine learning and  
automated machine learning soŌware systems. First, we introduce ML primiƟves, a unified API and specificaƟon for data processing and  
ML components from different soŌware libraries. Next, we compose primiƟves into usable ML pipelines, abstracƟng away glue code, data  
flow, and data storage. We further pair these pipelines with a hierarchy ofAutoML strategies — Bayesian opƟmizaƟon and bandit learning.  
We use these components to create a general-purpose, mulƟ-task, end-to-end AutoML system that provides soluƟons to a variety ofdata  
modaliƟes (image, text, graph, tabular, relaƟonal, etc.) and problem types (classificaƟon, regression, anomaly detecƟon, graph matching,  
etc.). We demonstrate 5 real-world use cases and 2 case studies of our approach.
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Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\Building ML  
Systems and applicaƟons\Machine learning System Quality

PDF

Files\\Cats are not fish~ deep learning testing calls for out-of-distribution awareness

No ACM Digital library 0.0175 3

1 S 08/02/2022 12:35

As Deep Learning (DL) is conƟnuously adopted in many industrial applicaƟons, its quality and reliability start to raise concerns. Similar to  
the tradiƟonal soŌware development process, tesƟng the DL soŌware to uncover its defects at an early stage is an effecƟve way to  
reduce risks aŌer deployment. According to the fundamental assumpƟon of deep learning, the DL soŌware does not provide staƟsƟcal  
guarantee and has limited capability in handling data that falls outside of its learned distribuƟon, i.e., out-of-distribuƟon (OOD) data.

2 S 08/02/2022 12:38

However, different from tradiƟonal soŌware whose decision  
logic is mostly programmed by the developer, deep learning adopts a data-driven programming paradigm. In parƟcular, the major tasks of  
a DL developer are preparing the training data, labeling the data, programming the architecture of the deep neural network (DNN), and  
specifying the training configuraƟon. All the decision logic is automaƟcally learned during the runƟme training phase and encoded in the  
obtained DNN (e.g., by weights, bias, and their combinaƟons). Due to the differences of programming paradigm, the logic encoding  
format, and the tasks that a DNN is oŌen developed for (e.g., image recogniƟon), tesƟng techniques for tradiƟonal soŌware cannot be  
directly applied and new tesƟng techniques are needed for DNNs. While some recent progress has been made in proposing novel  
tesƟng criteria [17, 25, 33, 35] and test generaƟon techniques for quality assurance of DNNs [8, 33, 35, 43, 48, 55, 58], it sƟll lacks  
interpretaƟon and understanding on the detected errors by such techniques and their impact. For example, it is not clear whether errors  
are indeed caused by missing training data or insufficient training, etc. The fundamental assumpƟon of deep learning is that

3 S 08/02/2022 12:40

To summarize, this paper makes the following contribuƟons:  
• We perform a large scale empirical study on how deep learning tesƟng affects the data distribuƟon of the generated test cases; and  
how distribuƟon aware tesƟng influences DNN model robustness.  
• Our study idenƟfies the impact of mutaƟon operators and coverage criteria on the distribuƟon of the generated test cases. We find that  
image rotaƟon, contrast and brightness tend to generate more ID data while image blur is more likely to generate OOD data. In terms of  
the coverage criteria, NBC and SNAC facilitate to generate more OOD data than others.  
• We demonstrate the effecƟveness of distribuƟon aware retrain-  
ing, outperforming the state-of-the-art by up to 21.5%. Based on our results, we provide guidelines on distribuƟon-aware error selecƟon  
for robustness enhancement, by studying the effect of root cause of ID and OOD errors.

Files\\How Teams Communicate about the Quality of ML Models~ A Case Study at an  
InternaƟonal Technology Company

No ACM Digital library 0.0620 14

1 S 07/02/2022 16:27

Prior studies have explored how ML is affecƟng development team roles beyond data scienƟsts, including user experience designers,  
program managers, developers and operaƟons engineers. However, there has been liƩle invesƟgaƟon oĬowteam members in different  
roles on the team communicate about ML, in parƟcular about the quality ofmodels. We use the general term quality to look beyond  
technical issues ofmodel evaluaƟon, such as accuracy and overfiƫng, to any issue affecƟng whether a model is suitable for use, including  
ethical, engineering, operaƟons, and legal consideraƟons. What challenges do teams face in discussing the quality ofML models? What  
work pracƟces miƟgate those challenges? To

2 S 07/02/2022 16:27

This emergence of ML also means that soŌware teams increasingly need to communicate  
about ML models and their quality. Here, we use the general term quality to encompass not only technical issues about ML model  
evaluaƟon such as accuracy, but also any issue affecƟng whether a model is suitable for use, including ethical, engineering, operaƟons,  
and legal consideraƟons. Because ML is involved in many aspects of soŌware development—from UX, to engineering and operaƟons, to  
management—this communicaƟon spans many roles on the team [7, 37]. Prior research explored how data scienƟsts ensure high  
confidence in their analysis results [24, 36, 37, 57]. However, concerns about ML quality are not limited to issues related to the role of  
data scienƟsts. Other roles on the team, including UX designers, program managers (PMs), developers, operaƟons engineers, and product  
managers, also need to communicate about ML models and their quality, to support coordinaƟon and decision making. What are the  
challenges soŌware teams face when communicaƟng about ML models and their quality? What pracƟces and tools can be introduced to  
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3 S 07/02/2022 16:29

Challenges in CommunicaƟng ML Models In this secƟon, we discuss the main challenges and best pracƟces around communicaƟng ML  
models within teams. In the surveys and interviews, parƟcipants were asked two quesƟons about challenges: One was aimed at ML  
experts who develop the models, asking them directly about challenges they face when discussing ML models with non-experts. The  
other quesƟon was directed toward non-ML developers working on ML projects and the challenges they face within their teams when  
those ML models are discussed. Through another affinity diagram exercise, we iterated over the reported open-ended quesƟons, we  
idenƟfied emerging paƩerns. We share the following challenges and best pracƟces to inspire future work and design direcƟon for new  
soluƟons.  
5.1.1 Mismatch between the discussion ofuser-need-driven and model-driven performance. One of the common problems that has been  
observed in a variety of ways is that when discussing ML features in a system, data scienƟsts tend to be more model driven as opposed to  
user-need driven (e.g. they discuss the performance of a model in terms of accuracy or recall, but not in terms of the overall task). This  
mostly affects those ML model developers who are building customer facing features ofmodels. For example, a soŌware engineer  
menƟoned the challenge he faces when discussing the model as follows: “Our team focuses on building tools for 3rd party developers, so  
our work is generally focused on models as collecƟons/generally. It’s oŌen hard to discuss the models when we’re focused on how they  
perform on a standard task (ImageNet, CoCo) but customers care about their specific problem space”. Another parƟcipant who is a UX  
designer working on customer facing ML based projects explains the situaƟon with the following metaphor:“Trying to navigate the ’cart  
before the horse’ discussion because it can be a sensiƟve topic. Cart before the horse = conducƟng research, creaƟng and training models  
before having a sense ofwhat real customer problem you’re trying to solve. Can lead to someƟmes feeling like we’re shoe-horning ML  
into products where they *might* not be needed”. Another UX designer who has been working on AI based projects for more than 5  

4 S 07/02/2022 16:29

5.1.2 Struggle in problem formulaƟon. Another emerging paƩern in our observaƟons from the survey and interviews is due to the lack of  
knowledge regarding the capabiliƟes and potenƟals of ML. The problem is divided into two groups: One occurs at the beginning of the ML  
development workflow due to issues in problem formulaƟon as a result of not knowing what to expect from ML, and the other occurs  
during validaƟon . For example, a data scienƟst clearly described the challenge he faces regarding his audience expectaƟons: “Many non-
technical people assume that ML can do anything and that it will tell them what they need to know. But ML is only good when you have  
1) good quesƟons, and 2) good data (with good labels!).

5 S 07/02/2022 16:29

5.1.3 The need for educaƟon before communicaƟon . Not only is the lack ofML knowledge challenging at the start of the workflow during  
problem formulaƟon, but it also requires extra effort from the model developer to educate and raise awareness in their audience. As one  
data scienƟst explained, “We usually need to put in extra work to achieve the baseline level oŅnowledge before we can discuss the actual  
mode/feature”. Another data scienƟst menƟoned how this mismatch in the level of knowledge forces her to hide some details to avoid  
misunderstanding. In her words, the challenge is “[h]ow to convert technical terminology into daily words. SomeƟmes, in order to explain  
clearly, I have to ignore some excepƟons/details to avoid confusion”.

6 S 07/02/2022 16:29

5.1.4 ConflicƟng documentaƟon and standards. . One of the interesƟng paƩerns in the results is how a lack of standards and  
documentaƟon that are universal across team members is a hurdle in the communicaƟon process because no common language is  
available. One data scienƟst explained, “The biggest challenge I’ve run into on our team is folks having a common language to use when  
discussing models in terms offuncƟonality.” He then followed up with how it is less of a challenge due to his team process “Fortunately  
our APIconsumes the ONNXmodel format which has helped improve these conversaƟons.”. Another data scienƟst menƟoned, “There is  
no standard checklist for checking the model’s accuracy. When you go and talk to different data scienƟsts, even seniors they have their  
own mind map, so going through the model with different people is different”.

7 S 07/02/2022 16:30

5.1.5 Failure to see ‘The Big Picture’. Another challenge around communicaƟng models arises from the fact that an ML model is part of an  
ecosystem in which conversaƟons are bidirecƟonal. The challenge arises out of the fact that some data scienƟsts are not aware of the  
deployment and engineering pracƟces. For example one PM menƟoned: “Modelers don’t always know what it takes to take a model to  
producƟon”. An SE confirmed this by staƟng: “Scoping work can be difficult; it’s not always easy to know how many models we’ll need to  
try and how long we’ll need to iterate”.

8 S 07/02/2022 16:30

5.1.6 Struggle to explain and understand common model metrics in context. VariaƟons in metrics and their subjecƟvity raises a challenge  
in discussions within teams. For example one a data scienƟst menƟoned, “Most people do not understand that it’s difficult to compare  
metrics across models - someƟmes an AUC of0.9 is good enough, someƟmes it is not”. Another senior data scienƟst menƟoned  
something along those lines: “SomeƟmes a slightly low accuracy does not ruin the UX, it could be ignored or maybe it does not have  
impact. It is hard to convey that to our stakeholders”. Another issue related to communicaƟng meaningful metrics is how they are being  
presented and discussed, because some data scienƟsts choose to bias their presentaƟon toward those metrics that work. As a data  
scienƟst expressed: “Not everyone knows what metrics really mean. Some people just blindly follow the metrics.
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9 S 07/02/2022 16:30

5.1.7 Struggle to explain and interpret model behavior. There is oŌen a difficulty in “explaining” a model’s behavior, (i.e., When the model  
works well, why? When the model is not working as

10 S 07/02/2022 16:30

5.1.8 InƟmidaƟon by the perceived complexity, or is it too much trust? An obvious paƩern in our interviews with data scienƟsts is the  
issue of trust in the sense that a model consumer oŌen trusts that the model builder knows their job; therefore, there is not as much  
discussion around the model as there might need to be. As one UX designer menƟoned, “I have no formal educaƟon related to ML  
models. So basically, I just rely on the adhoc understanding oŌhe model developer”. A PM also menƟoned that, “stakeholders don’t care  
about model metrics they just want to know iŌhe model is good or not, Usually I just share one number (aggregate measure like  
accuracy) and no one ever asked for details. They just want to see data related to the requirements”.

11 S 07/02/2022 16:30

.3.3 Workflows. Sharing the process that led to the soluƟon is also crucial in promoƟng confidence in the quality of the soluƟon. Some  
details about ML models seem to be important to the audience, such as the reason for choosing a specific class ofmodels or how the  
parameters were tuned and so on. For instance, a data scienƟst menƟoned what to discuss around ML models: “Problem being solved  
and why we picked the ML model? Your thought process behind picking the model”. A soŌware engineer also suggested a more engaging  
discussion in which the results and the journey to the soluƟon maƩer to non-ML developers “show how you’ve arrived at the results and  
how tweaking certain parameters can impact the model output

12 S 07/02/2022 16:30

5.4.1 PresentaƟon tools. Looking at the results of Table 3, we see some pracƟces and tools that are currently used to present models’  
quality to elicit launching decisions or any of the other goals shown in Table 4. PowerPoint and OneNote were popular in communicaƟng  
models, which presents a potenƟal design opportunity.

13 S 07/02/2022 16:31

5.4.3 Quality shines with context and visuals. In presenƟng models, having the right form of presentaƟon that relates the model to a  
context is a helpful exercise. As one PM menƟoned regarding his approach when data scienƟsts are presenƟng their models to him: “How  
explicable is this model? it helps to have a nice story around the model, what’s the story and how will it perform in the wild? the person  
has to [tell] a story.”.

14 S 07/02/2022 16:31

Our results were elicited from observing the communicaƟon process through our interviews and surveys. Our quesƟons were inspired by  
Lasswell’s model of communicaƟon [25] to provide a comprehensive analysis of the communicaƟon process. During our interviews,  
parƟcipants shared arƟfacts they used to discuss MLmodels (e.g., emails sent to other team members, presentaƟons, projecƟng their  
work, etc.), which helped us in the elicitaƟon process. However, a longer ethnographic shadowing would be beneficial in adding to the  
challenges and best pracƟces we have idenƟfied. Our recruited interview and survey parƟcipants were all employees of a soŌware  
company with large mulƟdisciplinary teams. Most of our parƟcipants had some exposure to ML because the company is acƟvely  
adverƟsing events and courses to learn ML. Therefore, some of our observaƟons might not generalize to less experienced teams.  
Furthermore, the total number of data scienƟsts and soŌware engineers was higher than the numbers of any other user group reflected  
in the soŌware company populaƟon. We tried to randomize the sample by randomizing the quesƟons regarding communicaƟon to  

Files\\On misbehaviour and fault tolerance in machine learning systems

No Web of science 0.0376 7

1 S 07/02/2022 10:42

We studied soŌware designs that aim at introducing fault tolerance in ML systems so that possible problems in ML components of the  
systems can be avoided. The research was conducted as a case study, and its data was collected through five semi-structured interviews  
with experienced soŌware architects.

2 S 07/02/2022 10:42

Architectural designs have been suggested to protect the systems from hardware failures and malicious aƩacks (e.g. [6]), but there is liƩle  
emphasis on architectural soŌware design to answer the inherent unpredictability and uncertainty of the uƟlized ML itself. One step  
towards achieving dependability is fault tolerance.  
TradiƟonally, soŌware faults have been seen as the results of design errors [7]. However, due to their staƟsƟcal, data-driven nature, ML  
systems can be seen as inherently faulty not by design, but by paradigm. Thus, unpredictable errors will emerge from deployed ML  
systems that cannot be captured by tradiƟonal fault-tolerance models. The quesƟon remains of how to build ML systems that detect  
these errors and prevent them from propagaƟng.
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3 S 07/02/2022 10:44

The results show that there is much to desire in the dependability of ML systems. Some paƩerns for fault tolerance are used in pracƟce,  
but the developers and buyers oŌen lack knowledge and frameworks to apply them. Thus, the role of fault tolerance is – at least today –
very limited and vague in pracƟce. This relaƟve immaturity is not limited to fault tolerance, however, but also other phases of managing  
the life-cycle of ML systems. To our knowledge, this is the first aƩempt to gather informaƟon about fault tolerance for ML systems in one  
place, thus forming the basis for further research. PracƟƟoners can use the gathered informaƟon to design more dependable ML systems.

4 S 07/02/2022 10:44

Dependability, faults, and ML systems  
System dependability means a system’s trustworthiness [2]. Dependability is assessed by evaluaƟng a system’s reliability, availability, and  
maintainability. SomeƟmes addiƟonal quality characterisƟcs, such as safety and integrity, are applied [10]. In other words, a dependable  
system – at the very least – delivers correct service consistently, does not suffer from long periods of down-Ɵme, and is easily corrected  
and altered. Threats to dependability originate from failures, errors, and  
faults [10]. Failures are deviaƟons from the desired service. Failures result from propagaƟng errors, i.e., incorrect funcƟoning of the  
system. Errors are caused by faults that are defects in system’s components (soŌware or hardware), acƟvated by given inputs in a given  

5 S 07/02/2022 10:44

Two means of diminishing threats are fault prevention and fault tolerance.

6 S 07/02/2022 10:48

Key findings are:  
• ML system can provide poor results if the inputs are of poor quality, the input-output-pairs do not match, or the input distribuƟon driŌs.  
This can be caused by a buggy model, faulty deployment, changes in user base, or misuse of the models results.  
• Interest in fault tolerance is rising but its overall role and frameworks for it are sƟll developing.  
• Some paƩerns for fault tolerance can be – and already are – used to tackle the problems caused by the ML model in the system, despite  
the field sƟll developing.

7 S 07/02/2022 10:49

Files\\Quality Assurance for AI-Based Systems~ Overview and Challenges (IntroducƟon to  
InteracƟve Session)

No Scopus 0.0811 6

1 S 04/02/2022 13:58

With the pervasive use and the dependence on AIbased systems, the quality of these systems becomes essenƟal for their pracƟcal usage.  
However, quality assurance for AI-based systems is an emerging area that has not been well explored and requires collaboraƟon between  
the SE and AI research communiƟes. This paper discusses terminology and challenges on quality assurance for AI-based systems to set a  
baseline for that purpose. Therefore, we define basic concepts and characterize AI-based systems along the three dimensions of arƟfact  
type, process, and quality characterisƟcs. Furthermore, we elaborate on the key challenges of (1) understandability and interpretability of  
AI models, (2) lack of specificaƟons and defined requirements, (3) need for validaƟon data and test input generaƟon, (4) defining  
expected outcomes as test oracles, (5) accuracy and correctness measures, (6) non-funcƟonal properƟes of AI-based systems, (7) self-
adapƟve and self-learning characterisƟcs, and (8) dynamic and frequently changing environments.

2 S 04/02/2022 14:00

The knowledge and background of different communiƟes are brought together  
for developing AI-based systems. While this leads to new and innovaƟve approaches, exciƟng breakthroughs, as well as a significant  
advancement in what can be achieved with modern AI-based systems, it also fuels the babel of terms, concepts, percepƟons, and  
underlying assumpƟons and principles. For instance, the term “regression” in ML refers to regression models or regression analysis,  
whereas in SE it refers to regression tesƟng. Speaking about “tesƟng”, this term is defined as the acƟvity of execuƟng the system to reveal  
defects in SE but refers to the evaluaƟon of performance characterisƟcs (e.g., accuracy) of a trained model with a holdout validaƟon  
dataset in ML. The consequences are increasing confusion and potenƟally conflicƟng soluƟons for how to approach quality assurance for  
AI-based systems and how to tackle the associated challenges. While this paper starts from a soŌware engineering point of view, its goal  
is to incorporate and discuss also many other perspecƟves, which eventually aggregate into a mulƟ-dimensional big picture of quality  
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3 S 04/02/2022 14:01

For instance, addiƟonal quality properƟes of AI components and AI-based  
systems have to be taken into account. Zhang et al. [5] consider the following quality properƟes:  
– Correctness refers to the probability that an AI component gets things right. – Model relevance measures how well an AI component fits  
the data. – Robustness refers to the resilience of an AI component towards perturbaƟons. – Security measures the resilience against  
potenƟal harm, danger or loss made via manipulaƟng or illegally accessing AI components.  
– Data privacy refers to the ability of an AI component to preserve private data informaƟon.

4 S 04/02/2022 14:00
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Efficiency measures the construcƟon or predicƟon speed of an AI component. – Fairness ensures that decisions made by AI components  
are in the right way and for the right reason to avoid problems in human rights, discriminaƟon, law, and other ethical issues.  
– Interpretability refers to the degree to which an observer can understand the cause of a decision made by an AI component.

6 S 04/02/2022 14:01

In addiƟon to outlining important concepts and terms in the previous secƟon,  
this secƟon elaborates on the following key challenges encountered in the development of approaches for quality assurance and tesƟng  
of AI-based systems.  
– Understandability and interpretability of AI models – Lack of specificaƟons and defined requirements – Need for validaƟon data and test  
input generaƟon – Defining expected outcomes as test oracles – Accuracy and correctness measures – Non-funcƟonal properƟes of AI-
based systems – Self-adapƟve and self-learning characterisƟcs – Dynamic and frequently changing environments.
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In spite of an explosive growth in the raw AI technology and in consumer facing applicaƟons on the internet, its adopƟon in business  
applicaƟons has conspicuously lagged behind. For business/missioncriƟcal systems, serious concerns about reliability and maintainability  
of AI applicaƟons remain. Due to the staƟsƟcal nature of the output, soŌware ‘defects’ are not well defined. Consequently, many  
tradiƟonal quality management techniques such as program debugging, staƟc code analysis, funcƟonal tesƟng, etc. have to be  
reevaluated. Beyond the correctness of an AI model, many other new quality aƩributes, such as fairness, robustness, explainability,  
transparency, etc. become important in delivering an AI system.

2 S 04/02/2022 13:49

This supports the asserƟon that moving AI from a proof-ofconcept to real business soluƟon is not a trivial exercise. Some common  
reasons cited for this result are:  
– Insufficient alignment of business goals and processes to the AI technology (akin to the challenges of introducing informaƟon  
technology in the 1990’s).  
– Lack of data strategy (i.e. “There is no AI without IA (InformaƟon Architecture)”)  
– Shortage of skilled people who can combine domain knowledge and the relevant AI technology.  
– Unique concerns about AI (e.g. model transparency, explainability, fairness/bias, reliability, safety, maintenance, etc.)  
– Need for beƩer engineering infrastructure for data and model provenance. As the applicaƟon of AI moves to business/mission criƟcal  
tasks with more  
severe consequences, the need for a rigorous quality management framework becomes criƟcal. It is bound to be very different from the  
pracƟces and processes that have been in place for IT projects over many decades.

3 S 04/02/2022 13:52
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operaƟons perspecƟves that occur when these groups work independently [10].  
III. CHALLENGES FOR ARCHITECTING ML SYSTEMS We present four categories of soŌware architecture chal-  
lenges that need to be addressed for the process depicted in Figure 2 to support ML system development, as well as their maintenance  
and evoluƟon.  
A. SoŌware Architecture PracƟces for ML Systems ExisƟng established soŌware architecture pracƟces to sup-  
port design, development, and deployment of soŌware systems [2], in addiƟon to data-intensive system paradigms (e.g., big data  
analyƟcs systems [18]), provide a foundaƟon for architecƟng ML systems. A ML component can be considered a soŌware component  
with characterisƟcs that are not common in tradiƟonal soŌware components. The behavior of a tradiƟonal soŌware component is  
defined by rules programmed in code that address its QA requirements and expected response measures. However, the behavior of a ML  
component is defined by characterisƟcs of the datasets it is trained with, in  
addiƟon to the system’s QA concerns [24]. Therefore, soŌware architecture pracƟces will need to take into account how to address  
requirements specificaƟon, design specificaƟon, and interpretability concerns driven by datasets [9]. SoŌware development processes,  
including agile soŌware  
development processes, went through an alignment stage to incorporate architecture tasks effecƟvely. A similar adjustment will be  
needed to align the experimental, iteraƟve and incremental nature that is inherent in architecƟng and development of ML models and ML  
components [1] [21]. Although conƟnuous evoluƟon and iteraƟve development are not new to soŌware architecƟng, the uncertainty  
introduced by the volaƟlity of the data that drives ML component development is certainly not common. ML component development  
relies on generate-and-test approaches which make them hard to align with sprint boundaries and idenƟficaƟon of ”done criteria”  
common in most soŌware development processes. In summary, while many exisƟng soŌware architecture pracƟces and design  
paradigms are applicable to ML systems, some will need to be adapted to account for data-dependent behavior of ML components. New  
pracƟces will need to be developed to account for ML-important QAs (next secƟon). To note is that any exisƟng, adapted, or new  
soŌware architecture pracƟce will need to take into account perspecƟves of new sets of stakeholders [6] [12] [17], including data  

2 S 24/02/2022 14:36

B. Architecture PaƩerns and TacƟcs for ML-Important QAs Quality aƩributes (QAs) — properƟes used to evaluate the  
quality and fitness of a system to meet its business goals — drive the selecƟon of architecture approaches, includ-  
ing paƩerns and tacƟcs, and consequently the structure and behavior of soŌware systems [2]. While organizaƟon- and domain-specific  
business goals shape architectural and other system requirements, ML-system-specific QA concerns also play an important role in ML  
systems. These aƩributes include explainability, data centricity, verifiability, monitorability, observability, and fault tolerance, at a  
minimum, in addiƟon to elevated importance of security and privacy [19]. Analysis techniques to assure their correct design and  
implementaƟon will need to be developed. These aƩributes will also drive the development of architecture-level techniques for  
addressing fairness, unintended bias, and ethics, in parƟcular to limit propagaƟon of unintended consequences.

3 S 24/02/2022 14:36

Understanding monitorability of ML systems requires ad-  
diƟonal work in several areas. First, we need to understand what different monitoring techniques will be needed for data quality vs.  
model quality vs. soŌware quality vs. service quality. ExisƟng paƩerns and tacƟcs for monitorability and observability will apply for some,  
but new ones will need to be developed as well. Second, there are opportuniƟes to relate monitorability to self-adaptaƟon [17]: (1) of  
ML:ML models self-adapt to system changes (one of the goals of MLOps), (2) for ML: ML system adapts to changes in the system that  
affect quality of service (QoS), and (3) by ML: system uses ML to adapt. And lastly, we need to understand

4 S 24/02/2022 14:37

D. Co-ArchitecƟng and Co-Versioning A ML system has two soŌware architectures that need  
to be developed and sustained: (1) the architecture of the ML system as described in Figure 2 (the system that uses the ML components),  
and (2) the architecture of the system that supports the ML model life cycle shown in Figure 1 (the system that produces the ML model,  
oŌen called the model development pipeline). This laƩer architecture is oŌen neglected as models are developed in trial-and-error,  
experimental mode, oŌen by people whom are not trained in soŌware engineering [10]. We use the term co-architecƟng to refer to the  
fact that both architectures need to be developed in sync, such that design decisions are driven by both system and model requirements,  
as well as the perspecƟves of the different stakeholders and development teams. An architectural approach for the model development  
pipeline also promotes potenƟal for reuse, especially for data pipeline components (i.e., components that extract and transform raw data  
into training data). Successful co-architecƟng requires addiƟonal work in three areas: (1) pracƟces that enable synchronizaƟon and  
integraƟon between the two architectures, (2) architecture representaƟons for ML-relevant concerns (e.g., data quality, model accuracy),  
as well as ML-relevant components (e.g., data pipelines, model elements), and (3) architecture views for model development pipelines  
that reflect and communicate design decisions and concerns related to data and feature engineering (e.g., data distribuƟon, algorithm  
selecƟon, feature selecƟon). Work in these areas needs to consider effecƟve communicaƟon, simple representaƟon, and visualizaƟon  
tools because co-architecƟng will likely happen in teams that combine data scienƟsts, soŌware engineers, and potenƟally other  
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The soŌware architecture of a system is the collecƟon of structures that depict the behavior of the system and inform how well the  
system meets its business and quality goals, including how well the longevity of the system is supported from a maintenance and  
evoluƟon perspecƟve. Development, deployment, maintenance, and evoluƟon of systems that include ML components pose different  
architecƟng challenges. In this paper, we summarized these challenges collected from researchers and pracƟƟoners through workshops,  
interviews, and industry engagements. Research needs to quesƟon exisƟng soŌware architecture concepts and pracƟces for their fitness  
to support ML systems. The challenges include understanding how well exisƟng soŌware architecture pracƟces support ML system  
development, as well as developing paƩerns and tacƟcs to respond to ML-important QAs. In addiƟon, there are architectural
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While numerous proposals exist from different vendors,  
perhaps the most well-known incarnaƟon of MLOps is ConƟnuous Delivery for Machine Learning (CD4ML) [19]. The approach formalized  
by ThoughtWorks for automaƟng in an end-to-end fashion the lifecycle of machine learning applicaƟons. In CD4ML, a cross-funcƟonal  
team produces machine learning applicaƟons based on code, data, and models in small and safe increments that can be reproduced and  
reliably released at any Ɵme, in short adaptaƟon cycles. The approach contains three disƟnct steps: idenƟfy and prepare the data for  
training, experimenƟng with different models to find the best performing candidate, and deploying and using the selected model in  
producƟon. The work is split to an ML pipeline that works with the data, and to a deployment pipeline that deploys the result to  
operaƟons (Figure 1). The above implies that there are three arƟfacts, in addiƟon to  
those that are required by DevOps, that need version control in MLOps: (i) different data sets used for training model and their  
versioning; (ii) model and its versioning; and (iii) monitoring the output of the model to detect bias and other problems.

2 S 07/02/2022 11:29

3 S 07/02/2022 11:30

Consequently, operaƟons related to data seem to be the  
most difficult to put into pracƟce. In general, systems like datalakes can be used to integrate data from various sources, but if amounts of  
data are massive and, in addiƟon, its owners want to protect it, this opƟon is feasible only inside one organizaƟon.

4 S 07/02/2022 11:31

Firstly, the model is created, and its quality assurance  
acƟviƟes are carried out on the hospital’s premises as a shared acƟvity between the two organizaƟons. The mode of operaƟon for this is  
based on experiments where interesƟng properƟes are idenƟfied in the dataset, which in general is oŌen the nature of data science  
projects early on [1]. The rhythm for the operaƟons is defined by these experiments. If desired, the model can be re-created with more  
precision in given intervals or by some other valid form of meaningful iteraƟon. Each new iteraƟon cycle creates a new version of the  
model, and it may or may not be handed over to the service provider. Secondly, the service provider is responsible for the devel-  
opment and the operaƟons of the soŌware that are necessary to use the model as basis for collaboraƟon between the doctors and  
(potenƟal) paƟents.

5 S 07/02/2022 11:31

Finally, the tool is meant to help the doctor and the paƟent  
to discuss the risks related to a surgical operaƟon, not to decide whether or not to perform the operaƟon. Instead, the decision is always  
made by the humans, and the AI only has a supporƟng role in the process. Hence, the responsibility is carried by humans, not by the AI.  
Furthermore, in the unlikely event of the system malfuncƟoning and providing answers that clearly are infeasible, the doctor – an expert  
in such operaƟons – is able to noƟce them and fix the situaƟon.
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SupporƟng interoperability at technical, informaƟonal and governance levels, such an ecosystem is aligned with the AuroraAI vision,  
where it is the individuals who combine data, not the society. The use of the digital twin paradigm [8] has also been considered in this  
context [12], leading to ciƟzen-level use of datasets and recommendaƟons. Unfortunately, such an approach, relying on datasets owned  
by mulƟple organizaƟons, does not really provide a data set that would be easily available for ML or even deeper analysis. Firstly, MyData  
is not automaƟcally shared but is something that only the individuals can release in accordance to their wishes. Secondly it is not obvious  
which data is true and which false, as individuals themselves provide some data, and, moreover, they can manipulate some data.

7 S 07/02/2022 11:32

Since models are concrete assets in the ML context as well as from operaƟons perspecƟve, they are also something that can be easily  
shared in AuroraAI. However, these models are only parƟal, as they are built by different data owners, not based on personal data that  

8 S 07/02/2022 11:33

For AuroraAI, this has meant that instead of aiming at automata that can provide recommendaƟons for everyone, models are more  
targeted to individuals, who can use them to determine facts about their well-being. Moreover, based on the models and input from the  
user, recommendaƟons are given to propose acƟons to add the observed well-being. Obviously, if an individual ciƟzen chooses to share  
the results with municipaliƟes, chances are that the individual in quesƟon will get a beƩer, more targeted service proposals. However,  
sharing the results is by no means enforced, meaning that the resulƟng data set is heterogeneous from the society perspecƟve.

9 S 07/02/2022 11:33

That said, individual offices oŌen have such systems in  
place locally, as this is governed by law. Hence, they can monitor what takes place, and, at least to some extent, who accesses what.  
Opening such monitoring data to individuals with

10 S 07/02/2022 11:33

A new challenge in soŌware engineering for ML is data  
related operaƟons. These operaƟons are related to the above to some extent, especially when data sets cannot be moved across data  
boundaries, but mulƟple organizaƟons need to access the data. Moreover, data meshes and other forms of integraƟng data in pieces can  
complicate designing the more tradiƟonal parts of informaƟon systems, needed for such integraƟon. In addiƟon, when considering  
AuroraAI, it seems natural that different soluƟons might rely on different versions of data sets, for several reasons. For instance, it is  
possible that extensive data cleaning operaƟons are needed for some applicaƟons, meaning that execuƟng such operaƟons frequently is  
impossible. Similarly, it might be so that the data must be from the same temporal range, and otherwise the operaƟons make no sense.  
Similar complicaƟons are reflected to training ML models based on such data sets, as well as to monitoring how well the models work  
once they have been deployed. For operaƟonalizing all the above in pracƟce, the same skill  
gap as for starƟng to use MLOps within a single organizaƟon is valid – indeed the same acƟons need to be taken. However, this Ɵme some  
of the issues are more difficult to reconcile, because the organizaƟons may have different modes of operaƟon and different organizaƟon  
cultures, as demonstrated in the Oravizio case. Moreover, restricƟons, such as those related to privacy or cerƟficaƟon, may exist on either  
side of the boundary, which adds an addiƟonal layer of complexity to the design. This has also been idenƟfied as a direcƟon for future  
work, especially from the perspecƟve of governance, audiƟng, and regulaƟons [22]. In general, to successfully perform mulƟ-organizaƟon  
MLOps, we need paƩers of integraƟon that help us in the process. InspiraƟon for these can be found from system integraƟon [10] as well  
as legality paƩerns, proposed for open source [9]. In fact, both soluƟons we have used in the examples of the paper are analogous to  
paƩerns of [9] – Oravizio uses the ML model as an Evaluator, and in AuroraAI, User delegaƟon helps to combine data that can only be  
accessed by the user as a whole. The definiƟon of such paƩerns remains future work, with some ideas already proposed in [17]. Finally,  
based on both case studies reported in this paper, it seems that if there is the will, there oŌen is a way
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Challenges associated with MLOps In our own previous research [16] [17], we have idenƟfied  
a number of challenges when it comes to the business case, data, modeling and deployment of ML or Deep Learning (DL) models. These  
include high AI costs and expectaƟons, fewer data scienƟsts, need for large datasets, privacy concerns and noisy data, lack of domain  
experts, labeling issues, increasing feature complexity, improper feature selecƟon, introducƟon of bias when experimenƟng with models,  
highly complex DL models, need for deep DL knowledge, difficulty in determining final model, model execuƟon environment, more  
hyperparameter seƫngs, and verificaƟon and validaƟon. It also includes less DL deployment, integraƟon issues, internal deployment,  
need for an understandable model, training-serving skew, enduser communicaƟon, model driŌs, and maintaining robustness. Some of the  
challenges in MLOps pracƟce [5] include tracking and comparing experiments, lack of version control, difficulty in deploying models,  
insufficient purchasing budgets and a challenging regulatory environment.
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. While many techniques have been proposed to improve the model training process (in-processing approach) or the trained model itself  
(post-processing), we argue that the most effecƟve method is to clean the root cause of error: the data the model is trained on (pre-
processing). Historically, there are at least three research communiƟes that have been separately studying this problem: data  
management, machine learning (model fairness), and security. Although a significant amount of research has been done by each  
community, ulƟmately the same datasets must be preprocessed, and there is liƩle understanding how the techniques relate to each other  

2 S 07/02/2022 23:20

We contend that it is Ɵme to extend the noƟon of data cleaning for modern machine learning needs. We idenƟfy dependencies among  
the data preprocessing techniques and propose MLClean, a unified data cleaning framework that integrates the techniques and helps  
train accurate and fair models. This work is part of a broader trend of Big data – ArƟficial Intelligence

3 S 07/02/2022 23:21

We compare and idenƟfy dependencies among the three data preprocessing techniques and discuss how data cleaning can possibly be  
extended to the other preprocessing techniques.  
2.1 TradiƟonal Data Cleaning Data cleaning [4] originates from the data management community and has been studied for decades.  
TradiƟonally, there is a focus on cleaning structured data with schema at scale where integrity constraints, denial constraints, and  
funcƟonal dependencies need to be saƟsfied. In addiƟon, duplicates must be removed, and values need to be corrected to be within  
certain ranges or to exist in external data sources. More recently, there are efforts to improve machine learning accuracy [5] and data  
validaƟon techniques for machine learning pipelines [10]. However, these techniques do not resolve the pressing issues of model fairness  
or model robustness against adversarial data.

4 S 07/02/2022 23:21

Data SaniƟzaƟon The machine learning and security communiƟes are acƟvely  
studying the problem of robust machine learning against adversarial data in criƟcal applicaƟons including spam filtering, autonomous  
driving, and cybersecurity. A major problem is that the training data is oŌen collected from external data sources, which are vulnerable to  
aƩacks by malicious actors [9]. A popular soluƟon is to make the model training more robust. Another approach that is gaining interest is  
saniƟzing the poisoned data before it is used in training. Data poisoning aƩacks have recently become more sophisƟcated [9], and there is  
an arms race on developing beƩer defenses to stop them as well. Data poisoning can also be done on the test data where the same  
saniƟzaƟon techniques can apply. Data saniƟzaƟon may conflict with data cleaning.
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MLCLEAN  
Since data cleaning, unfairness miƟgaƟon, and data saniƟzaƟon are ulƟmately preprocessing the same dataset, it makes sense to unify  
them. The naïve approach of applying each technique independently in any sequence can be problemaƟc for several reasons. Simply  
ignoring the dependencies between preprocessing techniques may result in incorrect results. For example, ifwe reweigh examples and  
then aƩempt to remove duplicates, then the reweighing may need to be done again to ensure fairness. Moreover, running one operaƟon  
at a Ɵme may have efficiency issues due to redundant operaƟons on the data.  
3.1 Basic Architecture  
We present MLClean, an extended data cleaning framework that takes into account the dependencies of the three preprocessing  
techniques and integrates them to produce clean, unbiased, and saniƟzed data (see architecture in Figure 1). Data saniƟzaƟon can be  
viewed as an extreme version ofdata cleaning and thus be executed together in one component. The unfairness miƟgaƟon component  
comes aŌerwards because, while data saniƟzaƟon and cleaning may affect the bias of data, reweighing examples only changes the  
example weights and does not effect the correctness of saniƟzaƟon and cleaning on the other features.

6 S 07/02/2022 23:22
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Compared to tradiƟonal machine learning, there is less need for feature engineering, but more need for significant amounts of data. We  
thus go through stateof-the-art data collecƟon techniques for machine learning. Then, we cover data validaƟon and cleaning techniques  
for improving data quality. Even if the data is sƟll problemaƟc, hope is not lost, and we cover fair and robust training techniques for  
handling data bias and errors. We believe that the data management community is well poised to lead the research in these direcƟons.  
The presenters have extensive experience in developing machine learning plaƞorms and publishing papers in top-Ɵer database, data  
mining, and machine learning venues.

2 S 14/02/2022 14:42

While there is a vast literature on data cleaning, not all of the techniques are beneficial to machine learning [8]. In addiƟon, recent  
machine learning issues including data poisoning need to be addressed as well. Even aŌer carefully preparing the data, the data quality  
may sƟll be problemaƟc, and we need to cope with biased, dirty, or missing data using fair and robust model training [14, 15].

3 S 07/02/2022 23:18

Data cleaning has a long history of removing various  
well-defined errors by saƟsfying integrity constraints including key constraints, domain constraints, referenƟal integrity constraints, and  
funcƟonal dependencies. Unfortunately, only focusing on fixing the data does not necessarily guarantee the best model accuracy. We  
cover the recent CleanML [8] work, which systemaƟcally studies the impact of data cleaning on the accuracy of the model trained on that  
data. The conclusions are twofold: data cleaning does not necessarily improve the model accuracy, and performing model selecƟon can at  
least reduce any negaƟve effects where the data cleaning may harm model accuracy. Hence, we cover recent data cleaning techniques  
that are specifically geared towards improving model accuracy.

4 S 14/02/2022 14:07

Data poisoning has recently become a serious issue be-  
cause changing a fracƟon of the training data, which may come from an untrusted source, may alter the model’s behavior. Compared to  
dirty data, there is a malicious intenƟon of making the model fail. Early work focused on specific applicaƟons like spam detecƟon and  
sensors. More recent studies are more general, but sƟll tend to focus on specific models. It is unclear if there will be anything close to a  
unifying soluƟon. The noƟon of data saniƟzaƟon was introduced in 2008 [4] where aƩacks were assumed to occur in relaƟvely confined  
Ɵme intervals, and the saniƟzaƟon techniques used training metadata. More recently, adversarial machine learning, which aƩempts to  
fool models through malicious inputs (e.g., adversarial images), has become one of the most popular topics in machine learning.
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A challenge lies in transiƟoning from exploratory data analy-  
sis, possibly over a small amount of data, to something that can be regularized into a producƟon workflow with full reproducibility and  
much larger datasets. Towards this goal, recent work has proposed using notebooks as a way of encoding repeated computaƟonal  
workflows [9], and others have developed extensions to ensure the code within notebooks is fully versioned and reproducible [10, 1, 6].  
However, we argue that the next step must be to look not at note-  
books as documents of code steps that access and produce data files — but rather as compilaƟons of (possibly shared, possibly param-  
eterized) computaƟonal steps operaƟng on objects in a data lake. We seek to accelerate and regularize data science tasks by finding and  
recommending data related to current objects of interest to the user. We do this by tracking the relaƟonships between data sets, data  
products, and code [5]. With the appropriate indexing and search capabiliƟes, data import and data cleaning steps are made visible to  
future users to be reused; data scienƟsts may find other related datasets with similar history provenance; users are able to query, based  
on a given source table or intermediate result, whether someone else has already linked two datasets or extracted sets of features.  
UlƟmately, just as shared libraries and open-source repositories have accelerated and improved soŌware engineering — reusable  
datasets, schemas, and computaƟonal workflow steps may improve the quality of data engineering.

2 S 07/02/2022 15:33

Files\\Shuffler~ A Large Scale Data Management Tool for Machine Learning in Computer Vision

No Scopus 0.0455 5

1 S 04/02/2022 13:05

Datasets in the computer vision academic research community are primarily staƟc. Once a dataset is accepted as a benchmark for a  
computer vision task, researchers working on this task will not alter it in order to make their results reproducible. At the same Ɵme, when  
exploring new tasks and new applicaƟons, datasets tend to be an ever changing enƟty. A pracƟƟoner may combine exisƟng public  
datasets, filter images or objects in them, change annotaƟons or add new ones to fit a task at hand, visualize sample images, or perhaps  
output staƟsƟcs in the form of text or plots.

2 S 04/02/2022 13:06

Given that ML and deep learning call for large volumes of data to produce saƟsfactory results, it is no surprise that the resulƟng data and  
soŌware management associated to dealing with live datasets can be quite complex. As far as we know, there is no flexible, publicly  
available instrument to facilitate manipulaƟng image data and their annotaƟons throughout a ML pipeline.

3 S 04/02/2022 13:09

In the computer vision academic community, day-to-day work emphasizes primarily algorithms rather than data. From this point of view,  
annotated image datasets are ideally built once and remain fixed. This approach allows the community to use datasets as benchmarks.  
Researchers choose to store these datasets in formats that are most common and fast to load for machine learning (ML) packages. In  
contrast, for a data scienƟst in industry, the task is not necessarily to improve an algorithm, but rather to try different algorithms and  
tasks on various parƟƟons and modificaƟons of the same dataset. In this case, a dataset is not considered staƟc, but rather constantly  
altered to fit the task at hand. In turn, mulƟple versions of the same dataset need to co-exist in a centralized or a distributed storage  
system. Ideally, a pracƟƟoner would want 1) a simple way to manipulate image data and its annotaƟons, and 2) a file format that allows  
to store mulƟple copies of the annotaƟon set in an organized and efficient way and to inspect them manually. Data manipulaƟon tools are  
someƟmes packaged with a dataset,  
but they typically allow to perform only a limited number of operaƟons only on that parƟcular dataset and oŌen for a single programming  
language.
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Datasets typically are in a custom format, which usually includes  
an image and an annotaƟon file in one of the following formats: xml, txt, or json. Table 1 presents an overview of several popular object  
detecƟon datasets in the area of computer vision and the formats of the associated annotaƟon files. On the one hand, these formats are  
human-readable, but on the other hand, quite slow to load. AddiƟonally, changing annotaƟons and saving them as a copy means  
duplicaƟng the whole directory with the annotaƟon files, which is inconvenient and slow. Many development kits cache annotaƟons by  
serializing them with formats such as pickle1 or protobuf2. Such formats are easy to load by a machine

5 S 04/02/2022 13:11

To sum up, we consider (Figure 2) a typical data preparaƟon  
workflow of a computer vision pracƟƟoner to consist of three steps: 1) download or collect a dataset, 2) modify annotaƟons, and 3)  
serialize the dataset. We further consider a common situaƟon when mulƟple modificaƟons of annotaƟons are used. ModificaƟons could  
be a chain of trivial tasks, for example, removing objects at image boundaries and then increasing the size oĩounding boxes. We note 1)  
the lack ofsoŌware for manipulaƟng image data and annotaƟons, and 2) a convenient format to store annotaƟons.

Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\Data  
Engineering\Data preprocessing

PDF

Files\\A hybrid method for missing value imputation

No ACM Digital library 0.0627 4

1 S 11/02/2022 13:00

Missing values are a common incurrence in a great number of real-world datasets, emerging from diverse domains of interest. In  
research, missing data consƟtute a significant problem as it can affect the conclusions drawn from them. Considering this, the difficulty of  
data preprocessing is increasing as selecƟng an inappropriate way to handle missing informaƟon can lead to untrustworthy results.  
Unfortunately, like in most cases in Machine Learning, there is not a single soluƟon that fits in every task related to the problem. For this  
reason, many strategies have been proposed to successfully deal with this issue. One of the most well-known, besides efficient, is  
imputaƟon. Replacing a missing value with an esƟmaƟon apparently eliminates the problem and provides complete datasets but the  
difficulty shiŌs in selecƟng the right method to impute missing values.

2 S 11/02/2022 13:00

Α familiar problem to Machine Learning researchers and data  
analysts is the occurrence of missing data, which reside in almost every dataset, seƫng obstacles in the stage of data preprocessing.  
Missing data, also referred as missing values, occur when no value is stored for the variable of an aƩribute, leaving the actual value of the  
observaƟon unknown. The most common scenario is that mulƟple values, usually in different aƩributes are missing in a single dataset,  
leading to the absence of a not negligible subset of it. The fact that a porƟon of the actual dataset is missing means that the amount of  
informaƟon that can be drawn from the data is reduced, a mater that strongly affects the ability to understand and explain the  
phenomenon of interest and raises concern about the reliability of the study results [1].

3 S 11/02/2022 13:02

LegiƟmate missing values, due to their nature are easier to deal with and in most Ɵmes there is no need to employ sophisƟcated  
methods, like imputaƟon, to deal with them. Moreover, in some cases the missing values belong to this category can provide the  
researchers with useful informaƟon about the reliability of the quesƟonnaire. Unfortunately, not all missing data belong to the previous  
category. IllegiƟmately missing data can be found in all kinds of datasets and can be caused by numerous factors.
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The missing data mechanism affects how missing values bias  
the results of a study, so it is essenƟal to know its type in order to choose the most appropriate approach to deal with them. Missing data  
can be categorized into three major categories depending on the mechanism causing them [4]: •  
2 Related work The stage of data preprocessing is fundamental in Machine  
Learning tasks as can influence remarkably the quality of the extracted results. Considering this maƩer of fact, it is clear why dealing with  
missing values is a very acƟve research field. Although the related literature is rich and plenty of work had been done on this specific  
issue, unfortunately, there is not a single way that can handle every individual case that lie in this field. Missing values reside in datasets  
emerging from different domains, and as long as each of them has its specific features it is obvious that the nature of missing data that  
exist in a dataset has a principal role in the selecƟon of the right treatment approach. The methods that already have been proposed to  
deal with missing values can be clustered in two categories. The first and simplest method, suggests to ignore or discard missing data. The  
second one suggests to replace the missing value, with a new one, or in other words to impute it. Both approaches are discussed below.  
Considering the first approach, ignoring the missing data in  
Missing completely at random (MCAR): The missing values occur completely at random and are distributed evenly among the  
observaƟons. In other words, all the observaƟons share an equal probability to be missed. The reason of missingness is not related to the  
observed variables or unobservable parameters of interest. In this case, missing values are a random subset of the dataset, and no other  
data (missing or observed) are related to them.  
• Missing at random (MAR): The MAR values are not related to the missing data, but are related to some of the observed data. This  
means that missing values are related to one or more variables of the dataset. To be more specific, a value is MAR, when the probability  
to be missing depends only on available informaƟon. MAR values are more common than MCAR.  
• 
Missing not at random (MNAR): The value of missing data is related to the reason of missingness. The phenomenon that all the values of  
an aƩribute are missing due to their values is referred to as censoring [13], but in real-world scenarios is extremely hard to take place.

Files\\An Empirical Study of the Impact of Data Spliƫng Decisions on the Performance of AIOps  
SoluƟons

No Google Scholar 0.0295 6

1 S 10/02/2022 10:58

Despite the breakthroughs in ML models and their applicaƟons in AIOps, there are sƟll challenges prevenƟng the integraƟon of such ML  
models into soŌware systems [41], such as the challenges in model evaluaƟon and model evoluƟon [3, 73]. One of the main reasons is  
that ML experts usually focus on tuning the MLmodel performance instead ofmaintaining model behavior aŌer deploying in the field [41].  
Hence, soŌware engineering for machine learning has become an emerging topic that aims to manage the lifecycle ofmachine learning  
models (i.e., training, tesƟng, deploying, evolving, etc.) [3, 41, 63]. Within the lifecycle of ML models, making appropriate decisions for  
data spliƫng (e.g., spliƫng data into training and validaƟon sets) is parƟcularly challenging, even for ML experts [38, 63]. For example,  
ML experts highlight the importance of data spliƫng in ML modeling [63] and advocate the introducƟon of engineering processes for  
data spliƫng [38]. In parƟcular, in the context ofAIOps, ML modeling faces three data spliƫng (DS)-related challenges during the process  

2 S 10/02/2022 10:59

• Imbalanced data: OperaƟon data is oŌen very imbalanced [5, 24, 49, 51, 57], which challenges AIOps modeling, as the models tend to  
make a more accurate predicƟon on the majority class while performing poorly on the minority class [44, 80, 89]. Such a challenge  
requires the applicaƟon of data rebalancing techniques (e.g., over-sampling, under-sampling, SMOTE [13], ROSE [54]) to make the  
modeled classes more balanced (i.e., spliƫng the data ofdifferent classes to achieve a beƩer balance between the classes) [44, 80] or  
using cost-sensiƟve models [1, 15, 35].  
• Data leakage: Prior studies (e.g., References [5, 24, 57]) in AIOps randomly split operaƟon data into training and validaƟon data.  
However, such a spliƫng strategy may risk data leakage, i.e., leak informaƟon in the validaƟon data that should not be available for model  
training into the training data, which may introduce bias and result inmisleading evaluaƟon results [39, 40, 65, 72]. For example, in a  
recent Kaggle compeƟƟon [74], the leakage of the future informaƟon into the training features cause the model to make unrealisƟc good  
predicƟons that could not reflect the actual model performance in a pracƟcal seƫng.  
• Concept driŌ: Over Ɵme, the distribuƟon of the operaƟon data and the relaƟonship between the variables in the data may be  
constantly evolving [17, 49, 51] (a.k.a. concept driŌ [64, 84–86]). Concept driŌ may lead to obsolescence of the models trained on  
historical data, i.e., a model trained on outdated data may perform poorly on new data.

3 S 10/02/2022 10:59
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The Challenge of Imbalanced Data: Imbalanced data is a common problem in the ma-  
chine learning community. It arises when one of the classes is severely underrepresented in the dataset. [32]. Imbalanced data could  
cause models to focus on the majority class and ignore the rare events, which heavily compromises the process of learning [44]. The  
machine learning community usually addresses the issue in two ways. One way is to apply  
data rebalancing techniques, most simply, oversampling the minority class or under-sampling the majority class. There are also  
approaches that blend the two sampling strategy like SMOTE (SyntheƟc Minority Over-sampling TEchnique) [13], and approaches that  
combine oversampling with the generaƟon of arƟficial data like ROSE (Random OverSampling Examples) [59]. As a result, the modeled  
classes are more balanced and may produce more predicƟve models. Other than resampling techniques that balance the sample classes,  
researchers also design ML  
models specially opƟmized for the imbalanced data issue by assigning disƟnct costs to the training samples. For example, Arya et al. [35]  
propose a cost-sensiƟve support vector machine algorithm that provides superior generalizaƟon performance compared to convenƟonal  
SVM on imbalanced data; deep learning approaches can also tackle the imbalanced data problem with a weighted backpropagaƟon [15]  
or a weighed form of categorical cross-entropy [1]. Besides, updatable classificaƟon algorithms can also be a viable approach in handling  
imbalanced data. Ming et al. [78]report that updatable classificaƟon algorithms, which update the training set incrementally to take  

5 S 10/02/2022 11:01

The Challenge of Data Leakage: Data leakage is the introducƟon of informaƟon in the  
training data that should not be available for model training and can lead to the bias of model evaluaƟon [39, 40, 65, 72]. The creaƟon of  
such unexpected addiƟonal informaƟon in the training data would enable the models to use the future data to predict the past data [49,  
51, 89], and therefore cause it to make unrealisƟcally good predicƟons that could not reflect the pracƟcal performance. Leakage is a  
pervasive challenge in applied machine learning, causing models to over-represent their generalizaƟon error and oŌen rendering them  
useless in the real world. For example, leakage of the future informaƟon into the training features are reported in many Kaggle  
compeƟƟons, including a recent one in a prostate cancer dataset [74]. Prior works [39, 72] suggest that when there are risks of such data  
leakage, Ɵme-based spliƫng of training and validaƟng data spliƫng (i.e., spliƫng the data based on their Ɵme sequence) should be used  
over a random-based spliƫng strategy. In this work, we study the existence of data leakage in the context of AIOps, which has not  
been explored before. We also evaluate the impact of different spliƫng strategies (e.g., Ɵme-based spliƫng) on data leakage.

6 S 10/02/2022 11:01

The Challenge of Concept DriŌ: In machine learning and data mining, the distribuƟon of  
the data and the relaƟonship between the variables may evolve over Ɵme, which is known as concept driŌ [64, 84–86]. Concept driŌ may  
lead to obsolescence of models trained on previous data and negaƟvely impact the performance. To miƟgate the impact of concept driŌ,  
prior works propose approaches for detecƟng concept driŌ [26, 30, 64, 87] and handling concept driŌ [9, 12, 21, 28, 32, 60, 61, 77, 85].  
For example, Nishida et al. [64] propose a concept driŌ detecƟon method using staƟsƟcal tesƟng. It assumes that the predicƟon accuracy  
on the data from a recent Ɵme window would be equal to the overall accuracy if the target concept is staƟonary, and a significant  
decrease in the recent accuracy suggests a concept driŌ. When there is concept driŌ, aside from retraining a model from scratch, online  
learning updates the current model using the most recent data incrementally. Such model process input examples one-by-one and update

Files\\High Performance Data Engineering Everywhere

No IEEE 0.0155 2

1 S 07/02/2022 16:38

The amazing advances being made in the fields of  
machine and deep learning are a highlight of the Big Data era for both enterprise and research communiƟes. Modern applicaƟons require  
resources beyond a single node’s ability to provide. However this is just a small part of the issues facing the overall data processing  
environment, which must also support a raŌ of data engineering for pre- and post-data processing, communicaƟon, and system  
integraƟon. An important requirement of data analyƟcs tools is to be able to easily integrate with exisƟng frameworks in a mulƟtude of  
languages, thereby increasing user producƟvity and efficiency. All this demands an efficient and highly distributed integrated approach for  
data processing, yet many of today’s popular data analyƟcs tools are

2 S 07/02/2022 16:39

Large-scale data processing/engineering has gone through remarkable transformaƟons over the past few decades. Developing fast and  
efficient Extract, Transform and Load frameworks on commodity cloud hardware has taken center stage in handling the informaƟon  
explosion and Big Data. Subsequently, we have seen a wide adopƟon of Big Data frameworks from Apache Hadoop [1], Twister2 [2], and  
Apache Spark [3] to Apache Flink [4] in both enterprise and research communiƟes. Today, ArƟficial Intelligence (AI) and Machine Learning  
(ML) have further broadened the scope of data engineering,



31/03/2022 13:09

Page 74 of 111Reports\\Coding Summary By Code Report

Aggregate Classification Coverage Number  
Of Coding  
Reference

Reference  
Number

Coded By  
IniƟals

Modified On

Files\\Inspector gadget~ a data programming-based labeling system for industrial images

No Web of science 0.0249 3

1 S 07/02/2022 15:43

As machine learning for images becomes democraƟzed in the SoŌware 2.0 era, one of the serious boƩlenecks is securing enough labeled  
data for training. This problem is especially criƟcal in a manufacturing seƫng where smart factories rely on machine learning for product  
quality control by analyzing industrial images. Such images are typically large and may only need to be parƟally analyzed where only a  
small porƟon is problemaƟc (e.g., idenƟfying defects on a surface). Since manual labeling these images is expensive, weak supervision is  
an aƩracƟve alternaƟve where the idea is to generate weak labels that are not perfect, but can be produced at scale. Data programming  
is a recent paradigm in this category where it uses human knowledge in the form of labeling funcƟons and combines them into a  
generaƟve model. Data programming has been successful in applicaƟons based on text or structured data and can also be applied to  
images usually if one can find a way to convert them into structured data. In

2 S 07/02/2022 15:44

We focus on the problem of scalable labeling for classificaƟon  
where large images are parƟally analyzed, and there are few or no labels to start with. Although many companies face this problem, it has  
not been studied enough. Based on a collaboraƟon with a large manufacturing company, we provide the following running example.  
Suppose there is a smart factory applicaƟon where product images are analyzed for quality control (Figure 1). These images taken from  
industrial cameras usually have high-resoluƟon. The goal is to look at each image and tell if there are certain defects (e.g., idenƟfy  
scratches, bubbles, and stampings). For convenience, we hereaŌer use the term defect to mean a part of an image of interest.

3 S 07/02/2022 15:44

Among the possible methods for data labeling (see an extensive  
survey [32]), weak supervision is an important branch of research where the idea is to semi-automaƟcally generate labels that are not  
perfect like manual ones. Thus, these generated labels are called weak labels, but they have reasonable quality where the quanƟty  
compensates for the quality. Data programming [30] is a representaƟve weak supervision technique ofemploying humans to develop  
labeling funcƟons (LFs) that individually perform labeling (e.g., idenƟfy a person riding a bike), perhaps not accurately. However, the  
combinaƟon of inaccurate LFs into a generaƟve model results in probabilisƟc labels with reasonable quality. These weak labels can then  
be used to train an end discriminaƟve model.

Files\\SoŌware engineering for arƟficial intelligence and machine learning soŌware~ A  
systemaƟc literature review

No Google Scholar 0.0086 2

1 S 23/02/2022 19:42

Fig. 10 presents a hierarchy graph that shows the number of references from different  
codes with the categories most referenced in the data. The more coding a category has, the larger its area. In addiƟon, the subcategories  
(the child codes) are grouped into the parent category. Below, we present the categories of challenges ordered by their popularity,  
including SoŌware TesƟng (30 references) and AI SoŌware Quality (27). Followed by the categories of Model Development (16), Data  
Management (16), Project Management (15), Infrastructure (14), and Requirements Engineering (13). The categories of 10 to 6 references  
were AI Engineering (10), Architecture Design (8), and Model ImplementaƟon (6). The categories that had up to two references were  
IntegraƟon (2), OperaƟonal Support (1), and EducaƟon (1). Table B.18 presents the challenges faced by professionals in the development  
of AI/ML systems, and in it we present the most evident categories and subcategories, with the highest number of citaƟons



31/03/2022 13:09

Page 75 of 111Reports\\Coding Summary By Code Report

Aggregate Classification Coverage Number  
Of Coding  
Reference

Reference  
Number

Coded By  
IniƟals

Modified On

2 S 03/02/2022 15:57

State-of-the-art AI/ML systems rely on high-effort data management tasks, such as data  
exploraƟon, data preparaƟon, and data cleaning. Challenges regarding the data collecƟon, processing, data availability, and quality are  
highlighted in our primary studies. The lack of data, the lack of values, the delay in sending data, the lack of metadata, the granularity of  
data, the scarcity of different samples are challenges related to the availability of data for ML projects. Other challenges are data  
manipulaƟon and deviaƟon, preparing the data set that includes data dependency, data quality, and data integraƟon with various  
sources. In addiƟon, the modelling of this data is one of the challenges related to data pre-processing, regarding data cleanliness,  
categorical data/sequence. In real-life applicaƟons, the following are common data problems:   lack of metadata   missing values   data 
granularity   integraƟon data from mulƟple sources   shortage of diverse samples   design and management of the database, data lake  
quality of training data vs. real data  
One study has highlighted the importance of data dependency, and states that data  
dependencies cost more than code dependencies in AI/ML systems, i.e. unstable or underuƟlized data dependencies (Sculley et al.,  
2015). Another issue menƟoned is data driŌ, meaning that the staƟsƟcal properƟes of predicƟng variables changing in an unforeseen way  
(Lwakatare et al., 2019; Munappy et al., 2019). Handling of data driŌs in uploaded data, invalidaƟon of models, e.g., due to changes in  
data sources, and the need to monitor models in producƟon for staleness are problems menƟoned in Lwakatare et al. (2019).  
Take away 5: AI development processes need to integrate infrastructures, processes and tools for managing data as their integral parts. It  

Files\\Why is Developing Machine Learning ApplicaƟons Challenging~ A Study on Stack  
Overflow Posts

No Web of science 0.0047 3

1 S 31/01/2022 14:44

(3) the data preprocessing and model deployment phases are where most of the challenges lay; and (4) addressing most of these  
challenges require more ML implementaƟon knowledge than ML conceptual knowledge.

2 S 23/02/2022 20:02

Data Pre-processing and ManipulaƟon (DP)  
We assume the developer is preparing his data for a ML model(s). QuesƟons about data loading, data accessing, data cleaning, data  
spliƫng, data format changing, data labelling, data imbalance issues, data normalizaƟon, etc.

3 S 23/02/2022 20:03

The most challenging ML topics show difficulty with data and feature preprocessing, environment setup, and model deployment.

Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\Data  
Engineering\Data validaƟon

PDF
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No Scopus 0.0457 3

1 S 07/02/2022 23:27

This trend conƟnues through the lifecycle, into what we call ‘devUsage’: conƟnuous usage validaƟon. In addiƟon to ensuring systems  
meet user needs, organisaƟons conƟnuously validate their legal and ethical use. The rise of end-user programming and mulƟ-sided  
plaƞorms exacerbate validaƟon challenges. A separate trend is the specialisaƟon of soŌware engineering for technical domains, including  
data analyƟcs. This domain has specific validaƟon challenges. We must validate the accuracy of staƟsƟcal models, but also whether they  
have illegal or unethical biases. Usage needs addressed by machine learning are someƟmes not specifiable in the tradiƟonal sense, and  
staƟsƟcal models are oŌen ‘black boxes’. We describe future research to invesƟgate soluƟons to these devUsage challenges for data  
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SE is increasingly specialised [12]. A clear example of this  
is in the development of data analyƟcs systems1 (‘SE4ML’). StaƟsƟcal machine learning (hence ’ML’) lead in the integraƟon with  
development pracƟces for data analyƟcs systems, but is now oŌen combined with techniques from operaƟons research and AI. As ML  
moved from research to widespread industrial applicaƟon, there was a realisaƟon that the bespoke algorithms wriƩen for academic  
publicaƟon were not necessarily scalable for large data sets nor maintainable for evolving data schemas and analysis purposes. Moreover,  
in industrial applicaƟon there are new development artefacts to be managed, including learned staƟsƟcal models, and training data sets.  
Since 2015, SE4ML has adapted convenƟonal SE pracƟces and technologies, and created new ones

3 S 23/02/2022 20:26

Data analyƟcs systems also have a new validaƟon goal:  
model accuracy, also called staƟsƟcal validity. Does a model created by ML really reflect the situaƟon in the world? When reusing data, is  
sample populaƟon and data collecƟon instruments that were used sƟll appropriate? Accuracy is fundamental to validaƟng user needs,  
but is also criƟcal for ethical assessment and legal probity. ValidaƟng model accuracy can be complicated by difficulƟes with  
interpretaƟon. In staƟsƟcs, Simpson’s paradox [14] is a well-known example where associaƟons between variables can be reversed under  
different groupings. These threats can defeat validaƟon.

Files\\Data collection and quality challenges for deep learning

No Web of science 0.0136 1

1 S 07/02/2022 23:18

While there is a plethora of data visualizaƟon techniques,  
we focus on the ones that are most relevant to machine learning. Facets, a component of TFX, shows various staƟsƟcs of datasets that are  
relevant for machine learning. More advanced tools include SeeDB [17], which can repeatedly generate possible visualizaƟons that are of  
interest. This approach has the problem of false posiƟves, so hypothesis tesƟng started to be used in systems like CUDE [19] to guarantee  
the staƟsƟcal significance of the findings. Data validaƟon focuses on finding problems in the data that affect the machine learning  
pipeline. TensorFlow Data

Files\\On the experiences of adopƟng automated data validaƟon in an industrial machine  
learning project

No ACM Digital library 0.0550 7

1 S 04/02/2022 22:31

Data errors are a common challenge in  
machine learning (ML) projects and generally cause significant performance degradaƟon in ML-enabled soŌware systems. To ensure early  
detecƟon of erroneous data and avoid training ML models using bad data, research and industrial pracƟce suggest incorporaƟng a data  
validaƟon process and tool in ML system development process. Aim: The study invesƟgates the adopƟon of a data validaƟon  
process and tool in industrial ML projects. The data validaƟon process demands significant engineering resources for tool development  
and maintenance. Thus, it is important to idenƟfy the best pracƟces for their adopƟon especially by development teams that are in the  
early phases of deploying ML-enabled soŌware systems.

2 S 04/02/2022 22:34

Data errors are common and can be difficult to detect when  
developing and operaƟng ML-enabled soŌware systems [2, 3, 4]. For companies, data errors can result in significant losses in business  
value. For example, LinkedIn observed financial losses and had to put huge efforts to detect data errors in their job recommendaƟons  
plaƞorm [5]. Poor visibility of complex data dependencies, errors in applicaƟon code, driŌs in sensor data, gaps in data due to network  
connecƟon problems are among the causes of data errors [6, 7, 8]. Understanding the different types of data errors and their effects on  
ML projects is important because literature shows that unnecessary data cleaning can be wasteful and harmful to the training of ML  
models [9]. To handle data errors in ML projects, research and industrial  
pracƟce suggest integraƟon of data validaƟon tools into the development process of ML-enabled systems1 instead of only relying on data  
scienƟsts to manually check the quality of the data [10, 2, 3, 11, 12]. Important data quality dimensions of consideraƟon are with respect  
to accuracy, completeness, consistency, Ɵmeliness [3, 13]. The data validaƟon tools are parƟcularly useful when dealing conƟnuously with  
large scale data [2, 11, 3, 5]. The data validaƟon process is also considered an approach to tesƟng ML-enabled soŌware systems [14].
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3 S 04/02/2022 22:35

Data validaƟon process in ML projects In most commercial ML systems, deployed ML models  
are conƟnuously retrained in order to adapt to environmental changes [2, 15]. When retraining the ML models, new training data  
collected at inference Ɵme can have different distribuƟon due to various reasons, like bugs in applicaƟon code [2, 16]. Differences in data  
distribuƟon at training and inference, also called training-serving skew, is one form of data errors in ML projects. When the erroneous  
data is not detected, ML models are retrained on problemaƟc data and can result to performance degradaƟon of an ML system [2, 16].  
Furthermore, it is rare that training datasets collected from many different sources at different Ɵme periods would always have the same  
exact structure and distribuƟon [16]. Data validaƟon in ML projects is the process of ensuring  
the high quality of data that is fed into the ML algorithm(s). The aim is to conƟnuously check and monitor the data in order to assess its  
quality and idenƟfy underlying issues in data quality [2, 3]. Recently, studies have demonstrated that

4 S 04/02/2022 22:35

Data validaƟon tools in ML projects Ehrlinger et. al. [13] conducted a state-of-the-art survey of  
data quality systems (both commercial and open-source), and invesƟgated their measurement and monitoring funcƟonaliƟes in order to  
determine how data quality is measured and monitored. While their survey did not include other tools idenƟfied by this study (discussed  
in next paragraphs), several limitaƟons are reported, including implementaƟon errors and narrow coverage of data quality metrics for  
important quality dimensions [13]. In addiƟon, their study did not report the actual use of the data quality tools in industrial ML projects  
[13]. We idenƟfy and present studies that discuss the use of data validaƟon tools in industrial ML projects.

5 S 04/02/2022 22:36

A tool called Data Linter (adopƟng the concept of code  
lint in SE) is used to automaƟcally inspect training data and suggest ways in which features can be transformed into suitable data  
representaƟon [11]. The assumpƟon is that data can be valid but not in a representaƟon that the ML model can best learn from, e.g. a  
Ɵmestamp encoded as a string. Three types of data lints that can be detected by the tool are miscoding lints (e.g. number as string), lints  
for outliers and scaling (e.g. tailed distribuƟon detectors) and packaging error lints (e.g. duplicate values). Technically, the data linter tool  
inspects training dataset’s summary staƟsƟcs, examines individual examples and names given to the data features. One main limitaƟon of  
the data linter tool is that it does not allow users to configure and select a set of specific lint detectors to run. As a result, the laƩer affect  
tool performance especially for large and medium scale dataset [11].The tool does not provide support for data transformaƟon, rather  
the user has to manually perform the transformaƟons. This is in addiƟon to the lack of proper documentaƟon and disconƟnued support  

6 S 04/02/2022 22:37

Overall, studies do not provide experiences of adopƟng  
a data validaƟon process and tool by development different teams. The tools presented are also developed by dedicated teams in large  
companies with several years of experience in deploying to producƟon several ML projects. The few studies that share experiences show  
slow and poor early adopƟon with several development iteraƟons [5]. For companies that are in the early stages of deploying ML  
components to producƟon and from the embedded domain, learning from these experiences is important to help systemaƟze the  
adopƟon with minimum resources. This is because the data validaƟon process and tools consume huge amounts of engineering resources  

7 S 04/02/2022 22:39

C. Barriers (RQ3) The barriers of adopƟng data validaƟon include 1) limited  
flexibility ofdata validaƟon tool e.g. in terms ofease ofadding new tests, and 2) limited support for the exisƟng technology stack of ML  
system development process while also ensuring low learning curve.
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Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\Data  
Engineering\Data versioning

PDF

Files\\On the Co-evolution of ML Pipelines and Source Code - Empirical Study of DVC Projects

No Web of science 0.0311 6

1 S 04/02/2022 22:57

The growing popularity of machine learn-  
ing (ML) applicaƟons has led to the introducƟon of soŌware engineering tools such as Data Versioning Control (DVC), MLFlow and  
Pachyderm that enable versioning ML data, models, pipelines and model evaluaƟon metrics. Since these versioned ML arƟfacts need to  
be synchronized not only with each other, but also with the source and test code of the soŌware applicaƟons into which the models are  
integrated, prior findings on co-evoluƟon and coupling between soŌware arƟfacts might need to be revisited.

2 S 04/02/2022 23:01

this new generaƟon of tools, this paper aims to empirically study the prevalence of ML pipelines in open source projects, as well as the  
amount of maintenance effort involved. Previous studies on non-ML projects have shown that frequent changes to source code might  
require corresponding changes to other soŌware arƟfacts such as build files [10] and infrastructure-as-code files (IaC) [11] (or vice versa),  
causing overhead to developers. In the case of ML projects, changes to data and/or model pipelines might induce similar overhead due to  
the conceptual coupling between data, model and release pipelines

3 S 04/02/2022 23:03

AssociaƟon Rules. To measure the coupling between  
DVC files and other project files, we use associaƟon rules, similar to earlier papers in this field [10], [11]. Such an associaƟon rule is of the  
form A⇒B, describing the possible coupling of changes to file type A (e.g., “source code”) implying changes to file type B (e.g., “DVC data  
file”). We use the convenƟonal [21] metrics of “Support” (Supp), “Confidence” (Conf) and “Interest” (LiŌ) to measure the importance of  
an associaƟon rule. Supp(A) indicates the frequency of appearance of A, while Conf(A⇒B) indicates the percentage of Ɵmes a change of  
A will happen together (“is coupled”) with a change of B.

4 S 04/02/2022 23:02

5 S 04/02/2022 23:03

Pipeline Complexity Analysis In order to esƟmate the overhead that pipeline descrip-  
Ɵons represent for data engineers/scienƟsts and developers, we use two measures of pipeline complexity, i.e., McCabe (graph structure  
complexity of pipelines) and Halstead (effort to understand the textual form of the .dvc pipeline specificaƟon files).

6 S 04/02/2022 23:05

Coupling between DVC and soŌware arƟfacts are much stronger than would be expected by chance, with one out of four PRs changing  
source code, and one out of two PRs changing tests, requiring changes to pipeline files.
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Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\Data  
Engineering\Dataset creaƟon

PDF

Files\\Achiever or explorer~ gamifying the creaƟon process of training data for machine learning

No ACM Digital library 0.0224 5

1 S 10/02/2022 12:06

The creaƟon of necessary labels is usually performed with the aid of humans. Due to the necessary amount of training data the creaƟon  
process is typically highly repeƟƟve and quickly turns into a rather unexciƟng, demoƟvaƟng task for the annotator.

2 S 10/02/2022 12:07

Dangers of Gami caƟon As gami caƟon makes use of game elements, it is necessary to keep in mind that with these elements some of  
their risks might also be adopted. One way to approach this topic has been executed

3 S 10/02/2022 12:07

by Callan et al. [6], where ten  cƟve scenarios of gami caƟon are presented which have been wrongly established in businesses.  
Recurring problems were a lack of goal-orientaƟon, unsuitable game elements and rewarding, and the danger of revealing too much  
informaƟon to the employees which they might aƩempt to use for their bene t. Furthermore, the term addicƟon is menƟoned in this  
context  

4 S 10/02/2022 12:08

The company’s exisƟng annotaƟon tool is a mulƟ-user web ap-  
plicaƟon prototype which o ers registered users a sophisƟcated annotaƟon environment for collecƟons ofimages (typically scanned  
documents). The annotaƟon tasks are of four di erent types: • handwriƟng annotaƟon, where annotators are given an image of a  
handwriƩen sequence of leƩers and numbers which they have to type,  
• document classi caƟon, where annotators need to classify parts of a document, e. g., to mark tables inside a form using semanƟc  
bounding boxes,  
• classi caƟon, where annotators are asked to idenƟfy a given object, e. g., if an image contains a number,  
• natural language processing (NLP), where annotators are asked to assign semanƟc meaning to words, for example, to mark all persons  
in a given text.

5 S 10/02/2022 12:08

• "I nd labeling tasks Ɵresome" (65% agreed, M=0.7, SD=1.117) • "Iwould like to be able to see howwell Iam doing in labeling, compared  
to my coworkers" (55% agreed, M=0.2, SD=1.348)  
• "Iflabeling included game elements, the label results would be beƩer" (50% agreed, M=0.4, SD=0.993)  
• "Iflabeling included game elements it would be much more fun" (65% agreed, M=0.9, SD=0.999)  
• "Iwouldnotlike iƟfotherswere able to seemylabeling progress on a leaderboard" (45% agreed, M=0.35, SD=1.27)  
• "Using game elements at work makes a company seem less serious" (30% agreed, 55% disagreed, M=-0.65, SD=1.306)

Files\\Data collection and quality challenges for deep learning

No Web of science 0.0447 3

1 S 07/02/2022 23:17

Compared to tradiƟonal machine learning, there is less need for feature engineering, but more need for significant amounts of data. We  
thus go through stateof-the-art data collecƟon techniques for machine learning. Then, we cover data validaƟon and cleaning techniques  
for improving data quality. Even if the data is sƟll problemaƟc, hope is not lost, and we cover fair and robust training techniques for  
handling data bias and errors. We believe that the data management community is well poised to lead the research in these direcƟons.  
The presenters have extensive experience in developing machine learning plaƞorms and publishing papers in top-Ɵer database, data  
mining, and machine learning venues.

2 S 14/02/2022 14:12

Data collecƟon for machine learning [13]. The techniques in the leaf nodes that are at least parƟally proposed by the data management  
community are highlighted in italic blue font. A key observaƟon is that there is an convergence of techniques between the data  
management and machine learning communiƟes, so one needs to know both sides to understand the overall research landscape.
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3 S 07/02/2022 23:18

Noisy or Missing Labels. Regarding noisy labels, recent techniques are mainly categorized into loss correcƟon and sample selecƟon. The  
former esƟmates the confidence of a label for each sample and adjusts the loss for the sample based on its label confidence during  
backward propagaƟon. The laƩer also esƟmates the confidence of a label for each sample and includes the samples in training only if  
their label confidence is above some threshold. Recently, the sample selecƟon approach becomes dominant, and a hybrid of the two  
approaches has been proposed [15]. Regarding missing labels, semi-supervised learning builds a model from a mixture of labeled and  
unlabeled data, by adopƟng unsupervised loss or collaboraƟng with mix-up augmentaƟon for unlabeled data. The representaƟve  
techniques will be selecƟvely covered in this tutorial.  
Missing Data. Because missing data can reduce the staƟsƟcal power and produce biased esƟmates, data imputaƟon has been an acƟve

Files\\Towards Accountability for Machine Learning Datasets~ PracƟces from SoŌware  
Engineering and Infrastructure

No Scopus 0.0212 4

1 S 03/02/2022 10:47

Datasets that power machine learning are oŌen used, shared, and reused with liƩle visibility into the processes of deliberaƟon that led to  
their creaƟon. As arƟficial intelligence systems are increasingly used in high-stakes tasks, system development and deployment pracƟces  
must be adapted to address the very real consequences of how model development data is constructed and used in pracƟce. This  
includes greater transparency about data, and accountability for decisions made when developing it.

2 S 03/02/2022 10:51

Despite rapid growth, the disciplines of data-driven decision making—including ML—have come under sustained criƟcism in recent years  
due to their tendency to perpetuate and amplify social inequality [13, 44]. Data is frequently idenƟfied as a key source of these failures  
through its role in “bias-laundering” [40, 51, 54, 119, 125]. For example, recent studies have uncovered widespread prevalence of  
undesirable biases in ML datasets, such as the underrepresentaƟon of minoriƟzed groups [27, 40, 131] and stereotype aligned  
correlaƟons [28, 51, 72, 155]. Datasets also frequently reflect historical paƩerns of social injusƟces, which can subsequently be  
reproduced by ML systems built from the data. For example, in a recent study examining the datasets underlying predicƟve policing  
models deployed in police precincts across the US, the underlying data source was found to reflect racially discriminatory and corrupt  
policing pracƟces [119]. The norms and standards of data collecƟon within ML have themselves been subject to criƟque, with scholars  
idenƟfying insufficient documentaƟon and transparency regarding processes of dataset construcƟon [52, 53, 126], as well as problemaƟc  
consent pracƟces [114]. The lack of accountability to datafied and surveilled populaƟons as well as groups impacted by data-driven  

3 S 03/02/2022 10:52

4 S 03/02/2022 10:55

Files\\Towards Building Robust DNN ApplicaƟons~ An Industrial Case Study of EvoluƟonary Data  
AugmentaƟon

No IEEE 0.0399 3

1 S 11/02/2022 14:39

Data augmentaƟon techniques that increase the amount of training data by adding realisƟc transformaƟons are used in machine learning  
to improve the level of accuracy. Recent studies have demonstrated that data augmentaƟon techniques improve the robustness of image  
classificaƟon models with open datasets; however, it has yet to be invesƟgated whether these techniques are effecƟve for industrial  
datasets. In this study, we invesƟgate the feasibility of data augmentaƟon techniques for industrial use.
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2 S 11/02/2022 14:40

To improve the robustness of an ML model, a number of studies  
have focused on data augmentaƟon (DA) techniques [3, 4, 12, 17]. DA is a technique for providing data with realisƟc variaƟons to ML  
models during the training phase. The variaƟons in such transformaƟons vary by domain. For example, photo images have variaƟons such  
as an inversion, translaƟon, rotaƟon, zoom, occlusion, brightness, and contrast [4, 12]. In DA, these transformaƟons are oŌen applied  
randomly to a dataset (hereinaŌer referred to as the Random approach). Such techniques are implemented in major deep learning  
frameworks including PyTorch [8] and Keras [2]. Engstrom et al. showed that the ‘Worst oŅ’ method outperforms the Random method in  
terms of improvement to the robustness of ML models [3].

3 S 11/02/2022 14:41

methods perform well for open benchmark datasets, their performance in industrial systems has yet to be evaluated. Therefore, in this  
study, we invesƟgate the effecƟveness of the Worst oŅ and Sensei approaches using our industrial graphical user interface (GUI)  
recogniƟon system and determine the feasibility of these techniques in cases of real industrial use. We evaluate the DA techniques in a  
stepwise manner using image classificaƟon and object detecƟon models because there are differences not only in the data domains but  
also in the target ML tasks between the exisƟng studies and our proposed approach. The exisƟng studies on Worst oŅ and Sensei target  
image classificaƟon tasks using photographic images (e.g., an animal and vehicle image dataset [6] and a traffic sign image dataset [14]),  
whereas our GUI recogniƟon system targets an object detecƟon task using GUI screenshot images.

Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\ML Model  
Engineering\concept driŌ

PDF

Files\\All versus one~ an empirical comparison on retrained and incremental machine learning  
for modeling performance of adaptable soŌware

No Scopus 0.0134 2

1 S 10/02/2022 11:41

RQ4: How the modeling methods can be affected by the runƟme fluctuaƟons of the adaptable soŌware, i.e., the number of concept driŌs  
and the deviaƟons in the data?  
The errors of both modeling methods exhibit considerably posiƟve monotonic correlaƟons to the number of driŌs, and non-trivial  
negaƟve monotonic correlaƟons to the deviaƟons of data. We did not observe clear correlaƟons of their training Ɵme to the number of  
concept driŌ and data deviaƟons in general. The only excepƟon is the strong correlaƟon between training Ɵme of incremental modeling  
and the number of concept driŌ.

2 S 10/02/2022 11:44

C. Analysis of the FluctuaƟon in Subject SoŌware Systems To analyze the fluctuaƟon of the adaptable soŌware, we use  
the following criteria to represents the changes at runƟme: Concept DriŌ: the concept driŌ [46] refers to the staƟsƟcal properƟes of the  
target performance indicator, which the model is trying to predict, change over Ɵme in unforeseen ways. In general, for real-world  
soŌware and data as what we studied in this work, there is no exact understanding about when the concept driŌ occurs. Therefore, we  
leverage ADWIN [47], a well-known driŌ detector, to measure the number of driŌs in the data stream. Since we can only count the  
number of driŌs not the extents of driŌs, we apply another metric below. RelaƟve Standard DeviaƟons (RSD): RSD measures the  
extents of change in the data stream by calculaƟng the raƟo between standard deviaƟons and mean. This includes the data about the  
performance indicators and the related features of the soŌware that can be used to train a model. The normalized nature of RSD allows  
us to report the mean value of the RSD, denoted as mRSD, for the features and performance indicators under all cases. A larger mRSD  
oŌen imply that the overall extent of concept driŌs is also more significant.
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Files\\An Empirical Study of the Impact of Data Spliƫng Decisions on the Performance of AIOps  
SoluƟons

No Google Scholar 0.0258 4

1 S 10/02/2022 10:59

• Concept driŌ: Over Ɵme, the distribuƟon of the operaƟon data and the relaƟonship between the variables in the data may be  
constantly evolving [17, 49, 51] (a.k.a. concept driŌ [64, 84–86]). Concept driŌ may lead to obsolescence of the models trained on  
historical data, i.e., a model trained on outdated data may perform poorly on new data.

2 S 10/02/2022 11:01

The Challenge of Concept DriŌ: In machine learning and data mining, the distribuƟon of  
the data and the relaƟonship between the variables may evolve over Ɵme, which is known as concept driŌ [64, 84–86]. Concept driŌ may  
lead to obsolescence of models trained on previous data and negaƟvely impact the performance. To miƟgate the impact of concept driŌ,  
prior works propose approaches for detecƟng concept driŌ [26, 30, 64, 87] and handling concept driŌ [9, 12, 21, 28, 32, 60, 61, 77, 85].  
For example, Nishida et al. [64] propose a concept driŌ detecƟon method using staƟsƟcal tesƟng. It assumes that the predicƟon accuracy  
on the data from a recent Ɵme window would be equal to the overall accuracy if the target concept is staƟonary, and a significant  
decrease in the recent accuracy suggests a concept driŌ. When there is concept driŌ, aside from retraining a model from scratch, online  
learning updates the current model using the most recent data incrementally. Such model process input examples one-by-one and update

3 S 10/02/2022 11:01

the model aŌer receiving each example [28]. For example, CVFDT [33] is a decision tree model that incrementally updates itself when  
new data becomes available and can adapt to the driŌing concept.  
Time-based ensembles combine individual base models trained on data from small Ɵme peri-  
ods. The intuiƟon is that the base models trained from such small Ɵme periods can beƩer capture the relaƟonship between the variables,  
as the concept driŌ in a smaller period is relaƟvely small. For example, Steet and Kim propose the Streaming Ensemble Algorithm (SEA)  
[77], which is a majority-voƟng ensemble approach that constantly replaces the weakest classifier in the ensemble with a quality measure  
that considers both the accuracy and diversity ofclassifiers in the ensemble. Cano and Krawczyk propose the Kappa Updated Ensemble  
(KUE) [12], which is a combinaƟon of online and block-based ensemble approaches. KUE uses the Kappa staƟsƟc for dynamic weighing  
and selecƟon of base classifiers. Other advanced techniques in handling concept driŌ include an enhancement of the Ɵme-based  
ensemble methods by Krawczyk et al. [43] that improves the model’s robustness to driŌ and noise by adding abstaining opƟons to  
classifiers, allowing classifiers in the ensemble to refrain from making a decision if they have a confidence level below a specified  
threshold. Cano et al. [11]propose a rule-based classifier for driŌing data streams using grammar-guided geneƟc programming. The  
model, namely, evolving rule-based classifier for driŌing data streams (ERulesD2S), can provide accurate predicƟons and adapt to concept  
driŌ while offering the full interpretability based on classificaƟon rules.



31/03/2022 13:09

Page 83 of 111Reports\\Coding Summary By Code Report

Aggregate Classification Coverage Number  
Of Coding  
Reference

Reference  
Number

Coded By  
IniƟals

Modified On

4 S 24/02/2022 09:06

In machine learning and data mining, concept driŌ means the change in the relaƟonships between the variables over Ɵme [84–86, 92].  
Concept driŌ may negaƟvely impact the performance of a model trained from the past data when applied to the new data [84–86]. 
Therefore, in this RQ, we analyze the studied datasets to understand whether concept driŌ issues exist in the context of AIOps. In  
parƟcular, we leverage staƟsƟcal analysis to measure the existence of concept driŌ in the studied datasets.  
6.2 Approach Prior work [42, 45, 64] assumes that, given a staƟonary data distribuƟon (i.e., no concept driŌ), a model trained on a  
previous Ɵme period would achieve a predicƟon performance (when evaluated on the next Ɵme period) that has no staƟsƟcal difference  
from the predicƟon performance on the training period.We follow the same hypothesis to measure the concept driŌ in our studied  
datasets. If a model trained from the previous data shows a staƟsƟcally significant performance difference on the new data, then a  
concept driŌ exists. In our study, we use the natural Ɵme intervals (i.e., one-day periods for the Google dataset  
and one-month periods for the Backblaze dataset) to split the data into different Ɵme periods. We choose such a Ɵme window size as  
prior works have applied similar update strategies. For example, Lin et al. [51] update their model deployed in a producƟon cloud service  
system with data from a one-month window. Similarly, Li et al. [49] consider retraining their model periodically and they also apply a one-
month window. Also, Xu et al. [89] perform a daily model update with the data in a 90-day sliding window. We conduct our experiment as  
follows:  
(1) For each Ɵme period, we train a model using the data from that Ɵme period and test the same model using the next Ɵme period’s  
data to measure the predicƟon error rate.  
(2) We then compute the staƟsƟcal difference between the model’s predicƟon error rate on the training Ɵme period and its predicƟon  
error rate on the tesƟng Ɵme period, similar to prior work [45, 64]. However, these studies [45, 64] do not explicitly explain how they  
measure the predicƟon error rate on the training Ɵme period. Thus, we follow prior work [42, 86] and use 10-fold cross-validaƟon on the  
training Ɵme period to measure the predicƟon error rate on the training Ɵme period.  
(3) Similar to prior work [45, 64], we use a two-proporƟon Z-test to compute the staƟsƟcal difference between the model’s predicƟon  
error rates in the training and tesƟng Ɵme periods, which is described as follows:  
Z =  pˆ(1 − ˆp)  
( ˆp2 − ˆp1) − 0  1 
n1 + 1 n2  , (1) 
where pˆ1 is the predicƟon error rate in the training Ɵme period, pˆ2 is the predicƟon error rate in the tesƟng Ɵme period, pˆ is the  
overall predicƟon error rate, and n1 and n2 are the number of samples in the training Ɵme period and the tesƟng Ɵme period,  
respecƟvely.  
(4) We then determine the significance level (i.e., p-value) from the Z-test. When the p-value is less than 0.05, we reject the null  
hypothesis (i.e.,  
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6.3 UpdaƟng  
Once the iniƟal deployment of the model is completed, it is oŌen necessary to be able to update the model later on in order to make sure  
it always reflects the most recent trends in data and the environment. There are mulƟple techniques for adapƟng models to a new data,  
including scheduled regular retraining and conƟnual learning [55]. Nevertheless in producƟon seƫng model updaƟng is also affected by  
pracƟcal consideraƟons.  
A parƟcularly important problem that directly impacts the quality and frequency of model update procedure is the concept driŌ. Concept  
driŌ in ML is understood as changes observed in joint distribuƟon p(X, y), where X is the model input and y is the model output.  
Undetected, this phenomenon can have major adverse effects on model performance, as is shown by Jameel et al. [56] for classificaƟon  
problems or by Celik and Vanschoren [57] in AutoML context. Concept driŌ can arise due to a wide variety of reasons. For example, the  
finance industry faced turbulent changes as the financial crisis of 2008 was unfolding, and if advanced detecƟon techniques were  
employed it could have provided addiƟonal insights into the ongoing crisis, as explained by Masegosa et al. [58]. Changes in data can also  
be caused by inability to avoid fluctuaƟons in the data collecƟon procedure, as described in paper Langenkämper et al. [59] which studies  
the effects of slight changes in marine images capturing gear and locaƟon on deep learning models’ performance. Data shiŌs can have  
noƟceable consequences even when occurring at microscopic scale, as Zenisek et al. [60] show in their research on predicƟve  
maintenance for wear and tear of industrial machinery. Even though concept driŌ has been known for decades [61], these examples  
show that it remains a criƟcal problem for applicaƟons of ML today.  
On top of the quesƟon of when to retrain the model to keep it up to date, there is an infrastructural quesƟon on how to deliver the model  
arƟfact to the producƟon environment. In soŌware engineering such tasks are commonly solved with conƟnuous delivery (CD), which is  
an approach for  
10 
acceleraƟng development cycle by building an automated pipeline for building, tesƟng and deploying soŌware changes. CD for machine  
learning soluƟons is complicated because, unlike in regular soŌware products where changes only happen in the code, ML soluƟons  
experience change along three axis: the code, the model and the data. An aƩempt to formulate CD for ML as a separate discipline can be  
seen in Sato et al. [45]. This work describes the pieces involved and the tools that can be used at each step of building the full pipeline. A  
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The amount of data and behavior changes in society happens at a swiŌ pace in this interconnected world. Consequently, machine  
learning algorithms lose accuracy because they do not know these new paƩerns. This change in the data paƩern is known as concept  
driŌ. There exist many approaches for dealing with these driŌs. Usually, these methods are costly to implement because they require (i)  
knowledge of driŌ detecƟon algorithms, (ii) soŌware engineering strategies, and (iii) conƟnuous maintenance concerning new driŌs.

2 S 07/02/2022 22:40

One approach to designing adapƟve soŌware is using the  
MAPE-K (Monitor-Analyse-Plan-Execute over a shared Knowledge) soŌware paƩern for self-aware systems [27–30]. MAPE-K is organized  
into 4 components:  
(i) The ”Monitor” is responsible for environmental monitoring, basically capturing data from sensors or what else the soŌware knows  
about the environment and stores on the knowledge base (KB);  
(ii) The ”Analyser” will enrich knowledge using the collected data from the environment and reporƟng to the KB the result of its analysis;  
(iii) The ”Planner” understands the analysis made by analysers and makes decisions on it while saving this informaƟon into the KB; and  
(iv) The ”Executor” gets decisions from the KB and knows how to execute them. The most
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DriŌage is a modular framework based on MAPE-K, chosen as the paƩern to model this agent-based framework because CDD needs high  
adaptability and fits very well with MAS. Each agent type in DriŌage has only 1 accountable agent on  
the MAPE-K architecture. Each agent can be implemented to follow the selected goal without affecƟng the others but can exchange  
informaƟon with others. Instead of an agent using the MAPE-K soŌware paƩern, an agent on the DriŌage framework can be  
implemented following 1 of the 4 types: Monitor, Analyser, Planner, or Executor. Each type can generate mulƟple autonomous agents.  
There are 2 main flows on this framework:  
(i) Monitor–Analyser: for capture and fast predicƟon ofconcept driŌs on data;  
(ii) Planner–Executor: to analyse whether concept driŌ detected should be alerted.  
These 2 flows can intercommunicate by means ofaKB, where  
driŌs are stored, and we make all history about driŌ analysis persistent. Each agent communicates through an XMPP server on the  
framework because the implementaƟon extends Spade [49], which is a library for MAS using Python. The XMPP protocol solves some  
problems with MAS, already providing authenƟcaƟon and communicaƟon channels for the agents. XMPP servers also work for load  
balancing and guarantee message exchanges. We have implemented DriŌage using Python because data  
engineers widely use it, and it enables the programmer to answer the system’s requirements.
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Tuning machine learning models at scale, especially  
finding the right hyperparameter values, can be difficult and Ɵme-consuming. In addiƟon to the computaƟonal effort required, this  
process also requires some ancillary efforts including engineering tasks (e.g., job scheduling) as well as more mundane tasks (e.g., keeping  
track of the various parameters and associated results).

2 S 08/02/2022 13:48

There is no universal HPO algorithm having the best performance over all problems. Thus, trying different ones is necessary to reveal the  
best results and business value. However, a high adopƟon cost commonly prevents user from trying different algorithms. We summarize  
the common factors that limit the current HPO toolboxes as flexibility, usability, scalability, and extensibility: • Flexibility. It is challenging  
to switch between HPO algorithms, as the interfaces are dramaƟcally different.  
• Usability. It is Ɵme-consuming to integrate an exisƟng ML project into an HPO package. OŌen, users need to rewrite their code for a  
specific HPO toolbox, and resulƟng script cannot be used anywhere else.  
• Scalability. The integraƟon with large-scale computaƟonal resources is missing and it is typically hard to scale the toolbox to a mulƟ-
node environment.  
• Extensibility. It is challenging to introduce a new algorithm into the exisƟng libraries as these libraries are Ɵghtly coupled with the  
implemented algorithms.  
We summarize the comparison of representaƟve HPO so-  
luƟons based on the above criteria in Table I. Based on our experience in developing an in-house soluƟon, we release an HPO framework,  
AupƟmizer, to miƟgate the above-menƟoned challenges.
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However, the performance of a neural network is strongly linked to its structure and to the  
values of the parameters of the opƟmizaƟon algorithm used to minimize the error between the predicƟons of the network and the data  
during its training. The choices of the neural network hyperparameters can greatly affect its ability to learn from the training data and to  
generalize with new data. The algorithmic hyperparameters of the opƟmizer must be chosen a priori and cannot be modified during  
opƟmizaƟon. Hence, to obtain a neural network, it is necessary to fix several hyperparameters of various types: real, integer, and  
categorical. A variable is categorical when it describes a class, or category, without a relaƟon of order between these categories. The  
search for an opƟmal configuraƟon is a very slow process that, along with the training, takes up the majority of the Ɵme when developing  
a network for a new applicaƟon. It is a relaƟvely new problem that is oŌen solved randomly or empirically. DerivaƟve-free opƟmizaƟon  
(DFO) [8, 21] is the field that aims to solve opƟmizaƟon prob-  
lems where derivaƟves are unavailable, although they might exist. This is the case, for example, when the objecƟve and/or constraint  
funcƟons are non-differenƟable, noisy, or expensive to evaluate. In addiƟon, the evaluaƟon in some points may fail, especially if the  
values of the objecƟve and/or constraints are the outputs of a simulaƟon or an experience. Blackbox opƟmizaƟon (BBO) is a subfield of  
DFO where the derivaƟves do not exist and the problem is modeled as a blackbox. This term refers to the fact that the compuƟng process  
behind the output values is unknown. The general DFO problem is described as  
min x∈Ω 
f(x), 
where f is the objecƟve funcƟon to minimize over the domain Ω. There are two main classes ofDFO methods: model-based and direct  
search methods. The first  
uses the value of the objecƟve and/or the constraints at some already evaluated points to build a model able to guide the opƟmizaƟon by  
relying on the predicƟons of the model. For example, this class includes methods based on trust regions [21, Chapter 10] or interpolaƟon  
models [52]. This differenƟates them from direct search methods [31] that adopt a more straighƞorward strategy to opƟmize the  
blackbox. At each iteraƟon, direct search methods generate a set of trial points that are compared to the “best soluƟon” available. For  
example, the GPS algorithm [59]definesamesh on the search space and determines the next point to evaluate by choosing a search  
direcƟon. DFO algorithms usually include a proof ofconvergence that ensures a good-quality soluƟon under certain hypotheses on the  
objecƟve funcƟon. BBO algorithms extend beyond this scope by including heurisƟcs such as evoluƟonary algorithms, sampling methods,  
and so on. In [5, 10], the authors explain how a hyperparameter opƟmizaƟon (HPO) problem can be  
seen as a blackbox opƟmizaƟon problem. Indeed, the HPO problem is equivalent to a blackbox that takes the hyperparameters of a given  
algorithm and returns some measure of performance defined in advance such as the Ɵme to soluƟon, the value of the best point found,  
or the number of solved problems. In the case of neural networks, the blackbox can return the accuracy on the test dataset as a measure  
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In order to select an appropriate hyperparameter configuraƟon for a specific dataset  
at hand, users of ML algorithms can resort to default values of hyperparameters that are specified in implemenƟng soŌware packages or  
manually configure them, for example, based on recommendaƟons from the literature, experience or trial-and-error.
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AlternaƟvely, one can use hyperparameter tuning strategies, which are data-dependent,  
second-level opƟmizaƟon procedures (Guyon et al., 2010), which try to minimize the expected generalizaƟon error of the inducing  
algorithm over a hyperparameter search space of considered candidate configuraƟons, usually by evaluaƟng predicƟons on an  
independent test set, or by running a resampling scheme such as cross-validaƟon (Bischl et al., 2012). For a recent overview of tuning  
strategies, see, e.g., Luo (2016). These search strategies range from simple grid or random search (Bergstra and Bengio, 2012) to more  
complex, iteraƟve procedures such as Bayesian opƟmizaƟon (HuƩer et al., 2011; Snoek et al., 2012; Bischl et al., 2017b) or iterated F-
racing (BiraƩari et al., 2010; Lang et al., 2017). In addiƟon to selecƟng an efficient tuning strategy, the set of tunable hyperparameters  
and their corresponding ranges, scales and potenƟal prior distribuƟons for subsequent sampling have to be determined by the user. Some  
hyperparameters might be safely set to default values, if they work well across many different scenarios. Wrong decisions in these areas  
can inhibit either the quality of the resulƟng model or at the very least the efficiency and fast convergence of the tuning procedure. This  
creates a burden for:  
1. ML users—Which hyperparameters should be tuned and in which ranges? 2. Designers of ML algorithms—How do I define robust  
defaults?  
We argue that many users, especially if they do not have years of pracƟcal experience in the field, here oŌen rely on heurisƟcs or spurious  
knowledge. It should also be noted that designers of fully automated tuning frameworks face at least very similar problems. It is not clear  
how these quesƟons should be addressed in a data-dependent, automated, opƟmal and objecƟve manner. In other words, the scienƟfic  
community not only misses answers to these quesƟons for many algorithms but also a systemaƟc framework, methods and criteria,  

3 S 11/02/2022 14:56

Our study has some limitaƟons that could be addressed in the future: a) We only con-  
sidered binary classificaƟon, where we tried to include a wider variety of datasets from different domains. In principle this is not a  
restricƟon as our methods can easily be applied to mulƟclass classificaƟon, regression, survival analysis or even algorithms not from  
machine learning whose empirical performance is reliably measurable on a problem instance. b) Uniform random sampling of  
hyperparameters might not scale enough for very high dimensional spaces, and a smarter sequenƟal technique might be in order here,  
see Bossek et al. (2015) for an potenƟal approach of sampling across problem instances to learn opƟmal mappings from problem  
characterisƟcs to algorithm configuraƟons. c) We currently are learning staƟc defaults, which cannot depend on dataset characterisƟcs  
(like number of features, or further staƟsƟcal measures). Doing so might improve performance results of opƟmal defaults considerably,  
but would require a more complicated approach. A recent paper regarding this topic was published by van Rijn et al. (2018). d) Our  
approach sƟll needs iniƟal ranges to be set, in order to run our sampling procedure. Only based on these wider ranges we can then  
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Hyperparameter OpƟmizaƟon (HPO), also referred to as AutoML in the literature, can be cast as the opƟmizaƟon of an unknown, possibly  
stochasƟc, objecƟve funcƟon mapping the hyper-parameter search space to a real valued scalar, the ML model’s accuracy or any other  
performance metric on the validaƟon dataset. The search-space can extend beyond algorithm or architecture specific elements to  
encompass the space of data pre-processing and data-augmentaƟon techniques, feature selecƟons, as well as choice of algorithms. This is  
someƟmes referred to as the CASH (Combined Algorithm Search and Hyper-parameter tuning) problem for which algorithms have been  
proposed [28], [48]. Neural Architecture Search (NAS) is a special type of  
HPO where the focus is on algorithm driven design of neural network architecture components or cells [26]. Models trained with  
architectures composed of these algorithmically designed neural network cells have been shown to outperform their hand-craŌed  
counterparts in image recogniƟon, object detecƟon [57], and semanƟc segmentaƟon [21], underscoring the pracƟcal importance of this  
field. Random Search [18] and Grid Search are effecƟve HPO  
strategies when the computaƟonal budget is limited or the hyper-parameter search space is high dimensional. Both are easy to  
implement and completely parallelizable. Random Search is also widely regarded as a good baseline for benchmarking new hyper-
parameter opƟmizaƟon algorithms [33]. Bayesian OpƟmizaƟon (BO) is a dominant paradigm for  
HPO [20], [27], [45]. Here, the objecƟve funcƟon is modeled as a Gaussian Process [50], with the Kernel design reflecƟng assumpƟons  
about the objecƟve funcƟon’s smoothness properƟes. Under this assumpƟon, the posterior distribuƟon of the validaƟon score for a  
candidate architecture is a Gaussian
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4.8 Model Monitoring  
AŌer having a model in producƟon, it is necessary to keep track of its behavior to make sure it operates as expected. It implies tesƟng the  
model while the model is deployed online. The main advantage is that it uses real data. Previous work refers to this stage as online tesƟng  
(Zhang et al. 2020).
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Monitoring is one of the issues associated with maintaining machine learning systems as reported by Sculley et al. [52]. The community is  
in the early stages of understanding what are the key metrics of data and models to monitor and how to alarm on them. Monitoring of  
evolving input data, predicƟon bias and overall performance of ML models is an open problem. Another maintenance issue highlighted by  
this paper that is specific to data-driven decision making is feedback loops. ML models in producƟon can influence their own behavior  
over Ɵme via regular retraining. While making sure the model stays up to date, it is possible to create feedback loop where the input to  
the model is being adjusted to influence its behavior. This can be done intenƟonally, as well as happen inadvertently which is a unique  
challenge when running live ML systems.  
Klaise et al. [53] point out the importance of outlier detecƟon as a key instrument to flag model predicƟons that cannot be used in a  
producƟon seƫng. The authors name two reasons for such predicƟons to occur: the inability of the models to generalize outside of the  
training dataset and also overconfident predicƟons on out-of-distribuƟon instances due to poor calibraƟon. Deployment of the outlier  
detector can be a challenge in its own right, because labeled outlier data is scarce, and the detector training oŌen becomes a semi-
supervised or even an unsupervised problem. AddiƟonal insight on monitoring of ML systems can be found in Ackermann et al. [54]. This  
paper describes an early intervenƟon system (EIS) for two police departments in the US. On the surface their monitoring objecƟves seem  
completely standard: data integrity checks, anomaly detecƟon and performance metrics. One would expect to be able to use out-of-the-
box tooling for these tasks. However, the authors explain that they had to build all these checks from scratch in order to maintain good  
model performance. For instance, the data integrity check meant verifying updates of a certain input table and checksums on historical  
records, performance metric was defined in terms of the number of changes in top k outputs, and anomalies were tracked on rank-order  
correlaƟons over Ɵme. All of these monitoring tools required considerable invesƟgaƟon and implementaƟon. This experience report  
highlights a common problem with currently available end-to-end ML plaƞorms: the final ML soluƟons are usually so sensiƟve to  
problem’s specifics that out-of-the-box tooling does not fit their needs well.  
As a final remark we note that there is an overlap between choice of metrics for monitoring and validaƟon. The laƩer topic is discussed in  
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Fine-grained Quality Monitoring While overall improvements to quality scores are important, oŌen the weekto-week baƩle is improving  
fine-grained quality for important subsets of the input data. An individual subset may be rare but are nonetheless important, e.g., 0.1% of  
queries may correspond to a product feature that appears in an adverƟsement and so has an outsized importance. TradiƟonal machine  
learning approaches effecƟvely opƟmize
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System logs perform a criƟcal funcƟon in soŌware-  
intensive systems as logs record the state of the system and significant events in the system at important points in Ɵme. Unfortunately,  
log entries are typically created in an ad-hoc, unstructured and uncoordinated fashion, limiƟng their usefulness for analyƟcs and machine  

2 S 11/02/2022 14:26

In a DevOps environment, especially, unmanaged evoluƟon in log data structure causes frequent disrupƟon of operaƟons in automated  
data pipelines, dashboards and analyƟcs.

3 S 11/02/2022 14:27

Our research shows that source code is oŌen not available for analysis and many logs are highly unstructured and consequently difficult  
to parse. The problems concerning access to source code [9] and  
lack of structure [4] have been acknowledged in research and automated log parsers, such as MoLFI [9], Drain [7], and Spell [5], have  
been developed to some success. However, even the state-of-the-art log parser, Drain [7], struggles with state idenƟficaƟon and dealing  
with log messages of variable length, which leads to varying and unpredictable performance based on the type of log [18]. In pracƟce,  
many companies have logs with less standardizaƟon and automated log parsing does not provide the desired results. Finally, some  
logging standards have been proposed but  
these are oŌen domain specific or insufficient. For example, the XES standard [6] is simple to parse, but the transformaƟon

4 S 11/02/2022 14:27

Although logging may seem trivial, in pracƟce most R&D  
teams aim to manually observe the funcƟonality of their systems. This leads to a high degree of variance in log generaƟon, mulƟple log  
files for generaƟng log entries of different types, and, in a DevOps environment, conƟnuous and unmanaged changes to internal logging  
pracƟces. For ML, this can greatly complicate processing the data and hinder the training process. The tradiƟonal way of generaƟng  
system logs is shown  
in figure 1. In this case, the R&D teams have full freedom to generate logs to opƟmally support their needs. These approaches oŌen have  
developed over Ɵme to opƟmally support developers. The challenge is that when the same logs are used for machine learning, the data  
science team is required to spend significant effort on pre-processing, the pre-processed data then used to manually (re)train the model  
which is, subsequently, manually deployed. As part of our case study research at the primary and secondary case companies as well as  
based on the literature that we reviewed and reported in secƟon II, we have idenƟfied eight significant challenges associated with  

5 S 11/02/2022 14:27
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C. Semi-automated Model Monitoring: At this stage, companies have a manual model monitoring in place. With MLOps, they can aƩain a  
transiƟon from manual monitoring to semi-automated model monitoring. PrecondiƟons: To reach this transiƟon, there should be  
provisions for triggering [43] when performance degrades and availability of tools for diagnosƟcs, performance monitoring and  
addressing model driŌ [43] [27] [36]. It also requires  
338 Authorized licensed use limited to: UNIVERSITY OF OSLO. Downloaded on January 31,2022 at 12:51:22 UTC from IEEE Xplore.  
RestricƟons apply.  
automaƟon scripts to manage and monitor models based on driŌ [38] and ability to perform conƟnuous model tracking [31]. For easy  
monitoring of models, MLOps professionals has to be provided with visual tools [34], and dedicated and centralized dashboards [38] [27]  
[28]. It also requires data orchestraƟon pipelines and rule-based data governance to ensure data changes [31], feedback loop and  
conƟnuous model retraining [43]. There should be also a mechanism to automaƟcally train model in producƟon using fresh data based on  
live pipeline triggers and feedback loops [38] D. Fully-automated Model Monitoring: The companies have deployment and monitoring of  
models in place where performance degradaƟon is acknowledged by alert. By uƟlizing MLOps, they undergo transiƟon towards fully  
automated monitoring of models. PrecondiƟons: For this transiƟon, company requires CI/CD integraƟon with automaƟon and  
orchestraƟon [43] and CT pipeline to retrain models when performance degrades [31]. For this transiƟon, there is a need to ensure  
cerƟficaƟon of models [32] [23], governance and security controls [43] [34] [36], model explainability [43] [36], audiƟng of model usage  
[34] [43], reproducible workflow and models [36]. There should be mechanisms to perform end-to-end QA test and performance checks  
[43]. There should be assurance that data security and privacy requirements are built into data pipelines [31] as well as retrain producƟon  
models on newer data using the data, algorithms and code used to create the original [34].
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Deep learning (DL) becomes increasingly pervasive, being used in a wide range of soŌware applicaƟons. These soŌware applicaƟons,  
named as DL based soŌware (in short as DL soŌware), integrate DL models trained using a large data corpus with DL programs wriƩen  
based on DL frameworks such as TensorFlow and Keras. A DL program encodes the network structure of a desirable DL model and the  
process by which the model is trained using the training data. To help developers of DL soŌware meet the new challenges posed by DL,  
enormous research efforts in soŌware engineering have been devoted. ExisƟng studies focus on the development of DL soŌware and  
extensively analyze faults in DL programs. However, the deployment of DL soŌware has not been comprehensively studied.

2 S 24/02/2022 10:28

DL soŌware deployment. AŌer DL soŌware has been well  
validated and tested, it is ready to be deployed to different plaƞorms for real usage. The deployment process focuses on plaƞorm  
adaptaƟons, i.e., adapƟng DL soŌware for the deployment plaƞorm. The most popular way is to deploy DL soŌware on the server or  
cloud plaƞorms [107]. This way enables developers to invoke services powered by DL techniques via simply calling an API endpoint. Some  
frameworks (e.g., TF Serving [68]) and plaƞorms (e.g., Google Cloud ML Engine [61]) can facilitate this deployment. In addiƟon, there is a  
rising demand in deploying DL soŌware to mobile devices [102] and browsers [91]. For mobile plaƞorms, due to their limited compuƟng  
power, memory size, and energy capacity, models that are trained on PC plaƞorms and used in the DL soŌware cannot be deployed  
directly to the mobile plaƞorms in some cases. Therefore, some lightweight DL frameworks, such as TF Lite for Android and Core ML for  
iOS, are specifically designed for converƟng pre-trained DL models to the formats supported by mobile plaƞorms. In addiƟon, it is a  
common pracƟce to perform model quanƟzaƟon before deploying DL models to mobile devices, in order to reduce memory cost and  
compuƟng overhead [83, 102]. For model quanƟzaƟon, TF Lite supports only converƟng model weights from floaƟng points to 8-bit  
integers, while Core ML allows flexible quanƟzaƟon modes, such as 32 bits to 16/8/4 bits [83]. For
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Figure 3 shows the popularity trend of deploying DL soŌware in terms of the number of users and quesƟons on SO. The figure indicates  
that this topic is gaining increasing aƩenƟon, demonstraƟng the Ɵmeliness and urgency of this study. For deploying DL soŌware on  
server/cloud plaƞorms, we observe  
that users and quesƟons increase in a steady trend. In 2017, most major vendors roll out their DL frameworks for mobile devices [102]. As  
a result, we can observe that both the number of users and the number of quesƟons related to mobile deployment in 2017 increase by  
more than 300% compared to 2016. For deploying DL soŌware on browsers, quesƟons start to appear in 2018 due to the release of TF.js  
in 2018. As found by Ma et al. [91], DL in browsers is sƟll at

5 S 11/02/2022 13:25

RQ2: DIFFICULTY For deployment and other aspects (in short of non-deployment) of DL soŌware, the percentages of relevant quesƟons  
with no accepted answer (%no acc.) are 70.7% and 62.7%, respecƟvely. The significance of this difference is ensured by the result of  
proporƟon test ( 2 = 78.153, df = 1,  -value < 2.2e-16), indicaƟng that quesƟons related to DL soŌware deployment are more difficult to  
answer than those related to other aspects of DL soŌware. More specifically, for server/cloud, mobile, and browser deployment, the  
values of%no acc. are 69.8%, 71.6%, and 69.1%, respecƟvely. In terms of this metric, quesƟons about deploying DL soŌware are also  
more difficult to resolve than other well-studied challenging topics in SE, such as big data (%no acc. = 60.5% [75]), concurrency (%no acc.  
= 43.8% [72]), and mobile (%no acc. = 55.0% [96]). Figure 4 presents the boxplot of response Ɵme needed to receive  
an accepted answer for deployment and non-deployment related quesƟons.We can observe that the Ɵme needed for non-deployment  
quesƟons is mostly concentrated below 600 minutes, while

6 S 11/02/2022 13:26

6.1 Common Challenges in Server/Cloud, Mobile, and Browser  
To avoid duplicate descripƟons, we first present the common inner categories in Server/Cloud, Mobile, and Browser. 6.1.1 General  
QuesƟons. This category shows general challenges that do not involve a specific step in the deployment process, and contains several leaf  
categories as follows. EnƟre procedure of deployment. This category refers to gen-  
eral quesƟons about the enƟre procedure of deployment, mainly raised without pracƟcal aƩempts. These quesƟons are mainly in the  
form of “how”, such as “how can I use that model in android for image classificaƟon” [6]. In such quesƟons, developers oŌen complain  
about the documentaƟon, e.g., “there is no documentaƟon given for this model” [7]. Answerers mainly handle these quesƟons by  
providing exisƟng tutorials or documentaƟon-like informaƟon that does not appear elsewhere, or translate the jargon-heavy  
documentaƟon into case-specific guidance phrased in a developer-friendly way. Compared to Server/Cloud (9.7%) and Mobile (13.4%),  
Browser contains relaƟvely fewer such quesƟons (3.2%). A possible explanaƟon is that since DL in browsers is sƟll in the early stage [91],  
developers are mainly stuck in DL’s primary usage rather than being eager to explore how to apply DL to various scenarios. Conceptual  
quesƟons. This category includes quesƟons about  
basic concepts or background knowledge related to DL soŌware deployment, such as “is there any difference between these Neural  

7 S 11/02/2022 13:26

9 S 11/02/2022 13:27

LimitaƟons ofplaƞorms/frameworks. This category is about limitaƟons of relevant plaƞorms or DL frameworks. For example, a senior  
soŌware engineer working on the Google Cloud ML Plaƞorm team apologizes for the failure that a developer encounters, admiƫng that  
the plaƞorm currently does not support batch predicƟon [9]. Besides, some issues reflect bugs in current deployment related  
frameworks. For instance, an issue reveals a bug in the TocoConvert.from_keras_model_file method of TF Lite [10].  
6.1.2 Model Export andModel Conversion. Both categories cover challenges in converƟng DL models in DL soŌware into the formats  
supported by deployment plaƞorms. Model export directly saves the trained model into the expected format, and it is a common way for  
deploying DL models

10 S 11/02/2022 13:27

6.2 Common Challenges in Mobile and Browser  
6.2.1 Data ExtracƟon. To deploy DL soŌware successfully, developers need to consider any stage that may affect the final performance,  
including data extracƟon. This category is observed only in Mobile and Browser, accounƟng for 1.7% and 3.2% of quesƟons, respecƟvely.  
This finding indicates the difficulty of extracƟng data in mobile devices and browsers.  
6.2.2 Inference Speed. Compared to server/cloud plaƞorms, mobile and browser plaƞorms have weaker compuƟng power. As a result,  
the inference speed of the deployed soŌware has been a challenge in mobile devices (3.9%) and browsers (7.2%).
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6.3 Common Challenges in Server/Cloud and Browser  
Environment. This category includes challenges in seƫng up the environment for DL soŌware deployment, and accounts for 19.4% and  
19.2% of quesƟons in Server/Cloud and Browser, respecƟvely. For Mobile, its environment related quesƟons are mainly distributed in DL  
Library CompilaƟon and DL IntegraƟon into Projects categories that will be introduced later. When deploying DL soŌware to server/cloud  
plaƞorms, developers need to configure various environment variables, whose diverse opƟons make the configuraƟon task challenging. In  
addiƟon, for the server deployment, developers also need to install or build necessary frameworks such as TF Serving. Issues that occur in  
this phase are included in Installing/building frameworks. Similarly, when deploying DL soŌware

12 S 11/02/2022 13:27

6.4 Remaining Challenges in Server/Cloud 6.4.1 Request. This category covers challenges in making requests in the client and accounts for  
13.3% of quesƟons in Server/Cloud. For Request, developers have difficulty in configuring the request body [34], sending mulƟple  
requests at a single Ɵme (i.e., batching request) [35], geƫng informaƟon ofserving models via request [36], etc.

13 S 11/02/2022 13:27

6.5 Remaining Challenges in Mobile 6.5.1 DL Library CompilaƟon. This category includes challenges in compiling DL libraries for target  
mobile devices and covers 7.8% of quesƟons in Mobile. Since Core ML is well supported by iOS, developers can use Core ML directly  
without installing or building it. For TF Lite, pre-built libraries are officially provided for developers’ convenience. However, developers sƟll  
need to compile TF Lite from source code by themselves in some cases (e.g., deploying models containing unsupported operators). Since  
the operators supported by TF Lite are sƟll insufficient to meet developers’ demand [43], developers someƟmes need to register  
unsupported operators manually to add them into the run-Ɵme library. It may be challenging for developers who are unfamiliar with TF  
Lite. In addiƟon, for compilaƟon, developers need to configure build command lines and edit configuraƟon files (i.e., Build configuraƟon).  
Wrong configuraƟons [44] can result in build failure or library incompaƟbility with target plaƞorms.

14 S 11/02/2022 13:27

6.6 Remaining Challenges in Browser Model Loading. This category includes challenges in loading DL models in browsers, being the most  
common challenges in browser deployment (accounƟng for 24.0% of quesƟons). For browsers, TF.js provides a ƞ.loadLayersModel  
method to support loading models from local storage, HƩp endpoints, and IndexedDB. Among the three ways, we observe that the main  
challenge lies in loading from local storage (8.0%). In the official document of TF.js [50], “local storage” refers to the browser’s local  
storage, which is interpreted in a hyperlink [51] contained in the document as that “the stored data is saved across browser sessions.”

15 S 11/02/2022 13:27

6.7 Unclear QuesƟons  
Although unclear quesƟons are not included in our taxonomy, we also manually examine them to seek for some insights. All unclear  
quesƟons have no accepted answers and do not have informaƟve discussions or quesƟon descripƟons to help us determine the  
challenges behind the quesƟons. Among these unclear quesƟons, 53% report unexpected results [54] or errors [55] when making  
predicƟons using the deployed models. However, no anomalies occur at any phase before the phase of making predicƟons, making it  
rather difficult to discover the underlying challenges. In fact, various issues can result in the errors or unexpected results in this phase.  

Files\\AI lifecycle models need to be revised

No Google Scholar 0.0091 1
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4.7 Model Deployment We observed three deployment paƩerns at ING:  
1. A specialized team creates a prototype with a validated methodology, and an engineering team takes care of reimplemenƟng it in a  
scalable, ready-to-deploy fashion. In some cases, this is a necessity due to the technical requirements of the model, e.g., when models  
are developed in Python, but should be deployed in Java (P08, P09, P13).  
2. A specialized team creates a model and exports its configuraƟon (e.g., a pickle9 and required dependencies) to a system that will semi-
automaƟcally bundle it and deploy it without changing the model (P01, P09).  
3. The same team takes care of creaƟng the model and taking it into producƟon. This mostly means that soŌware engineers are part of  
the team and a structured and strict soŌware architecture is ensured.  
Similar to the training environments, Machine Learning systems are deployed to on-  
premises environments. A reported challenge regarding the deployment environment is that different hardware and plaƞorm parameters  
(e.g., Spark parameters) can result in different model behavior or errors (P16). For example, the deployment environment may have less  
memory than the training environment. Furthermore, the resources for a Machine Learning system are dynamically allocated whenever  
needed. However, it is not trivial understanding when a system is no longer needed and should be scaled down to zero (P01).  
There are deploymentpaƩernsinwhicha separate team needs to reimplemenƩhe model to meet producƟon seƫngs.



31/03/2022 13:09

Page 93 of 111Reports\\Coding Summary By Code Report

Aggregate Classification Coverage Number  
Of Coding  
Reference

Reference  
Number

Coded By  
IniƟals

Modified On

Files\\An Empirical Study on Deployment Faults of Deep Learning Based Mobile Applications

No ACM Digital library 0.0161 2

1 S 10/02/2022 10:48

Deep learning (DL) is moving its step into a growing  
number of mobile soŌware applicaƟons. These soŌware applicaƟons, named as DL based mobile applicaƟons (abbreviated as mobile DL  
apps) integrate DL models trained using large-scale data with DL programs. A DL program encodes the structure of a desirable DL model  
and the process by which the model is trained using training data. Due to the increasing dependency of current mobile apps on DL,  
soŌware engineering (SE) for mobile DL apps has become important. However, exisƟng efforts in SE research community mainly focus on  
the development of DL models and extensively analyze faults in DL programs. In contrast, faults related to the deployment of DL models  
on mobile devices (named as deployment faults of mobile DL apps) have not been well studied. Since mobile DL apps have been used by  
billions of end users daily for various purposes including for safety-criƟcal scenarios, characterizing their deployment faults is of enormous  

2 S 10/02/2022 10:51

Recently, the rapid growth of mobile DL apps [22] has  
posed urgent challenges to the deployment of DL models, i.e., deploying DL models on mobile devices. For example, computaƟon-
intensive DL models can be executed efficiently on PC/server plaƞorms, but they cannot be directly deployed and executed on mobile  
devices with limited compuƟng power [23]. Although major vendors have rolled out specific DL frameworks such as TF Lite [24] and Core  
ML [25] to facilitate this deployment process, various specific faults are sƟll emerging in this process and frequently asked on Stack  
Overflow (SO), one of the most popular Q&A forums for developers [13]. Moreover, previous work [13] has demonstrated that relevant  
quesƟons are increasing rapidly on SO and more difficult to resolve than those related to other aspects of DL based applicaƟons. In  
addiƟon, mobile DL apps are not only used by billions of end users for their daily acƟviƟes (e.g., speech-to-text and photo beauty) [22],  
[26], but also reported to be increasingly adopted in various safety-criƟcal scenarios (e.g., driver assistance [27] and autonomous vehicles  
[28]). Therefore, the emerging faults related to the deployment of DL models on mobile devices (named as deployment faults of mobile  
DL apps) should be carefully addressed. Unfortunately, the characterisƟcs of these faults have not been well understood.

Files\\SoŌware engineering for arƟficial intelligence and machine learning soŌware~ A  
systemaƟc literature review
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4.4.9. Model deployment Challenges regarding the deployment of the ML model in real or test environments  
involve dependency management, maintaining the glue code, monitoring and logging, and the unintended feedback loops. For the  
deployment process, when deploying the trained models from a tesƟng environment to an operaƟng one, there lacks a benchmarking  
understanding of the migraƟon and quanƟzaƟon processes, such as the impacts on predicƟon accuracy and performance (Guo et al.,  
2019). RelaƟng to the deployment process, changing hardware and soŌware, issues to maintain reproducible results, incur engineering  
costs for keeping soŌware and hardware up to date (Munappy et al., 2019).
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To release ML models, package [41], validate [41] and  
deploy models [40] to producƟon [41]. When deploying a model to producƟon, it has to be integrated with other models as well as  
exisƟng applicaƟons [30] [41]. When the model is in producƟon, it serves requests. Despite the fact that training is oŌen a batch process,  
the inferences can be REST endpoint/custom code, streaming engine, micro-batch, etc. [35]. When performance drops, monitor the  
model [41] and enable the data feedback loop [41] to retrain the models . In a fully mature MLOps context, perform conƟnuous  
integraƟon and delivery by enabling the CI/CD pipeline and conƟnuous retraining through CT pipeline [41] [31].
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(3) the data preprocessing and model deployment phases are where most of the challenges lay; and (4) addressing most of these  
challenges require more ML implementaƟon knowledge than ML conceptual knowledge.

Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\ML Model  
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PDF

Files\\Challenges in Deploying Machine Learning~ a Survey of Case Studies

No Google Scholar 0.0177 3

1 S 07/02/2022 23:36

In recent years, machine learning has received increased interest both as an academic research field and as a soluƟon for real-world  
business problems. However, the deployment of machine learning models in producƟon systems can present a number of issues and  

2 S 07/02/2022 23:37

This shiŌ comes with challenges. Just as with any other field, there are significant differences between what works in academic seƫng  
and what is required by a real world system. Certain boƩlenecks and invalidated assumpƟons should always be expected in the course of  
that process. As more soluƟons are developed and deployed, pracƟƟoners someƟmes report their experience in various forms, including  
publicaƟons and blog posts

3 S 07/02/2022 23:40
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Model Engineering: Challenges and Issues Once ML engineers have collected and processed the  
data, they proceed to finding the appropriate staƟsƟcal learning model that could fit the available data in order to build its own logic and  
solve the given problem. A wide range of staƟsƟcal models can be acquired and–or extended to suit different classificaƟon and regression  
purposes. There are simple models that make iniƟal assumpƟons
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Model development The list of the challenges regarding the building of the ML model is related to different  
aspects, such as a large number of model inputs, the AI ethics implementaƟon, formal representaƟon of complex models, opƟmizaƟon of  
feature engineering, imperfecƟon and accuracy assurance, invalidaƟon of models, model localizaƟon with data constraints, module  
documentaƟon, uncertainty in input-output relaƟonships, and uncertainty in model behaviour. In model development, the main  
challenge is to obtain a large number of model inputs  
(Ishikawa, 2019; Renggli et al., 2019). It is difficult to clearly define the correcƟon criteria for system outputs or correct outputs for each  
individual model input. Furthermore, for systems with a supervised learning paradigm, it is difficult to obtain labelled data that will serve  
as an 
22 
input for the model, mainly when there is a large volume of unlabelled data. For a supervised learning paradigm, all samples must be  
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In ML model development, provisions should be made to  
run experiments in parallel, opƟmize the chosen model with hyperparameters, and finally evaluate the model to ensure that it fits the  
business case. AŌer versioning, the code is stored in the code repository [42] [23]. The model repository [39] keeps track of the models  
that will be used in producƟon, and the metadata repository contains all the informaƟon about the models (e.g., hyperparameter  

Files\\Why is Developing Machine Learning ApplicaƟons Challenging~ A Study on Stack  
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Model Fiƫng (MF) We assume the developer has a specific model in mind (e.g., SVM), so quesƟons related to a specific model  
implementaƟon, training, convergence determinaƟon, etc.  
Model Tuning (MT) We assume the developer has trained a specific model and is aiming to fine tune it through hyper-parameter tuning,  
learning rate, regularizaƟon, etc.  
Model EvaluaƟon and Result InterpretaƟon (ME)  
Model Deployment and Environment Setup (MD)  
Others 
We assume the developer completed the training and tuning of a single or mulƟple ML models. QuesƟons related to evaluaƟon or  
measuring the performance of a model. QuesƟons related to results interpretaƟon  
QuesƟons related to environment setup, memory or storage issues, deployment performance tuning, etc
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6 Model Deployment  
Machine learning systems running in producƟon are complex soŌware systems that have to be maintained over Ɵme. This presents  
developers with another set of challenges, some of which are shared with running regular soŌware services, and some are unique to ML.  
There is a separate discipline in engineering, called DevOps, that focuses on techniques and tools required to successfully maintain and  
support exisƟng producƟon systems. Consequently, there is a necessity to apply DevOps principles to ML systems. However, even though  
some of the DevOps principles apply directly, there is also a number of challenges unique to producƟonizing machine learning. This is  
discussed in detail by Dang et al. [50] which uses the term AIOps for DevOps tasks for ML systems. Some of the challenges menƟoned  
include lack of high quality telemetry data as well as no standard way to collect it, difficulty in acquiring labels which makes supervised  
learning approaches inapplicable3 and lack of agreed best pracƟces around handling of machine learning models. In this secƟon, we  
discuss issues concerning three steps within model deployment: integraƟon, monitoring and updaƟng.  
6.1 IntegraƟon  
The model integraƟon step consƟtutes of two main acƟviƟes: building the infrastructure to run the model and implemenƟng the model  
itself in a form that can be consumed and supported. While the former is a topic that belongs almost enƟrely in systems engineering and  
therefore lies out of scope of this work, the laƩer is of interest for our study, as it exposes important aspects at the intersecƟon of ML and  
soŌware engineering. In fact, many concepts that are rouƟnely used in soŌware engineering are now being reinvented in the ML context.  
Code reuse is a common topic in soŌware engineering, and ML can benefit from adopƟng the same mindset. Reuse of data and models  
can directly translate into savings in terms of Ɵme, effort or infrastructure. An illustraƟve case is the approach Pinterest took towards  
learning image embeddings [51]. There are three models used in Pinterest internally which use similar embeddings, and iniƟally they  
were maintained completely separately, in order to make it possible to iterate on the models individually. However, this created  
engineering challenges, as every effort in working with these embeddings had to be mulƟplied by three. Therefore the team decided to  
invesƟgate the possibility of learning universal set of embeddings. It turned out to be possible, and this reuse ended up simplifying their  
deployment pipelines as well as improving performance on individual tasks.  
A broad selecƟon of engineering problems that machine learning pracƟƟoners now face is given in Sculley et al. [52]. Most of them are  
considered anƟ-paƩerns in engineering, but are currently widespread in machine learning soŌware. Some of these issues, such as  
abstracƟon boundaries erosion and correcƟon cascades, are caused by the fact that ML is used in cases where the soŌware has to take  
explicit dependency on external data. Others, such as glue code or pipeline jungles, stem from the general tendency in the field to  
develop general-purpose soŌware packages. Yet another source of problems discussed in the paper is the configuraƟon debt, which is  
caused by the fact that ML systems, besides all configuraƟons a regular soŌware systemmay require, add a sizable number of ML-specific  
configuraƟon seƫngs that have to be set and maintained.  
Researchers and soŌware engineers oŌen find themselves working together on the same project aiming to reach a business goal with a  
machine learning approach. On surface there seems to be a clear separaƟon of responsibiliƟes: researchers produce the model while  
engineers build infrastructure to run it. In reality, their areas of concern oŌen overlap when considering the development process, model  
inputs and outputs and performance metrics. Contributors in both roles oŌen work on the same code. Thus it is beneficial to loop  
researchers into the whole development journey, making sure they own the product code base along with the engineers, use the same  
version control and parƟcipate in code reviews. Despite obvious onboarding and slow-start challenges, this approach was seen to bring  
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There is a growing need for “learning systems” to support various phases in the ML lifecycle. While others have focused on supporƟng  
model development, training, and inference, few have focused on the unique challenges inherent in science, such as the need to publish  
and share models and to serve them on a range of available compuƟng resources. In this paper, we present the
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However, scienƟfic use of ML has specialized requirements, including the following. PublicaƟon, citaƟon, and reuse: The scholarly process  
is built upon a  
common workflow of publicaƟon, peer review, and citaƟon. Progress is dependent on being able to locate, verify, and extend prior  
research, and careers are built upon publicaƟons and citaƟon. As scholarly objects, ML models should be subject to similar publicaƟon,  
review, and citaƟon models. Lacking standard methods for doing so, (a) many models associated with published literature are not  
available <23>; and (b) researchers adopt a range of ad hoc methods (from customized websites to GitHub)

3 S 07/02/2022 22:54

Reproducibility: Concerns about reproducibility are having a profound  
effect on research <27>. While reproducibility iniƟaƟves have primarily focused on making data and experimental processes available to  
reproduce findings, there is a growing interest in making computaƟonal methods available as well <28; 29; 30>.

4 S 07/02/2022 22:54

Research infrastructure: While industry and research share common re-  
quirements for scaling inference, the execuƟon landscape differs. Researchers oŌen want to use mulƟple (oŌen heterogeneous) parallel  
and distributed compuƟng resources to develop, opƟmize, train, and execute models. Examples include: laboratory computers, campus  
clusters, naƟonal cyberinfrastructure (e.g., XSEDE <31>, Open Science Grid <32>), supercomputers, and clouds. They oŌen have their own  
resources that they would like to use for inference. Thus, learning systems need to support execuƟon on different resources and enable  
migraƟon between resources. Scalability: Large-scale parallel and distributed compuƟng environments  
enable ML models to be executed at unprecedented scale. Researchers require learning systems that simplify training and inference on  
enormous scienƟfic datasets and that can be parallelized to exploit large compuƟng resources. Low latency: ML is increasingly being used  
in real-Ɵme scienƟfic pipelines,  
for example to process and respond to events generated from sensor networks; classify and prioriƟze transient events from digital sky  
surveys for exploraƟon; and to perform error detecƟon on images obtained from X-ray light sources. There is a need in each case for low  
latency, near real-Ɵme ML inference for anomaly/error detecƟon and for experiment steering purposes. As both the number of devices  
and data generaƟon rates conƟnue to grow, there is also a need to be able to execute many inference tasks in parallel, whether on  
centralized or “edge” computers. Research ecosystem: Researchers rely upon a large and growing ecosys-  
tem of research-specific soŌware

5 S 07/02/2022 22:54

Model in the loop: ScienƟfic analyses oŌen involve mulƟple steps, such  
as the staging of input data for pre-processing and normalizaƟon, extracƟon of perƟnent features, execuƟon of one or more ML models,  
applicaƟon of uncertainty quanƟficaƟon methods, post-processing
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4.6 Model EvaluaƟon  
An essenƟal step in the evaluaƟon of the model is communicaƟng how well the model performs according to the defined metrics. It is  
about demonstraƟng that the model meets business and regulatory needs and assessing the design of the model. One key difference  
between the metrics used in this step and the metrics used for Model Scoring is that these metrics are communicated to different  
stakeholders that do not necessarily have a Machine Learning or data science background. Thus, the set of metrics needs to be extended  
to a general audience. One complementary strategy used by pracƟƟoners is having live demos of the model with business stakeholders  
(P03, P15, P16). These demos allow stakeholders to try out different inputs and try corner cases.  
4.6.1 Model Risk Assessment  
An important aspect of evaluaƟng a model at ING is making sure it complies with regulaƟons, ethics, and organizaƟonal values (P15, P06).  
This is a common task for any type of model built within the organizaƟon – i.e., not only Machine Learning models but also economic  
models, staƟsƟcal forecasƟng models, and so on. In the interviews, Model Risk Assessment was menƟoned as mandatory within the  
model governance strategy, undertaken in collaboraƟon with an independent specialized team (P06, P14). This is a long-stablished stage  
which is now being challenged by the specifics of Machine Learning. For example, tradiƟonal risk assessment teams did not iniƟally have  
the right Machine Learning experƟse to evaluate the models with confidence. Depending on the criƟcality level of the model, the  
intensity of the review may vary.  
Each model owner is responsible for the risk management of their model, but colleagues from the risk department help and challenge the  
model owner in this process. During the periodic risk assessment process, assessors inspect the documentaƟon pro-  
vided by the Machine Learning team to assess whether all regulaƟons and minimum standards are followed. The documentaƟon used in  
this stage is considered to be overly Ɵme-consuming, as emphasized by P07: “70% percent of the Ɵme people are wriƟng Word  
documents to explain their code is compliant.”. Although the process is sƟll under development within ING, the following key points are  
being covered (P06): 1) model idenƟficaƟon  
95 Page 16 of 29 Empir SoŌware Eng (2021) 26: 95  
(idenƟfy if the candidate is a model which needs risk management), 2) model boundaries (define which components are part of the  
model), 3) model categorizaƟon (categorize the model into the group of models with a comparable nature, e.g. anƟ-money-laundering),  
4) model classificaƟon (classify the model into in the class of models which require a comparable level of model risk management), and 5)  
assess the model by a number of sources of risk.  
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5 Model VerificaƟon  
The goal of the model verificaƟon stage is mulƟfaceted, because an ML model should generalize well to unseen inputs, demonstrate  
reasonable handling of edge cases and overall robustness, as well as saƟsfy all funcƟonal requirements. In this secƟon, we discuss issues  
concerning three steps within model verificaƟon: requirement encoding, formal verificaƟon and test-based verificaƟon.  
7 
5.1 Requirement encoding  
Defining requirements for a machine learning model is a crucial prerequisite of tesƟng acƟviƟes. It oŌen turns out that an increase in  
model performance does not translate into a gain in business value, as Booking.com discovered aŌer deploying 150 models into  
producƟon [44]. Therefore more specific metrics need to be defined and measured, such as KPIs and other business driven measures. In  
the case of Booking.comsuch metrics included conversion, customer service Ɵckets or cancellaƟons. Cross-disciplinary effort is needed to  
even define such metrics, as understanding frommodeling, engineering and business angles is required. Once defined, these metrics are  
used for monitoring of the producƟon environment and for quality control of model updates.  
Besides, simply measuring the accuracy of the ML model is not enough to understand its performance. EssenƟally, performance metrics  
should reflect audience prioriƟes. For instance Sato et al. [45] recommend validaƟng models for bias and fairness, while in the case  
described by Wagstaff et al. [31] controlling for consumpƟon of spacecraŌ resources is crucial.  
5.2 Formal VerificaƟon  
The formal verificaƟon step verifies that the model funcƟonality follows the requirements defined within the scope of the project. Such  
verificaƟon could include mathemaƟcal proofs of correctness or numerical esƟmates of output error bounds, but as Ashmore et. al. [14]  
point out this rarely happens in pracƟce. More oŌen quality standards are being formally set via extensive regulatory frameworks.  
An example of where ML soluƟons have to adhere to regulaƟons is the banking industry [46]. This requirement was developed in the  
aŌermath of the global financial crisis, as the industry realized that there was a need for heightened scruƟny towards models. As a  
consequence an increased level of regulatory control is now being applied to the processes that define how the models are built,  
approved and maintained. For instance, official guidelines has been published by the UK’s PrudenƟal RegulaƟon Authority [47] and  
European Central Bank [48]. These guidelines require model risk frameworks to be in place for all business decision-making soluƟons, and  
implementaƟon of such frameworks requires developers to have extensive tests suites in order to understand behavior of their  
MLmodels. The formal verificaƟon step in that context means ensuring that the model meets all criteria set by the corresponding  
regulaƟons.  
Regulatory frameworks share similariƟes with country-wide policies, which we discuss in greater details in SecƟon 7.1.  
5.3 Test-based VerificaƟon  
Test-based verificaƟon is intended for ensuring that the model generalizes well to the previously unseen data. While collecƟng validaƟon  
dataset is usually not a problem, as it can be derived from spliƫng the training dataset, it may not be enough for producƟon deployment.  
In an ideal scenario tesƟng is done in a real-life seƫng, where business driven metrics can be observed, as we discussed in SecƟon 5.1.  
Full scale tesƟng in real-world environment can be challenging for a variety of safety, security and scale reasons, and is oŌen subsƟtuted  
with tesƟng in simulaƟon. That is the case for models for autonomous vehicles control [26]. SimulaƟons are cheaper, faster to run, and  
provide flexibility to create situaƟons rarely encountered in real life. Thanks to these advantages, simulaƟons are becoming prevalent in  
this field. However, it is important to remember that simulaƟon-based tesƟng hinges on assumpƟons made by simulaƟon developers, and  
therefore cannot be considered a full replacement for real-world tesƟng. Even small variaƟons between simulaƟon and real world can  
have drasƟc effects on the system behavior, and therefore the authors conclude that validaƟon of the model and simulaƟon environment  
alone is not enough for autonomous vehicles. This point is emphasized further by the experiences from the field of reinforcement  
learning [25], where use of simulaƟons is a de-facto standard for training agents.  
In addiƟon, the dataset itself also needs to be constantly validated to ensure data errors do not creep into the pipeline and do not affect  
the overall quality. Breck et al. [49] argue that one of the most common scenarios when issues in data can go unnoƟced is the setup  
where data generaƟon is decoupled from the ML pipeline. There could be mulƟple reasons for such issues to appear, including bugs in  
code, feedback loops, changes in data dependencies. Data errors can propagate  
8 
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The increasing popularity of Machine Learning  
(ML) is generaƟng challenges also for developers. The mulƟtude of programming languages, libraries and available resources allow them  
to easily build their own models or algorithms. However, ML models are Ɵghtly connected to their data implying a different development  
process from other types of soŌware. SoŌware projects oŌen rely on version control plaƞorms, such as GitHub, but these plaƞorms have  
not yet been extended to support ML projects. There is poor support for data versioning and no link between ML and soŌware arƟfacts.  
Thus, traceability and model evoluƟon can become challenging for developers. While some specific ML plaƞorms exist, they sƟll require  
considerable manual specificaƟon of ML arƟfacts and links between them.
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Deep learning methods are useful for high-dimensional data and are becoming widely used in many areas of soŌware engineering. Deep  
learners uƟlizes extensive computaƟonal power and can take a long Ɵme to train– making it difficult to widely validate and repeat and  
improve their results. Further, they are not the best soluƟon in all domains. For example, recent results show that for finding related Stack  
Overflow posts, a tuned SVM performs similarly to a deep learner, but is significantly faster to train. This paper extends that recent result  
by clustering the dataset,  
then tuning every learners within each cluster. This approach is over 500 Ɵmes faster than deep learning (and over 900 Ɵmes faster ifwe  
use all the cores on a standard laptop computer). Significantly, this faster approach generates classifiers nearly as good (within 2% F1  
Score) as the much slower deep learning
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4.4 Modeling  
Model training is mostly done in on-premises environments such as Hadoop2 and Spark3 clusters (P09) or in generic systems using, for  
example, the scikit-learn4 library (P01). These private plaƞorms are connected with the data lakes where data is stored, so training can be  
done on (a copy of) real producƟon data (P01, P03). The on-premises environment has no outgoing connecƟon to the internet, so a  
connecƟon to other cloud services such as MicrosoŌ Azure5 or Google Cloud6 is not possible (P08). This means that data scienƟsts are  
limited to the tools and plaƞorms available within the organizaƟon when dealing with sensiƟve data. Also, all project dependencies need  
to be previously approved, aŌer which they are made available in a private package repository (P04, P12), which contains whitelisted  
packages that have been internally audited. This can be frustraƟng, when new ground-breaking AI technologies appear, pracƟƟoners have  
to wait before they can explore the potenƟal of those technologies at ING (P12) – we later refer to this challenge as Technology Access (cf.  
SecƟon 5). Fewer restricƟons are in place if Machine Learning is applied to public data, for example on stock prices. In that case, external  
cloud services and packages may be used (P09).  
2Hadoop enables distributed processing of large data sets across clusters of computers hƩps://hadoop.apache. org 3Spark is a unified  
analyƟcs engine for large-scale data processing. hƩps://spark.apache.org 4Scikit-learn is a Machine Learning library for Python.  
hƩps://scikit-learn.org 5MicrosoŌ Azure is a cloud compuƟng service. hƩps://azure.microsoŌ.com/en-us 6Google Cloud is a cloud  
compuƟng service. hƩps://cloud.google.com  
95 Page 14 of 29 Empir SoŌware Eng (2021) 26: 95 Model training is an iteraƟve process. Usually, mulƟple models are created for the  
same problem. First, a simple model is created (e.g., a linear regression model) to set as a baseline (P09). In the following iteraƟons, more  
advanced models are compared to this baseline model. If an approach other than Machine Learning already exists (e.g., rule-based  
soŌware), the models are also compared with this. To keep track of different versions of models, different teams use different strategies.  
For example, the team of P08 keeps track of an experiment log using a spreadsheet, in which the training set, validaƟon set, model, and  
pre-processing steps are specified for each version. This approach for versioning is preferred over soluƟons like MLFlow7 for the sake of  
simplicity (P08, P15).  
4.4.1 Model Scoring  
An implicit sub stage of modeling is assessing model performance to measure how well the predicƟons of the model represent ground  
truth data. We define Model Scoring as assessing the performance of the model based on scor-  
ing metrics (e.g., f1-score for supervised learning). It is also known as ValidaƟon by the Machine Learning community, which should not  
be confused with the definiƟon by the SoŌware Engineering community8 (Ryan and WheatcraŌ 2017; 15288 2015). The main remarks for  
this stage are related to defining the right set of metrics (P03, P06,  
P12, P14, P15, P16). The problem is two-fold: 1) idenƟfy the right metrics and 2) communicate why the selected metrics are right.  
PracƟƟoners report that this is very problem-specific. Thus, it requires a good understanding of the business, data, and learning  
algorithms being used. From an organizaƟon’s point of view, these different perspecƟves are a big barrier to defining validaƟon standards.  
Thechallenges in Modeling summarize as follows: 1) thelatest MachineLearning  
technologies are not alwayseligible for use;2)baseline models are essenƟal arƟfacts for model development; 3) teams keep track of all  
experiments, which oŌen revolves around keeping a customized spreadsheet; and4)defining performance metrics is problem-specific,  
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Given the ever-increasing complexity of adaptable  
soŌware systems and their commonly hidden internal informaƟon (e.g., soŌware runs in the public cloud), machine learning based  
performance modeling has gained momentum for evaluaƟng, understanding and predicƟng soŌware performance, which facilitates  
beƩer informed self-adaptaƟons. As performance data accumulates during the run of the soŌware, updaƟng the performance models  
becomes necessary. To this end, there are two convenƟonal modeling methods: the retrained modeling that always discard the old model  
and retrain a new one using all available data; or the incremental modeling that retains the exisƟng model and tunes it using one newly  
arrival data sample. Generally, literature on machine learning based performance modeling for adaptable soŌware chooses either of  
those methods according to a general belief, but they provide insufficient evidences or references to jusƟfy their choice.
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One fundamental to effecƟve applicaƟon of machine learn-  
ing in performance modeling is the data, which determines the levels of knowledge that a model can learn and generalize. However,  
many real world scenarios do not have sufficient data, or the available data do not adequately represent what the adaptable soŌware is  
likely to behave in changing and uncertain environments. Therefore, modeling soŌware performance at runƟme with evolving data  
stream has been increasingly important [8] [9]. Machine learning based performance modeling at runƟme has the advantage that the  
model can be updated using the most up-to-date data samples, which inherently improves the effecƟveness of the model.

3 S 10/02/2022 11:39

For modeling performance at runƟme, the problem that a  
soŌware engineer would face is: how to update the model when using a learning algorithm2 under evolving data? Literature from the  
SoŌware Engineering and Machine Learning communiƟes take two predominate modeling methods to achieve this: (i) either completely  
retraining the model by learning a new data sample in conjuncƟon with the historical ones (i.e., the retrained modeling), or (ii) simply  
tuning the exisƟng model using a new data sample as it arrives (i.e., the incremental modeling). The choice between those two methods  
does not change the interpretaƟon of the model, but they make fundamentally different assumpƟons about how a model is learned and  
hence they lead to different variants of a learning

4 S 10/02/2022 11:42

The Retrained and Incremental Modeling Modeling the performance of adaptable soŌware via ma-  
chine learning oŌen require the model to learn whenever newly observed data sample becomes available as the soŌware runs. However,  
the problem that a soŌware engineer would face is: how to update the model when using machine learning under evolving data?  
According to the literature from both the SoŌware Engineering and the Machine Learning community, there are two predominate  
modeling methods to achieve this: Retrained modeling: retrained modeling is similar to the tradiƟonal offline learning, where the old  
model is discarded and a new model is retrained using whatever data that is available, i.e., the new data samples and all the historical  
ones. The good side of retrained modeling is that it is able to capture the interrelaƟon between different data samples given the fact that  
they are always learned in conjuncƟon with each others.

5 S 10/02/2022 11:42

Incremental modeling: incremental modeling follows the  
online learning paradigm, which is truly incremental in the sense that instead of replacing the enƟre model, its internal structure is tuned  
using the new data sample. In other words, it learns each new data sample in isolaƟon as they arrive. The good side of incremental  
modeling is the likely small computaƟon effort. However, the fact that each data sample is learned individually may ignore some joint  
correlaƟons that can only be discovered when data samples are learned in conjuncƟon with each others, which may affect the accuracy.

6 S 10/02/2022 11:43

Prior Retrained Performance Modeling To build machine learning based performance models under  
evolving data stream, a large amount of research has relied on retrained modeling. Among others, Kundu et al. [15][16] have relied on  
MulƟ-Layer Perceptron (MLP) [10] and Support Vector Machine (SVM) [25] to model the performance of cloudbased and service-oriented  
soŌware. Their models are built in the retrained manner, where certain amount of historical data is used to train the MLP model at design  
Ɵme, then at runƟme, such a model is retrained whenever new data sample is available. Similarly, Siegmund et al. [20], Sieber et al. [17]  
and Gerostathopoulos et al. [26] use Linear Regression (LR) [27] to build the performance model at runƟme, but again, the model is  
retrained completely instead of being tuned when significant outliers are detected or as new data is collected. Another notable effort of  
retrained modeling based on the Decision Tree (DT) family (e.g., M5 decision tree [28]), such as FUSION [18] and Guo et al. [19], where  
the performance model is discarded and rebuilt using all the available data when the adaptable soŌware collects new informaƟon.

7 S 10/02/2022 11:43

Prior Incremental Performance Modeling The other direcƟon of effort on performance modeling  
assumes truly incremental modeling. For example, incremental modeling has been used in relaƟvely simpler learning algorithms, e.g.,  
linear regression (e.g., in [12][14]) and ARMA (e.g., in [13]), when modeling performance under changing environment of an adaptable  
soŌware. The linear nature of those models make incremental modeling much more straighƞorward and can be tuned using Recursive  

8 S 10/02/2022 11:44

The Comparison Procedure and Metrics To ensure generality, we invesƟgated a wide range of combinaƟons on scenarios and cases, which  
are defined as:  
— Scenario: A scenario refers to each pair of learning algorithm and performance indicator of a soŌware, e.g., using LR to predict the  
throughput of ASOS.
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Accuracy (Error): We measure the accuracy of the model as  
the adaptable soŌware runs and as the model evolves4. At each Ɵme point t, a model is firstly updated by the data samples up to t-1 (t-2  
for environment features). Then in the validaƟon phase, the model takes the adaptable features at t and the environment features at t-1  
to predict the performance at t, which is then compared with the ground truth at t. Given a scenario, we adopt Mean Absolute Error  
(MAE) to show the accuracy over all the intervals and repeated runs of a case, as it can addiƟonally reflect the pracƟcality of the error in  
the original scale. Suppose yk,t and ˆyk,t are the predicted and actual performance of the kth run at Ɵme t respecƟvely; the MAE over n  
intervals and m repeated runs is:  
MAE = 1 × m× n  
~m k=1  
~n t=1 
|yk,t − ˆyk,t| (3) Training Time: We collected the Ɵme taken for training,  
and analyzed the Mean Training Time (MTT) over all the Ɵme intervals and repeated runs of a case. Robustness: By analyzing the variance  
of the accuracy  
and training Ɵme, we aim to understand the robustness of
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4 Model Learning  
Model learning is the stage of the deployment workflow that enjoys the most aƩenƟon within the academic community. All modern  
research in machine learning methods contributes towards beƩer selecƟon and variety ofmodels and approaches that can be employed  
at this stage. As an illustraƟon of the scale of the field’s growth, the number of submissions to NeurIPS, primary conference on ML  
methods, has quadrupled in six years, going from 1678 submissions in 2014 to 6743 in 2019 [29]. Nevertheless, there is sƟll plenty of  
pracƟcal consideraƟons that affect the model learning stage. In this secƟon, we discuss issues concerning three steps within model  
learning: model selecƟon, training and hyper-parameter selecƟon.  
4.1 Model selecƟon  
In many pracƟcal cases the selecƟon of a model is oŌen decided by one key characterisƟc of a model: complexity. Despite areas such as  
deep learning and reinforcement learning gaining increasing levels of popularitywith the research community, in pracƟce simpler models  
are oŌen chosen as we explain below. Such model include shallow network architectures, simple PCA-base approaches, decision trees  
and random forests.  
Simple models can be used as a way to prove the concept of the proposed ML soluƟon and get the end-to-end setup in place. This  
approach accelerates the Ɵme to get a deployed soluƟon, allows the collecƟon of important feedback and also helps avoid  
overcomplicated designs. This was the case reported by Haldar et al. [30]. In the process of applying machine learning to AirBnB search,  
the team started with a complex deep learning model. The team was quickly overwhelmed by its complexity and ended up consuming  
development cycles. AŌer several failed deployment aƩempts the neural network architecture was drasƟcally simplified: a single hidden  
layer NN with 32 fully connected ReLU acƟvaƟons. Even such a simple model had value, as it allowed the building of a whole pipeline of  
deploying ML models in producƟon seƫng, while providing reasonably good performance2. Over Ɵme the model evolved, with a second  
hidden layer being added, but it sƟll remained fairly simple, never reaching the iniƟally intended level of complexity.  
Another advantage that less complex models can offer is their relaƟvely modest hardware requirements. This becomes a key decision  
point in resource constrained environments, as shown by Wagstaff et al. [31]. They worked on deploying ML models to a range of  
scienƟfic instruments onboard Europa Clipper spacecraŌ. SpacecraŌ design is always a trade-off between the total weight, robustness  
and the number of scienƟfic tools onboard. Therefore computaƟonal resources are scarce and their usage has to be as small as possible.  
These requirements naturally favor the models that are light on computaƟonal demands. The team behind Europa Clipper used machine  
learning for three anomaly detecƟon tasks, some models took Ɵme series data as input and some models took images, and on all three  
occasions simple threshold or PCA based techniques were implemented. They were specifically chosen because of their robust  
performance and low demand on computaƟonal power.  
A further example of a resource-constrained environment is wireless cellular networks, where energy, memory consumpƟon and data  
transmission are very limited. Most advanced techniques, such as deep learning, are not considered yet for pracƟcal deployment, despite  
being able to handle highly dimensional mobile network data [32].  
The ability to interpret the output of a model into understandable business domain terms oŌen plays a criƟcal role in model selecƟon,  
and can even outweigh performance consideraƟons. For that reason decision trees (DT), which can be considered a fairly basic ML  
algorithm, are widely used in pracƟce. For example, Hansson et al. [33] describe several cases in manufacturing that adopt DT due to its  
high interpretability.  
Banking is yet another example of an industry where DT finds extensive use. As an illustraƟve example, it is used by KeramaƟ et al. [34]  
where the primary goal of the ML applicaƟon is to predict customer churn by understanding if-then rules. While it is easy to imagine more  
complicated  
2We discuss more benefits of seƫng up the automated deployment pipeline in SecƟon 6.3. 6  
models learning the eventual input-output relaƟonship for this specific problem, interpretability is key requirement here because of the  
need to idenƟfy the features of churners. The authors found DT to be the best model to fulfill this requirement.  
Nevertheless, deep learning (DL) is commonly used for pracƟcal background tasks that require analysis a large amount of previously  
acquired data. This noƟon is exemplified by the field of unmanned aerial vehicles (UAV) [35]. Image sensors are commonplace in UAVs  
due to their low cost, low weight, and low power consumpƟon. Consequently, processing images acquired from sensors is the main way  
of exploiƟng excellent capabiliƟes in processing and presentaƟon of raw data that DL offers. But computaƟonal resource demands sƟll  
remain the main blocker for deploying DL as an online processing instrument on board of UAVs.  
4.2 Training  
One of the biggest concern with model training is the economic cost associated with carrying the training stage due to the computaƟonal  
resources required. This is certainly true in the field of natural language processing (NLP), as illustrated by Sharir et al. [36]. The authors  
observe that while the cost of individual floaƟng-point operaƟons is decreasing, the overall cost of training NLP is only growing. They took  
one of the state-of-the-art models in the field, BERT [37], and found out that depending on the chosen model size full training procedure  
can cost anywhere between $50k and $1.6m, which is unaffordable for most research insƟtuƟons and even companies. The authors  
observe that training dataset size, number ofmodel parameters and number of operaƟons uƟlized by the training procedure are all  
contribuƟng towards the overall cost. Of parƟcular importance here is the second factor: novel NLP models are already using billions of  
parameters, and this number is expected to increase further in the nearest future [38].  
A related concern is raised by Strubell et al. [39] regarding the impact the training ofML models has on the environment. By consuming  



31/03/2022 13:09

Page 105 of 111Reports\\Coding Summary By Code Report

Aggregate Classification Coverage Number  
Of Coding  
Reference

Reference  
Number

Coded By  
IniƟals

Modified On

Nodes\\Maintainable ML\\Challenges in Maintaining a ML systems and applicaƟons\ML Model  
Engineering\TesƟng

PDF

Files\\Automatic Unit Test Generation for Machine Learning Libraries~ How Far Are We~

No ACM Digital library 0.0112 3

1 S 08/02/2022 13:30

AutomaƟc unit test generaƟon that explores the in-  
put space and produces effecƟve test cases for given programs have been studied for decades. Many unit test generaƟon tools that can  
help generate unit test cases with high structural coverage over a program have been examined. However, the fact that exisƟng test  
generaƟon tools are mainly evaluated on general soŌware programs calls into quesƟon about its pracƟcal effecƟveness and usefulness for  
machine learning libraries, which are staƟsƟcally-orientated and have fundamentally different nature and construcƟon from general  

2 S 08/02/2022 13:31

We are witnessing a wide adopƟon of Machine Learning  
(ML) models in many soŌware systems lately. SoŌware applicaƟons powered by ML are being used in criƟcal sectors of our daily lives;  
from finance and energy, to health and transportaƟon [9, 10, 11]. Thus, building reliable and secure ML systems has become an  
increasingly criƟcal challenge for soŌware developers. However, ML libraries are oŌen staƟsƟcally-orientated, and have fundamentally  
different nature and construcƟon compared to general soŌware projects [10, 12], which makes the usefulness of exisƟng automaƟc test  
generaƟon tools on them unknown.

3 S 08/02/2022 13:34

Current unit test suite in ML libraries has lower quality regarding code coverage (on average, 34.1%) and mutaƟon score (on average,  
21.3%). In addiƟon, the tesƟng effort of academic-led ML libraries is unbalanced distributed and their unit test quality is significantly  
worse than that of community-led ML libraries.

Files\\Automatically Authoring Regression Tests for Machine-Learning Based Systems

No Web of science 0.0277 5

1 S 08/02/2022 13:21

Two key design characterisƟcs of machine learning  
(ML) systems—their ever-improving nature, and learning-based emergent funcƟonal behavior—create a moving target, posing new  
challenges for authoring/maintaining funcƟonal regression tests.

2 S 08/02/2022 13:23

End-to-end regression tesƟng of Machine Learning (ML)  
soŌware has disrupted the way we think about funcƟonal tesƟng [1], [2]. TradiƟonal funcƟonal tests are of the form (input, expected  
output, asserƟon()), where input is supplied to the soŌware under test (SUT), and the test oracle (expected output and asserƟon())  
verifies whether the SUT funcƟoned as expected [3]. Testers strive to develop a test suite that provides adequate coverage of soŌware  
features [4]. Regression tesƟng of ML systems casts aside the 3 tra-  
diƟonal tenets of funcƟonal tesƟng: input, expected output, and coverage in mulƟple ways. First, the input spaces of ML-based systems  
are extremely large [5] (think about all the situaƟons to which an autonomous vehicle must react), which is why these systems are, by  
design, opƟmized for their most common inputs. Indeed, they may not always return correct outputs for all uncommon inputs.  
Developers may not even know all the uncommon/corner cases [6] at design Ɵme, neither would the testers during in-house test  
development [7]. The soŌware’s eventual funcƟonal behavior is not pre-defined; rather it emerges as it learns and evolves. Second,  
imperfect understanding of the input space upsets
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3 S 08/02/2022 13:24

the tradiƟonal role of funcƟonal tesƟng, which is to use funcƟonal boundaries/parƟƟons and corner cases to ensure that the system  
behaves as intended within—and at the boundaries of—each parƟƟon. Consequently, test authors are unable to determine whether they  
have an adequate test suite that covers all funcƟonal boundaries. All their hard-coded inputs in a test suite may be distributed over an  
iniƟal guessƟmated set of parƟƟons but may, over Ɵme, end up in quite another set, causing the inputs to become less important or even  
irrelavent. Moreover, because much of the ML decision logic is typically encoded mathemaƟcally, e.g., in a deep neural network or a  
logisƟc regression model, there is no control-flow-graph, and hence tradiƟonal coverage also does not directly apply [8]

4 S 08/02/2022 13:24

Third, ML systems, by their very nature, are designed  
to beƩer serve the most prominent inputs and constantly improve their outputs over Ɵme by learning from new training data [7]. A  
tradiƟonal test oracle will quickly become obsolete as its hard-coded expected output/asserƟon() turns stale with respect to the  
soŌware’s new improved output

5 S 08/02/2022 13:24

Finally, another disƟncƟon in regression tesƟng of ML vs.  
convenƟonal systems is that individual test failures for ML systems may not be indicaƟve of a bug. Recall that ML systems are opƟmized  
for certain classes of common inputs – they may not work for uncommon inputs; hence failures on such inputs may be perfectly  
acceptable. Instead, of interest to the ML-system developer are systemaƟc test failures as well as paƩerns of failures that assist in  
soŌware/model debugging. This shiŌ creates new challenges for test authors, who must now create a large number of tests to reveal  
such paƩerns. Moreover, test failure triage is not always useful when looking at individual isolated failures; rather, groups of failing tests  
need to be examined to provide a more holisƟc picture of what went wrong with the ML soŌware.

Files\\Cats are not fish~ deep learning testing calls for out-of-distribution awareness

No ACM Digital library 0.0409 6

1 S 08/02/2022 12:35

As Deep Learning (DL) is conƟnuously adopted in many industrial applicaƟons, its quality and reliability start to raise concerns. Similar to  
the tradiƟonal soŌware development process, tesƟng the DL soŌware to uncover its defects at an early stage is an effecƟve way to  
reduce risks aŌer deployment. According to the fundamental assumpƟon of deep learning, the DL soŌware does not provide staƟsƟcal  
guarantee and has limited capability in handling data that falls outside of its learned distribuƟon, i.e., out-of-distribuƟon (OOD) data.

2 S 08/02/2022 12:38

However, different from tradiƟonal soŌware whose decision  
logic is mostly programmed by the developer, deep learning adopts a data-driven programming paradigm. In parƟcular, the major tasks of  
a DL developer are preparing the training data, labeling the data, programming the architecture of the deep neural network (DNN), and  
specifying the training configuraƟon. All the decision logic is automaƟcally learned during the runƟme training phase and encoded in the  
obtained DNN (e.g., by weights, bias, and their combinaƟons). Due to the differences of programming paradigm, the logic encoding  
format, and the tasks that a DNN is oŌen developed for (e.g., image recogniƟon), tesƟng techniques for tradiƟonal soŌware cannot be  
directly applied and new tesƟng techniques are needed for DNNs. While some recent progress has been made in proposing novel  
tesƟng criteria [17, 25, 33, 35] and test generaƟon techniques for quality assurance of DNNs [8, 33, 35, 43, 48, 55, 58], it sƟll lacks  
interpretaƟon and understanding on the detected errors by such techniques and their impact. For example, it is not clear whether errors  
are indeed caused by missing training data or insufficient training, etc. The fundamental assumpƟon of deep learning is that

3 S 08/02/2022 12:38

If the new unseen input data has a similar distribuƟon as the  
training data, deep learning provides some staƟsƟcal guarantee on its predicƟon correctness in terms of accuracy. However, if the new  
input data does not follow the training data (i.e., out-of-distribuƟon (OOD)), deep learning does not provide staƟsƟcal guarantee on its  
predicƟon. For example, if a DNN is only trained on cat and dog data for binary classificaƟon, given an input data offi sh, the DNN can sƟll  
produce a predicƟon result. However, this input data does not follow the distribuƟon of cat and dog data. Hence, handling the fish data  
goes beyond the capability of this DNN and should not be considered as valid input. IntuiƟvely, erroneous inputs that follow the  
distribuƟon of train-  
ing data may reveal the real weakness of the DNN since the DNN is expected to handle such data. On the other hand, input errors that  
are considered out-of-distribuƟon may either inherit new informaƟon benefiƫng generalizaƟon as well as a domain shiŌ or are simply  
irrelevant to the DL applicaƟon. Thereby, the root cause of an error may be idenƟfied through analyzing its distribuƟon behavior, which  
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4 S 08/02/2022 12:40

To summarize, this paper makes the following contribuƟons:  
• We perform a large scale empirical study on how deep learning tesƟng affects the data distribuƟon of the generated test cases; and  
how distribuƟon aware tesƟng influences DNN model robustness.  
• Our study idenƟfies the impact of mutaƟon operators and coverage criteria on the distribuƟon of the generated test cases. We find that  
image rotaƟon, contrast and brightness tend to generate more ID data while image blur is more likely to generate OOD data. In terms of  
the coverage criteria, NBC and SNAC facilitate to generate more OOD data than others.  
• We demonstrate the effecƟveness of distribuƟon aware retrain-  
ing, outperforming the state-of-the-art by up to 21.5%. Based on our results, we provide guidelines on distribuƟon-aware error selecƟon  
for robustness enhancement, by studying the effect of root cause of ID and OOD errors.

5 S 08/02/2022 12:40

6 S 08/02/2022 12:41

• AUROC. Given an unknown input, OOD detecƟon techniques need to idenƟfy a threshold to classify it as ID or OOD. The area under the  
receiver operaƟng characterisƟc curve (AUROC) [14] is usually used to evaluate the performance of a classificaƟon method across  
mulƟple thresholds. The AUROC can be thought of as the probability that an anomalous example is given a higher OOD score than an in-
distribuƟon example [16]. Thus, the higher AUROC, the beƩer the OOD detector.  
• TPRN, which is the true posiƟve rate at N% true negaƟve rate (TPRN). We regard OOD data as the posiƟve class. First, we use N% true  
negaƟve rate to select one threshold for the OOD detector. Then, with this threshold, we evaluate the true posiƟve rate of the detector.  
Note that, for the parameter N in TPRN, a larger N means we select a bigger threshold such that more data is perceived under the  
threshold as ID (i.e., higher true negaƟve rate). Thus, a larger N provides more confident measurement for detecƟng OOD data while a  
smallerN provides more confident measurement for detecƟng ID data.

Files\\Machine Learning Testing~ Survey, Landscapes and Horizons

No Google Scholar 0.0240 26

1 S 07/02/2022 12:59

Safety-criƟcal applicaƟons such as self-driving systems [1], [2] and medical treatments [3], increase the importance of behaviour relaƟng  
to correctness, robustness, privacy, efficiency and fairness. SoŌware tesƟng refers to any acƟvity that aims to detect the differences  
between exisƟng and required behaviour [4]. With the recent rapid rise in interest and acƟvity, tesƟng has been demonstrated to be an  
effecƟve way to expose problems and potenƟally facilitate to improve the trustworthiness of machine learning systems.

2 S 07/02/2022 13:00

Machine learning tesƟng poses challenges that arise from  
the fundamentally different nature and construcƟon of machine learning systems, compared to tradiƟonal (relaƟvely more determinisƟc  
and less staƟsƟcally-orientated) soŌware systems. For instance, a machine learning system inherently follows a data-driven programming  
paradigm, where the decision logic is obtained via a training procedure from training data under the machine learning algorithm’s  
architecture [8]. The model’s behaviour may evolve over Ɵme, in response to the frequent provision of new data [8]. While this is also  
true of tradiƟonal soŌware systems, the core underlying behaviour of a tradiƟonal system does not typically change in response to new  
data, in the way that a machine learning system can. TesƟng machine learning also suffers from a parƟcularly pernicious instance of the  
Oracle Problem [9]. Machine learning systems are difficult to test because they are designed to provide an answer to a quesƟon for which  
no previous answer exists [10]. As Davis and Weyuker said [11], for these kinds of systems ‘There would be no need to write such  
programs, if the correct answer were known’. Much of the literature on tesƟng machine learning systems seeks to find techniques that  
can tackle the Oracle problem, oŌen drawing on tradiƟonal soŌware tesƟng approaches.

3 S 07/02/2022 13:00

The behaviours of interest for machine learning systems  
are also typified by emergent properƟes, the effects of which can only be fully understood by considering the machine learning system as  
a whole. This makes tesƟng harder, because it is less obvious how to break the system into smaller components that can be tested, as  
units, in isolaƟon. From a tesƟng point of view, this emergent behaviour has a tendency to migrate tesƟng challenges from the unit level  
to the integraƟon and system level. For example, low accuracy/ precision of a machine learning model is typically a composite effect,  
arising from a combinaƟon of the behaviours of different components such as the training data, the learning program, and even the  
learning framework/library [8]. Errors may propagate to become amplified or suppressed, inhibiƟng the tester’s ability to decide where  
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In this paper, we use the term ‘Machine Learning TesƟng’  
(ML tesƟng) to refer to any acƟvity aimed at detecƟng differences between exisƟng and required behaviours of machine learning systems.  
ML tesƟng is different from tesƟng approaches that use machine learning or those that are guided by machine learning, which should be  
referred to as ‘machine learning-based tesƟng’. This nomenclature accords with previous usages in the soŌware engineering literature.  
For example, the literature uses the terms ‘state-based tesƟng’ [16] and ‘search-based tesƟng’ [17], [18] to refer to tesƟng techniques  
that make use of concepts of state and search space, whereas we use the terms ‘GUI tesƟng’ [19] and ‘unit tesƟng’ [20] to refer to test  
techniques that tackle challenges of tesƟng Graphical User Interfaces (GUIs) and code units.

5 S 07/02/2022 13:01

6 S 07/02/2022 13:02

Role ofTesƟng in ML Development Fig. 4 shows the life cycle of deploying a machine learning system with ML tesƟng acƟviƟes involved. At  
the very  
beginning, a prototype model is generated based on historical data; before deploying the model online, one needs to conduct offline  
tesƟng, such as cross-validaƟon, to make sure that the model meets the required condiƟons. AŌer deployment, the model makes  
predicƟons, yielding new data that can be analysed via online tesƟng to evaluate how the model interacts with user behaviours. There are  
several reasons that make online tesƟng essen-  
Ɵal. First, offline tesƟng usually relies on test data, while test data usually fails to fully represent future data [42]; Second, offline tesƟng is  
not able to test some circumstances that may be problemaƟc in real applied scenarios, such as data loss and call delays. In addiƟon,  
offline tesƟng has no access to some business metrics such as open rate, reading Ɵme, and click-through rate.

7 S 07/02/2022 13:03

Offline TesƟng The workflow of offline tesƟng is shown by the top doƩed rectangle of Fig. 5. At the very beginning, developers need to  
conduct requirement analysis to define the expectaƟons of the users for the machine learning system under test. In requirement analysis,  
specificaƟons of a machine learning system are analysed and the whole tesƟng procedure is planned.

8 S 07/02/2022 13:02

9 S 07/02/2022 13:03

3.2.3 Online TesƟng Offline tesƟng tests the model with historical data without in the real applicaƟon environment. It also lacks the data  
collecƟon process of user behaviours. Online tesƟng complements the shortage of offline tesƟng, and aims to detect bugs aŌer the model  
is deployed online.

10 S 07/02/2022 13:03

ML TesƟng ProperƟes  
TesƟng properƟes refer to what to test in ML tesƟng: for what condiƟons ML tesƟng needs to guarantee for a trained model. This secƟon  
lists some typical properƟes that the literature has considered. We classified them into basic funcƟonal requirements (i.e., correctness  
and model relevance) and non-funcƟonal requirements (i.e., efficiency, robustness,3 fairness, interpretability). These properƟes are not  
strictly independent of each  
other when considering the root causes, yet they are different external manifestaƟons of the behaviours of an ML system and deserve  
being treated independently in ML tesƟng.

11 S 07/02/2022 13:04

This secƟon organises ML tesƟng research based on the test-  
ing workflow as shown by Fig. 5. ML tesƟng includes offline tesƟng and online tesƟng. Albarghouthi and Vinitsky [75] developed a fairness  
specificaƟon language that can be used for the development of runƟme monitoring, in detecƟng fairness issues. Such a kind of run-Ɵme  
monitoring belongs to the area of online tesƟng. Nevertheless, current research mainly centres on offline tesƟng as introduced below.  
The procedures that are not covered based on our paper collecƟon, such as requirement analysis and regression tesƟng and those  
belonging to online tesƟng are discussed as research opportuniƟes in SecƟon 10.

12 S 07/02/2022 13:05

5.1 Test Input Generation

13 S 07/02/2022 13:04
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14 S 07/02/2022 13:05

5.2 Test Oracle

15 S 07/02/2022 13:05

5.3 Test Adequacy

16 S 07/02/2022 13:05

5.4 Test Prioritisation and Reduction

17 S 07/02/2022 13:05

5.5 Bug Report Analysis

18 S 07/02/2022 13:05

5.6 Debug and Repair

19 S 07/02/2022 13:05

5.7 General Testing Framework and Tools

20 S 07/02/2022 13:05

6ML PROPERTIES TO BE TESTED

21 S 07/02/2022 13:06

6.3 Robustness and Security

22 S 07/02/2022 13:06

6.4 Efficiency

23 S 07/02/2022 13:06

6.5 Fairness

24 S 07/02/2022 13:06

6.6 Interpretability

25 S 07/02/2022 13:06

6.7 Privacy

26 S 07/02/2022 13:08

Challenges in ML TesƟng As this survey reveals, ML tesƟng has experienced rapid recent growth. Nevertheless, ML tesƟng remains at an  
early stage in its development, with many challenges and open quesƟons lying ahead. Challenges in Test Input GeneraƟon. Although a  
range of  
test input generaƟon techniques have been proposed (see more in SecƟon 5.1), test input generaƟon remains challenging because of the  
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Files\\On testing machine learning programs

No Web of science 0.0182 5

1 S 07/02/2022 10:17

TradiƟonally, soŌware systems are constructed deducƟvely, by wriƟng down the rules that govern the behavior of the system as program  
code. However, with ML, these rules are inferred from training data (i.e.,, they are generated inducƟvely). This paradigm shiŌ in  
applicaƟon development makes it difficult to reason about the behavior of soŌware systems with ML components, resulƟng in systems  
that are intrinsically challenging to test and verify, given that they do not have (complete) specificaƟons or even source code  
corresponding to some of their criƟcal behaviors. In fact some ML programs rely on proprietary third-party libraries like

2 S 07/02/2022 10:18

Conceptual issues. Once data is gathered, cleaning data tasks are required to ensure that the data is consistent, free from redundancy and  
given a reliable starƟng point for staƟsƟcal learning. Common cleaning tasks include: (1) removing invalid or undefined values (i.e., Not-a-
Number, Not-Available), duplicate rows, and outliers that seems to be too different from the mean value); and (2) unifying the variables’  
representaƟons to avoid mulƟple data formats and mixed numerical scales. This can be done by data transformaƟons such as  
normalizaƟon, min-max scaling, and data format conversion. This pre-processing step allows to ensure a high quality of raw data,

3 S 07/02/2022 10:19

The idenƟfied paƩerns represent the core logic of the model. Changes in data (i.e., the input signals) are likely to have a direct impact on  
these paƩerns and hence on the behavior of the model and its corresponding predicƟons. Because of this strong dependence on data,  
ML models are considered to be data-sensiƟve or data-dependent algorithms. A poor selecƟon of features can impact a ML system  
negaƟvely. Sculley et al. [3] report that unnecessary dependencies to features that contribute with liƩle or no value to the model quality  
can generate vulnerabiliƟes and noises in a ML system. Examples of such features are : Epsilon Feature, which are features that have no  
significant contribuƟon to the performance of the model, Legacy Feature, which are features that lost their added informaƟon value on  
model accuracy improvement when other more rich features are included in the model, or Bundled Features, which are groups of  
features that are integrated to a ML system simultaneously without a proper tesƟng of the contribuƟon of each individual feature.

4 S 07/02/2022 10:19

ImplementaƟon issues. To process data as described above, ML engineers implement data pipelines containing components for data  
transformaƟons, validaƟon, enrichment, summarizaƟon, and–or any other necessary treatment. Each pipeline component is separated  
from the others, and takes in a defined input, and returns a defined output that will be served as input data to the next component in the  
pipeline. Data

5 S 07/02/2022 10:20

Dead experimental code paths which happens when code is wriƩen for rapid prototyping to gain quick turnaround Ɵmes by performing  
addiƟonal experiments simply by tweaks and experimental code paths within the main producƟon code.

Files\\Software Framework for Data Fault Injection to Test Machine Learning Systems

No Web of science 0.0308 2

1 S 03/02/2022 15:34

Data-intensive systems are sensiƟve to the quality  
of data. Data oŌen has problems due to faulty sensors or network problems, for instance. In this work, we develop a soŌware framework  
to emulate faults in data and use it to study how machine learning (ML) systems work when the data has problems. We aim for flexibility:  
users can use predefined or their own dedicated fault models. Likewise, different kind of data (e.g. text, Ɵme series, video) can be used  
and the system under test can vary from a single ML model to a complicated soŌware system. Our goal is to show how data faults can be  
emulated and how that can be used in the study and development of ML
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2 S 03/02/2022 15:35

we face quesƟons that not only influence the tesƟng phase but also the development decisions. Such quesƟons include the following: –  
Should we train the system with perfect or with faulty data? Examples of faulty data are far less common than examples of correct data  
but we may sƟll have a good understanding of the kinds of data faults the system will face over its lifeƟme.  
– Are some ML algorithms, architectures, or hyperparameter selecƟons more robust towards data faults than others?  
– How trustworthy the results of the algorithms are when used in real-life seƫngs, which include faulty input data? The difficulty of  
making a system deal with data faults  
comes from mulƟple sources. To begin with, data faults come in different forms. Some of them are systemaƟc (e.g. sensor driŌ), whereas  
others are more random (e.g. a broken network connecƟon). They happen infrequently so the training material there may not have many  
examples of faulty cases. Furthermore, it is not obvious what we should do to deal with faults – change the associated training data,  
change the model, or simply ignore the faulty output somehow. Unfortunately, tesƟng how a system behaves with different kinds of data  
faults has been difficult.

Files\\TensorFI~ A Configurable Fault Injector for TensorFlow Applications

No Scopus 0.0240 3

1 S 03/02/2022 15:05

TensorFlow is a high-level dataflow framework for building ML applicaƟons and has become the most popular one in the recent past. ML  
applicaƟons are also being increasingly used in safety-criƟcal systems such as self-driving cars and home roboƟcs. Therefore, there is a  
compelling need to evaluate the resilience of ML applicaƟons built using frameworks such as TensorFlow. In this paper, we build a high-
level fault injecƟon framework for TensorFlow called TensorFI for evaluaƟng the resilience of ML applicaƟons. TensorFI is flexible, easy to  
use, and portable. It also allows ML applicaƟon programmers to explore the effects of different parameters and algorithms on error  

2 S 03/02/2022 15:06

Fault InjecƟon (FI) is a widely used technique to evaluate  
the resilience of soŌware applicaƟons to faults. While FI has been extensively used in general purpose applicaƟons, its use in ML  
applicaƟons presents three main challenges. First, because ML applicaƟons are oŌen wriƩen using specialized infrastructures, it is difficult  
to inject faults at the level of individual program statements or variables as these are hidden inside the framework. Second, it is difficult  
to interpret the results of the FI experiments as they are dependent on the applicaƟon and the inputs as well as the framework being  
deployed. Finally, performing FI in ML applicaƟons requires the programmer to understand where faults are likely to occur in the  
applicaƟon and map them to its implementaƟon.

3 S 03/02/2022 15:08

Based on our results, we find that the error resilience of  
ML applicaƟons can be very different under different algorithms and input datasets. Hence, ML applicaƟons need to be evaluated on a  
per applicaƟon basis before their deployment, in order to benchmark their operaƟonal resilience. Further, we find that the error  
resilience (i.e., accuracy drops) of ML applicaƟons depends on the amount of output classes available in the input dataset used. This  
should be taken into consideraƟon when designing resilient ML applicaƟons.


