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Abstract—The Industrial Internet of Things (IIoT) is a key
element of industry 4.0, bringing together modern sensor
technology, fog and cloud computing platforms, and artifi-
cial intelligence to create smart, self-optimizing industrial
equipment and facilities. Though, the scale and sensitivity
degree of information continuously increases, giving rise to
serious privacy concerns. The scope of this article is to pro-
vide efficient privacy preservation techniques, by tracking
the correlation of multivariate streams recorded in a net-
work of IIoT devices. The time-varying data covariance ma-
trix is used to add noise that cannot be easily removed by
filtering, generating obfuscated measurements and, thus,
preventing unauthorized access to the original data. To
improve communication efficiency between connected IoT
devices, we exploit inherent properties of the correlation
matrices, and track the essential correlations from a small
subset of correlation values. Extensive simulation studies
using constrained IIoT devices validate the robustness, ef-
ficiency, and effectiveness of our approach.

Index Terms—Adaptive estimation, data processing, data
privacy, distributed information systems.

I. INTRODUCTION

INDUSTRIAL Internet of Things (IIoT) is a term used to
describe the application of Internet of Things (IoT) in in-

dustrial environments, and more specifically the utilization of
disruptive elements, such as sensors, actuators, control systems,
machine-to-machine communication interfaces, and enhanced
security mechanisms creating smart, self-optimizing industrial
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equipment and facilities [1]. The proliferation of IoT in industrial
environments and value chains will allow companies, manufac-
tures, and workers to operate in a more efficient manner and
will have a great impact in several fields, including automation,
industrial manufacturing, logistics, business processes, process
management, and transportation [2], [3].

With the integration of a large number of computation com-
ponents into industrial control systems, production systems,
and factories, emerging mega trends, such as edge and cloud
computing, big data analytics, and embedded artificial intelli-
gence, are becoming important drivers of innovation in indus-
try. Yet, industry has already realized that the true value of
IoT is not on the physical interconnected devices per se, but
on the massive datasets and crude, unrefined information they
contain, and consequently how this hidden commodity can be
efficiently processed in a fast and meaningful manner. Through
IoT, industrial organizations will produce an unprecedented
amount of raw information to evaluate accurately situational
awareness, improving the intelligence, efficiency, and sustain-
ability of several industrial systems [4]. This clearly violates user
privacy, especially when considering that the user has willingly
purchased the device that now may handle his personal data over
to third-party data silos to be further processed. Consequently,
it is essential for users to demand and legislative authorities to
enforce a certain move toward data-centric privacy preserving
schemes that will penalize paradox and improper data usage.

Conventional approaches to data protection are based on
encryption and secure networks, encrypting at a gateway before
transferring data to the Internet. This model is not the ideal one
for cloud-based architectures since the data have to be decrypted
on the cloud server for further processing, increasing the risk
of experiencing a data breach. Alternatively, the data have to
be brought back into the secure network for decryption. This
approach has additional risks associated with the trust to users
that have access to the network infrastructure (i.e., administra-
tors). To the best of our knowledge, very few works focus on
approaches that preserve privacy directly on streams of sensitive
data, including defense, retail, performance, or even health care
data. For example, consider two IoT networks deployed by two
individual firms for monitoring several critical parameters, e.g.,
environmental, performance, health care, etc. Although, both
networks could receive an advantage by a potential collaboration
(e.g., to identify clusters over their real-time measurements),
none of them is prepared for sharing the original monitored
parameters. Therefore, there is an urgent need to design methods
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that are able to utilize data, in an real-time fashion, without
sacrificing privacy. One potential solution encompasses the so-
called partially homomorphic encryption schemes [5]–[8] that,
however, suffer from limitations attributed to their requirement
of a trusted third party. Moreover, several secure multiparty
computation techniques, presented in [9], become intractable
either as the number of parties increases or in the presence of
transmission errors, whereas the utility of the published data in
different mining applications decreases with increasing level of
privacy [10].

At this point, it should be also mentioned that several privacy
preserving approaches suggest adding random perturbation, by
projecting the noise to the principal components (PCs) of the
data covariance increasing significantly different privacy preser-
vation metrics, allowing at the same time the utilization of the
data by different mining methods [11]–[14]. These approaches
either work offline using stationary data streams [11] or they
are capable of tracking correlations between time-evolving data
streams, addressing challenges related to storage constraints or
time evolving correlations. Despite the benefits offered by the
online algorithms in evolving data streams, the communication
overhead required for evaluating the PC analysis (PCA) sub-
space locally, increases significantly with the number of nodes,
which are not resilient over intrinsic (e.g., power depletion of
a node, link failures/packet loss) as well as to extrinsic failures
(e.g., malicious nodes).

To address the aforementioned limitations, we provide a
method for reconstructing the obfuscated data covariance matrix
that have been captured by the nodes in an IIoT platform, when
several entries of the matrix are missing, either due to intrinsic
or extrinsic failures. To that end, we provide a fast correlation
completion and tracking method, by solving at each step, a
rank-one completion problem. The privacy of the exchanged
data is properly preserved throughout the whole process.

Specifically, the contributions of this article can be summa-
rized as follows.

1) We introduce a data obfuscation method that guarantees
privacy and preserves the utilization of the data
in a real-time fashion while time minimizes the
communication and processing requirements. This
method is capable of estimating the original data
correlation subspace from a subset of obfuscated (i.e.,
privacy preserved) values, generated by a small number
of IoT nodes. The data, before being exchanged, are
properly obfuscated by adding noise, which is correlated
with the recorded measurements.

2) To further minimize processing cost, we propose a low-
complexity adaptive algorithm for tracking the evolving
network-wide correlation subspace at each node. For
the case of large-scale networks, the proposed algorithm
requires only linear complexity over the number of nodes.

3) We provide both theoretical arguments and extensive
evaluation studies in the Contiki Cooja wireless sensor
network (WSN) simulator. More importantly, we validate
the robustness and efficiency of our approach in terms of
both computational complexity and privacy preservation
on constrained IIoT devices.

TABLE I
SUMMARY OF NOTATIONS

A summary of the notation used in this article is presented
in Table I. The rest of this article is organized as follows.
In Section II, we describe the privacy preservation scenarios
that we focus and the architecture of the proposed solution.
In Section III, we provide preliminaries, introducing the termi-
nology and concepts of matrix completion (MC) and subspace
tracking, and presents the proposed low-cost solution for recon-
structing the network-wide correlation matrix from a subset of
values. In Section IV, we present the simulation results on con-
strained IIoT devices. Finally, Section V concludes this article.

II. DATA MODEL AND COMMUNICATION SCHEME

Data obfuscation techniques perturb data values or attributes
directly by additive and/or multiplicative noise. These tech-
niques are based on the fact that the properly randomized
samples could potentially preserve the underlying probabilistic
properties. This property is very significant in our case, since
we aim to compute the sample-based correlation matrix for all
nodes, given that the true values of the data are unknown and
cannot be revealed.

Let us consider two networks, shown in Fig. 1(a), deployed by
two different firms/organizations for collaboratively monitoring
environmental, performance, or even health care parameters over
their real-time measurements. Though, none of them is prepared
to share the original recordings. Our goal in this article is to
provide a mechanism that could be adopted by any of the two
networks that guarantee data privacy of data, preserving also
utilization in an online fashion.

Without loss of generality, let us assume that Network 1
consist of K sensor nodes and each node k records the value
m∗k(t) ∈ R at time instant t. The conceptual architecture of
the functional block designed to hide original data from IoT
Network 2 is presented in Fig. 1(b). The original recorded data
are forwarded to the distortion unit, which is responsible for
generating obfuscated data using additive noise that is correlated
with the recorded data from the other network IoT nodes. A
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Fig. 1. (a) Two IoT networks deployed by two individual firms for collaboratively monitoring environmental, performance parameters, or even health
care parameters, though, they are not willing to provide the original measurements. (b) Schematic diagram of the functional blocks used by the
proposed privacy preservation approach.

subset of network measurements [i.e., {k1, k2, k3} according
to Fig. 1(b)] are used for forming the network autocorrelation
matrix with various missing values, which is then completed in
the correlation completion and data PC estimation module. The
estimated network correlation matrix is then used to update the
stored autocorrelation estimate using an exponentially decaying
time window, whereas the estimated PC is used by the distortion
unit to project independent and identically distributed (i.i.d.)
noise to the PC of the instantaneous data autocorrelation matrix.
A more detailed description of the process that is executed in
each block is provided in the rest part of this section.

Consider that m∗k(t) is the measurement recorded by the
sensing modules of the kth node, at time instant t, which can
be modeled as a discrete-time wide sense stationary stochastic
process. A common method for data obfuscation is to simply
use additive noise [15], however, it has been proved that this is
not optimal for preserving privacy [11], [16]. This conclusion is
justified by the fact that the original data can be reconstructed
by using spectral or PCA based filtering approaches. To increase
robustness to such an unauthorized reconstruction, the data
owners should project random noise to the PCs of the data
correlation matrix to prevent linear reconstruction methods from
canceling additive noise.

To ensure privacy, each measurement is modified at the
distortion unit by adding noise. All noisy sensor measure-
ments form a vector m(t) = [m1(t) . . .mK(t)]T ∈ RK×1

and mk(t) = m∗k(t) + nk(t), where k = 1, . . . ,K and
n(t) = [n1(t) . . . nK(t) ]T is the vector with the added noise
for each node, with n(t) ∼ N (0,Cn), where Cn ∈ RK×K is
the noise covariance matrix. In this article, we assume that the
physical process that we monitor generates highly correlated
samples. Thus, the original data covariance matrix C ∈ RK×K

is low rank.
Our goal is to add in an online fashion, random perturbations

with statistical properties similar to those of the data streams.
Let us assume that C = E{M(t)} ∈ RK×K , where M(t) =
m(t)mT (t), is the correlation matrix of the process m(t).
Following the mean ergodic theorem, an exponentially decaying
window can be used to estimate the correlation matrix C

R(t) =
t− 1
t

R(t− 1) +
1
t
M(t) =

1
t

t∑
τ=1

M(τ) (1)

with limt→∞R(t) = C, where rank(C)� K, meaning that
matrix C is a low-rank matrix.

Algorithm 1: Reconstruction of the Network-Wide Corre-
lation Matrix.

1: for t = 1, 2, . . . each node do
2: Based on the available measurements of its own and

the obfuscated ones received by the collaborating
nodes, computes the corresponding correlation
values.

3: Reconstructs the full correlation matrix from the
known subset of the estimated values.

4: end for

Conventionally, to construct the entire correlation matrix in
the instantaneous autocorrelation evaluation unit, each node
has to receive, at each time instant t, K measurements m(t)
and evaluate (K − 1)2/2 +K multiplications. In this work, we
assume that each node may have incomplete knowledge of the
set of measurements [e.g., in Fig. 1(b)], node k receives only
measurements from a subset of neighboring nodes {k1, k2, k3}),
since many data packets may be lost during network trans-
missions or due to energy depletion of the nodes or because
there may not be direct links with all other nodes (which is
actually the case in most networks). Hence, each node is re-
quired to reconstruct the entire correlation matrix R(t), at each
time instance, based on incomplete measurements. Algorithm
1 presents the basic steps executed by the instantaneous auto-
correlation evaluation unit for estimating PΩ(M) and by the
correlation completion and data PC estimation module for esti-
mating matrixM and its principal nonzero eigenvectoruk, from
a subset of obfuscated measurements received from other nodes,
without having knowledge about the measurements of the entire
network.

In the following part, we present the scheme for reconstructing
the network-wide correlation matrix and tracking its principal
eigenvector, with the aim of generating the correlated noise. This
type of noise is hard to be filtered out by unauthorized nodes
and does not change the statistical properties of the original
data of nodes in the network. This scheme consists of two
steps executed at each time instant t. In the first step, each
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node computes the correlation between its own measurements
and the raw obfuscated measurements that receives from the
collaborating nodes, evaluating some of the entries of the kth
row and column of the network correlation matrix PΩ(M). In
the second step, a sparse matrix is being formed at each node. To
obtain the missing entries, MC techniques can be successfully
employed, since at each time update, the rank of the correlation
updating term M(t) is equal to one. The completion steps of the
network-wide correlation matrix are summarized in Algorithm 2
and correspond to the operations executed by the correlation
completion and data PC estimation module. The output of this
module is used: to update the stored network wide correlation
matrix using (1) and to estimate the noise for generating the
obfuscated measurements that have the same statistical proper-
ties with the original data.

The correlated noise n(t) is estimated at the distortion unit
by projecting the generated vector n(t) to the estimated PC
of the estimated data covariance R(t), i.e., if we assume
that R(t) = UΣUT is the eigenvalue decomposition of R(t),
where U = [u1,u2, . . . ,uK ] ∈ RK×K are the K eigenvectors,
whereas Σ = diag(σ1, . . . , σK) are the K eigenvalues in de-
scending order. Then, the proposed projection can be expressed
in matrix form

n(t) = Pu1n(t) with Pu1 = u1u
T
1 (2)

where u1 is the principal eigenvector, which corresponds to the
largest eigenvalue σ1.

The noise n(t) is added to the original samples in order to
generate the obfuscated data. More specifically, the obfuscated
sample in node i at time instant t may be written as

mk(t) = m∗k(t) + u1,ku
T
1 n(t) (3)

where u1,k is the kth entry of the principal eigenvector u1.
As it is also verified in the simulation section, the PCs of

the obfuscated streams m(t) corresponds to a good estimate of
the PCs of data autocorrelation matrix of the process m∗(t).
More importantly, this noise cannot be easily filtered out since
it mirrors the dominant trends in the time series. To further
justify this statement, let us assume that the data stream always
has the same value. The right way to hide this value is to add
the same noise sample through time, since any other noise
can be filtered out by simple averaging. Similarly if the time
series is a sine wave, again it should be hided by adding noise
samples with the same frequency and potentially a different
phase. The approach described earlier is a generalization of the
aforementioned examples.

A. Unauthorized Reconstruction of the Original
Measurements

Any node belonging to Network 2 that would like to recover
the original data recorded by the Network 1 nodes could apply
a linear filtering operation. The linear reconstruction of the
original data M∗(t) can thus be expressed as M̃∗(t) = FM(t)
where the matrix F ∈ RK×K applies a low-pass filter to the
perturbed data matrix. A principled approach that can be applied
for this purpose is to project the data onto the signal (i.e., PC)

subspace, such that most noise is removed while preserving
the original data. More specifically, a PCA-based reconstruction
scheme can be expressed as

M̂∗(t) ≈ Uk(t)U
T
k (t)︸ ︷︷ ︸

F

M(t) (4)

where Uk(t) corresponds to a K × k matrix with the k princi-
pal eigenvectors of the autocorrelation matrix R(t). However,
when the noise is added exactly along the PC direction, the
removed noise tends to zero, whereas additional projection error
is included. In this case, the data obfuscation described earlier
is robust toward this “unauthorized” reconstruction attempt in
the sense that the discrepancy between the two versions of the
data, defined as the normalized squared Frobenious norm, before
‖M∗(t)− M̂(t)‖2

F and after‖M̂∗(t)− M̂(t)‖2
F the reconstruc-

tion attempt will be the same.

III. COMPLETION OF THE NETWORK-WIDE

CORRELATION MATRIX

In this section, we focus on the design of the correlation
completion and data PC estimation module, minimizing the pro-
cessing and communication cost at each node. This is achieved
by a novel low-complexity fast adaptive algorithm for tracking
the evolving network-wide correlation subspace. More specif-
ically, we initially provide details on how we can reconstruct
the unobserved instantaneous correlation values, by utilizing
the MC framework. Then, motivated by the fact that the matrix
we wish to recover at each time step is a rank one matrix, we
utilize fast iterative subspace tracking approaches resulting at
a low complexity scheme, capable of accurately estimating the
obfuscated data covariance PC from a small subset of obfuscated
data values.

A. Reconstruction of the Obfuscated Correlation Matrix

Before presenting the proposed approach, we review some
concepts and terminology related to the MC theory. MC [17]
theory provides an iterative technique to recover a low-rank
matrix given a sampling of its entries. Typically, the completion
of a matrix X ∈ RK×K given a sampling of its entries, i.e.,
PΩ(C), can be expressed as

min
X

rank(X) s. t. PΩ(X) = PΩ(C) (5)

where C ∈ RK×K is the complete correlation matrix, Ω is the
set with the matrix indices (i, j) of the nonzero entries, X is the
unknown variable, and rank(X) denotes the rank of the matrix
X. The problem (5) is computationally intractable (NP-hard),
thus, it cannot be solved in polynomial time.

To solve (5), the following approximation can be em-
ployed [18]:

min
X

κ‖X‖∗ + 1
2
‖X‖2

F subject to PΩ(X) = PΩ(C) (6)

where κ ≥ 0 is a predefined weighting parameter. To proceed,
let us express the Lagrangian of problem (6)

L(X,Y) = κ‖X‖∗ + 1
2
‖X‖2

F + tr(YTPΩ(C−X)) (7)
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Algorithm 2: Completion of Low-Rank Correlation Matrix.
1: for z = 1, . . . , Imax do
2: X(z) = Dτ (Y

(z−1))
3: Y(z) = Y(z−1) + δ(z)PΩ(C−X(z))
4: end for

whereY ∈ RK×K is the dual variable. Therefore, the solution of
(6) can be obtained by obtaining the derivative of the Lagrangian
function. First, with respect to X, we have

∂L(X,Y)

∂X
= κ∂‖X‖∗ +X− PΩ(Y) (8)

which can be solved via the singular-value-thresholding (SVT)
operator Dκ(Y) [18, Th. 2.1]. To be more specific, given that
Y = UΣU∗ is the EVD of a matrix Y, then the SVT operator
is defined as

Dκ(Y) = Udiag
({([Σ]ii − κ)+}1≤i≤r

)
UT

i.e., the singular values with [Σ]ii < κ are replaced by zero.
Thus, it provides the minimizer of (8), assuming a number of
iterations

X(z) = Dκ

(
Y(z−1)

)
(9)

with z = 1, . . . , Imax. Considering now the minimization of the
Lagrangian over Y, we seek the minimizer of the expression

∂L(X,Y)

∂Y
= PΩ(C−X) (10)

which is obtained by

Y(z) = Y(z−1) + δ(z)PΩ

(
C−X(z)

)
(11)

where Y(z−1) denotes the obtained matrix Y of the previous
iteration, and δ(z) > 0 denotes the step-size parameter of the
iterative procedure. In summary, the solution of (6) is provided
by the iterative procedure of Algorithm 2.

It should be noted that in our case [presented in Fig. 1(b)],
matrixM(t) that we wish to recover from a subset of obfuscated
correlation values (i.e., mki

(t),mkj
(t), where i, j = 1, 2, 3), is

a rank one matrix. Therefore, we are interested in estimating only
the principal eigenvector [e.g., index i = 1 of the SVT operation
in step presented in (9)], by deploying computational efficient
approaches as the one presented below.

B. Completion for Rank-1 Correlation Matrix

To impose the rank-1 constraint, we replace (9) with (12)

X(z) = λmaxu
(z)
1

(
u
(z)
1

)T
(12)

where λmax = σ1. Subsequently, Y(z) is updated as follows:

Y(z) = Y(z−1) + δPΩ

(
M−X(z)

)
(13)

where we keep the same step size for all the executed iterations,
i.e., δ(z) = δ. Due to the symmetric property of matrices M
and X(z), matrix Y(z) will also be symmetric, thus, the SVD
operation collapses to eigenvalue decomposition (EVD).

Since (12) uses only the maximum eigenvalue, instead of
executing SVT, we focus on solving a maximum eigenvalue
estimation problem that can be written as follows:

u
(z)
1 = argmax

u

uTY(z−1)u

uTu
. (14)

Note that the complexity of this problem is still high, of the same
order of the SVT, i.e., O(K3). To minimize this computational
cost, several fast iterative approaches for updating the principal
eigenvector u

(z)
1 of the matrix Y(z−1) can be deployed. A

common fast approach is the one proposed in [19], that can
be expressed as follows:

u
(z)
1 =

u
(z−1)
1 + α(z)Y(z−1)u

(z−1)
1

‖u(z−1)
1 + α(z)Y(z−1)u

(z−1)
1 ‖

(15)

where α(z) is a step-size that affects convergence speed and the
estimators variance. Therefore, by adopting the Oja rule, we
derive Algorithm 3, representing the basic operations that are
executed by the correlation completion and data PC estimation
module in Fig. 1(b).

Proposition 1: Algorithm 3 converges to the maximum
eigenvector of matrix E{Y(z)} after a number of iterations Imax,
for the sequence of matrices Y(z) =

∑z
i=1 PΩ(C−X(i)) with

z = 1, 2, . . . , Imax.
Proof: According to the performance analysis of [19], the

convergence of the algorithm (15) is guaranteed if Y(Imax) =
E{Y(Imax)}. To prove this, let us express (11) as

Y(z) = δ

z∑
i=1

PΩ

(
C−X(i)

)
(16)

given that Y(0) = 0, i.e., matrix with all zeros. Then, capital-
izing the properties of the projection operator P(·), we have
that

Y(z) = δzPΩ (C)− δPΩ

(
z∑

i=1

X(i)

)
(17)

which for z = Imax is written as

Y(Imax) = δImaxPΩ (C)− δPΩ

(
Imax∑
i=1

X(i)

)
. (18)

Next, we take the expectation of YImax

E{Y(Imax)} = δImaxPΩ (C)− δPΩ

(
Imax∑
i=1

E{X(i)}
)

(19)

= δImaxPΩ (C)− δImaxPΩ(E{X}). (20)

Thus, assuming that the expected value of X(i) is approximated
by

E{X} ≈ 1
Imax

Imax∑
i=1

X(i) (21)

then we have that Y(Imax) = E{Y(Imax)}. �
Complexity: The overall complexity of Algorithm 3 is
O(KLImax), where Imax is the maximum number of iterations.
By increasing the number of iterations Imax, we achieve a higher
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Algorithm 3: Rank One Matrix Completion.
1: for z = 1, . . . , Imax do
2: u(z) ← u(z−1) + α(z)Y(z−1)u(z−1)

3: u(z) ← u(z)

‖u(z)‖
4: X(z) = λmaxu

(z)(u(z))T

5: Y(z) = Y(z−1) + δPΩ(M−X(z))
6: end for

estimation accuracy, though, the value of Imax seems to be
independent of the number of nodes in the network K, whereas
for a large-scale network, it could be K  Imax. Thus, the
complexity of the proposed algorithm increases linearly with
the number of the nodes, given that Imax � K and L� K.

IV. SIMULATION RESULTS

In this section, we initially evaluate the performance of the
proposed technique based on Monte Carlo simulations and then
we perform a practical evaluation to a realistic simulation en-
vironment of a resource constrained, IIoT system (6LoWPAN
Contiki nodes and Cooja) and to real hardware nodes (Tmote
Sky and Zolertia ReMote).

A. Simulation Setup and Algorithmic Evaluation

The efficiency of the proposed approach is evaluated by
executing a large number of independent experiments, where
a new scenario of a network is created with K sensor nodes. A
number ofL = |Ω| edges are randomly generated, whereas in all
the executed scenarios, the topology graph is always a connected
graph. We assume that the communication links between the
sensor nodes are noiseless. The measurements m(t) are gener-
ated according tom(t) = Cd(t), in order to impose correlations
between the monitored parameters. The matrix C ∈ RK×K is
a fixed, symmetric matrix that represents the correlation among
the sensor measurements. Its entries are drawn from a uniform
distribution, i.e., [C]i,j = [C]j,i ∼ U(0, 1). The vectord(t) rep-
resents the underlying random process, and its entries are normal
random variables, i.e., [d(t)]i ∼ N (0, 1), for i ∈ [1, . . . ,K].

Our goal is initially to evaluate privacy preservation of two
different streaming scenarios where the obfuscated measure-
ments are generated by adding : (i) i.i.d. noise and (ii) correlated
additive noise. For the (ii) case, we evaluate the effect of both the
number of missing entries in the correlation updating term and
the executed iterations Imax in the privacy preservation. The goal
of data obfuscation is to ensure that the introduced distortion can-
not be filtered out with the PCA-based reconstruction approach.
Thus, to measure the privacy, we have to consider the ability of
an unauthorized node, in reconstructing the original data. More
specifically, suppose that M∗

s = [m∗(1), . . . ,m∗(t)] ∈ RK×t

and Ms = [m(1), . . . ,m(t)] ∈ RK×t are the original and ob-
fuscated data generated at the nodes of Network 1 presented in
Fig. 1(a), during the time instances 1, 2, . . . , t and that M̂s are
the corresponding data reconstructed by any of the unauthorized
nodes in Network 2, by following the approach described in
Section II-A, e.g., M̂s = Uk(t)U

T
k (t)Ms. Then, privacy is the

Fig. 2. Privacy evaluation with respect to the known entries of the
correlation matrix. The number of nodes is K = 20. Discrepancy is 0.1.

discrepancy (e.g., squared Frobenius norm) between the origi-
nal and reconstructed streams, whereas privacy preservation is
evaluated by the PD metric defined as the privacy normalized
by the discrepancy between the original and obfuscated streams,
e.g., PD = ||Ms

∗ − M̂s||22/||Ms
∗ −Ms||22.

The step size αk in (15) is selected to be equal to αk = 1/k,
ensuring convergence according to the analysis that is provided
in [19]. Moreover, the step size δ in (13) is selected to be
fixed across iterations and equal to one, since according to
[18, Th. 4.2], the convergence for the reconstruction scheme is
guaranteed when 0 < δ < 2. In the following part of this section,
we study the impact of the Algorithm iterations, the missing en-
tries, and the number of network nodes in privacy preservation,
as well as the utility of the obfuscated data. Considering the
obfuscated versus the original data, the larger the variance of
the added noise, the larger the distortion of the data. In other
words, a larger distortion hides the original data, though we
are interested in investigating whether it hides also information
about the relations of the data. To this end, we define as utility,
the discrepancy between the covariance of the original and the
obfuscated data.

1) Impact of Algorithm Iterations and Missing Entries in
Privacy Preservation: In Fig. 2, we provide the evolution of
privacy versus discrepancy ratio with respect to the known
correlation values that occur in various WSN network setups
with K = 20 nodes. Each curve corresponds to the average of
100 realizations, executing the same number of Imax iterations
for completing the missing entries. From the figure, it is obvious
that the privacy preservation is significantly increased with the
number of iterations executed during the reconstruction of the
rank-1 matrix. More importantly, by inspecting this figure, it
is obvious that a small number of iterations (e.g., 5) affects
significantly the privacy preservation metric as compared to the
conventional AWGN case (e.g., 400% increase assuming 10%
of known correlation values).

2) Impact of the Number of Nodes: In Fig. 3, we present the
evolution of the privacy versus discrepancy ratio versus the num-
ber of nodes in various WSN setups. The discrepancy is fixed to
0.3. The number of connections in the network corresponds on
average to 25% of connections of a fully connected network and
the number of executed iterations Imax of Algorithm 2 is set to
25. The privacy metric for the correlated additive case remains
almost unaffected with the number of nodes in the network K,
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Fig. 3. Privacy evaluation with respect to the number of the IoT nodes.
The discrepancy is 0.3.

Fig. 4. NMSE with respect to the iteration index of Algorithm 2. The
number of nodes is K = 20 and the discrepancy is 0.1.

whereas in the AWGN case, the privacy preservation reduces
linearly with K.

3) Obfuscated Versus Original Stream Covariance: To eval-
uate the effect of using the obfuscated measurements for the
estimation of the data correlation matrix, we make use of the
normalized mean square error (NMSE), which is defined as
NMSE = 1/Imax

∑Imax
r=1 ‖C∗ −R(r)‖2

F /‖C∗‖2
F where the sup-

per r denotes the MC iteration index, with r = 1, 2, . . . , Imax.
C∗ = 1/T

∑Imax
t=1 m

∗(t)m∗(t)T is the data covariance matrix
and R(r) is the estimation of the obfuscated data covariance
at iteration r. Fig. 4 presents this NMSE with respect to the time
index assuming WSNs with 20 nodes, with different number of
mean connections per node. The number of executed iterations
is fixed to 20. By inspecting this figure, it can be seen that the
covariance estimation using obfuscated data is accurate even in
very sparse networks.

B. Practical Evaluation in Real IoT Nodes

For the feasibility and efficiency assessment of the proposed
method, an automated simulation and testing platform have been
developed, in order to seamlessly transfer the same parametric
environment from the algorithmic development and testing tools
(Julia and Juno IDE [20]) to a realistic environment on a resource
constrained, IIoT system that uses the Contiki 3.0 OS [21]
(6LoWPAN Contiki nodes and Cooja). The tests on the IoT
nodes consisted of two different approaches, a simulation-based
approach using the Contiki Cooja simulator on a TI MSP430
based embedded system for measurements related to the energy

consumption of the proposed solution and a real hardware
based approach using two different hardware nodes (Tmote
Sky and Zolertia ReMote) for evaluating the time delay of the
MC operation in comparison to the number of involved nodes.
Thus, we can evaluate the solution in a WSN node in terms of
energy consumption for motes that focus explicitly on low power
consumption (Tmote Sky) and also to evaluate how the solution
behaves in terms of time delay (that is related to the practicality
of the solution) as the number of connected nodes increases, for
typical higher performance but still constrained motes (such as
the Zolertia ReMote).

The Contiki Cooja simulator provides a very good simulation
solution since it supports assembly level system simulation for
the TI MSP430 processor that was adopted in our experiments.
More specifically, we studied a Contiki 3 OS implementation
of the Tmote Sky embedded mote featuring a TI MSP430 16 b
CPU with 48 KB of Flash memory, 10 KB of RAM, and a TI
CC2420 2.4 GHz IEEE 802.15.4 RF interface. On this processor,
we were interested in evaluating the power consumed: at the
ON and LPM CPU states during the MC operations, as well
as at the CC2420 wireless communication subsystem during
transmit (Tx), receive (Rx), and idle states. The Energest module
is supported for the specific platform and it was selected to
be used in order to collect energy consumption measurements
during Cooja simulations. By using current consumption data
from the manufacturer datasheet of each of the system on chips
(SoCs) under test for every state, we collected measurements
through Energest on the time spent in each state and were able
to calculate the energy spent on each state using the formula
E(j) = tstate · Vin · Istate, where tstate represents the time spent
in a state and Vin and Istate are the supply voltage and cur-
rent, respectively, which are selected as reported in each SoC’s
datasheet.

The networking testing platform that was used is gener-
ated through a number of initializing Julia functions that cre-
ate different WSN topologies with varying characteristics, ex-
porting these concurrently to the appropriate graph objects
in Julia, as well as to automatically generated Cooja simula-
tion (.csc) and C header (.h) files. These files are compiled
and linked with the C code implementation of the proposed
method and the networking code for the data exchange in the
WSN.

A use case example of such a WSN topology is presented
in Fig. 5, where the generated graph plot in Julia at the left
has been transferred to Cooja, with a one-to-one mapping of
node coordinates, relationships, and initial conditions. Nodes
exchange obfuscated data packets, according to the graph links,
representing application level relationships, and broadcast their
limited correlation knowledge under the constraints of a noisy ra-
dio environment that allows only 1% of data to reach the furthest
nodes. This results into a sparse WSN with few connections.
Thus, there are several missing entries for the correlation matrix
that is formulated at each node.

Regarding the Cooja simulation itself per mote, in terms of
CPU and radio power consumption, Fig. 3 depicts these values
in a specific mote (with 16 collaborating WSN nodes) as they
evolve in time, during the operation of the network. In the figure,
there are observable peak values of energy consumption for radio
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Fig. 5. WSN topology example. The subfigure on the right presents
a simulation example, where each percentage assigned to the corre-
sponding node represents the successful packet reception rate from
a node that is selected by the user. In this case node, 16 located at
the center of the green circle is the sender, whereas the green circle
highlights the Tx range for this specific transmitting node.

Fig. 6. CPU and radio power consumption evolution (mW) in time (ms).

Fig. 7. Processing requirements in real constraint hardware (TI’s
CC2538 in Zolertia ReMote).

transmission and CPU energy consumption, whenever there is a
receipt of a new obfuscated measurement by a collaborating
node followed by a trigger of a new MC function and then
a broadcast transmission of a new obfuscated measurement
(collected from the mote’s sensors). It can be remarked that
the energy consumption footprint of the radio transactions is
considerably higher from the CPU energy consumption due to
the MC operation.

In the isolated, core processing time delay evaluation (that
complements the CPU-only related power consumption of
Fig. 6), Fig. 7 presents the CPU time measurements of the main
MC routine, as a function of the nodes number, for a repre-
sentative constrained node CPU, namely the Texas Instruments
CC2538,1 as this is utilized by the Zolertia ReMote. As it can be

1[Online]. Available: http://www.ti.com/product/CC2538

observed from the figure, the execution time of the MC function
falls under practically affordable values for typically expected
node populations.

V. CONCLUSION

In this article, we considered the problem of privacy preser-
vation in IIoT platforms where the raw data measurements are
obfuscated with additive noise with statistical properties similar
to the statistical properties of the data. To achieve that, the
measurement correlation matrix has been decomposed into a
time-sequence of rank-one matrices, which is partially known
at each node. Thus, a rank one correlation completion problem
is solved at each node via a novel low-complexity technique.
The proposed approach converges in a number of iterations to
the full-rank data correlation matrix, which is later used for data
obfuscation. The complexity cost of the proposed privacy pre-
serving algorithm (ideally suited for correlated data streams) can
be linear over the number of the sensor nodes as the density of the
network increases. Extensive evaluation studies in the Contiki
Cooja WSN simulator validate the robustness and efficiency of
our approach in terms of both computational complexity and
privacy preservation on constrained IIoT devices.
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