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Abstract

This paper summarizes the participation of
the L3i laboratory of the University of La
Rochelle in the SemEval-2022 Task 11, Mul-
tilingual Complex Named Entity Recognition
(MultiCoNER). The task focuses on detect-
ing semantically ambiguous and complex enti-
ties in short and low-context monolingual and
multilingual settings. We argue that using a
language-specific and a multilingual language
model could improve the performance of mul-
tilingual and mixed NER. Also, we consider
that using additional contexts from the training
set could improve the performance of a NER
on short texts. Thus, we propose a straightfor-
ward technique for generating additional con-
texts with and without the presence of entities.
Our findings suggest that, in our internal ex-
perimental setup, this approach is promising.
However, we ranked above average for the high-
resource languages and lower than average for
low-resource and multilingual models.

1 Introduction

Named entity recognition (NER) is the task of de-
tecting entities and recognizing their type (e.g., per-
son, location, organization) (Grishman and Sund-
heim, 1996). Standard benchmarks (e.g., CoNLL-
2003 (Tjong Kim Sang and De Meulder, 2003))
for NER are either focused on a high-resource lan-
guage or on a single domain (e.g., news). However,
NER is required in different fields, bringing thus
several new challenges regarding: the size of the
textual content (e.g., short textual snippets like Web
queries (Fetahu et al., 2021) or social media posts
(Rajoria, 2021)), the characteristics of the entities
to be extracted (i.e., capitalization/punctuation fea-
tures (Mayhew et al., 2019)), unseen and emerging
entities (e.g., entities that have a fast growth rate
such as new songs and movies are released weekly
(Bernier-Colborne and Langlais, 2020)), complex

entities (i.e., complex noun phrases such as particu-
larly long nested person names and dates in histori-
cal documents (Boros et al., 2020a,c)). Moreover,
multilingual documents in which entities of differ-
ent languages than the rest of the text are present
(i.e., code-mixed documents (Winata et al., 2021;
Fetahu et al., 2021)) add another level of complex-
ity to the task. Transformer-based (Vaswani et al.,
2017) architectures for NER became popular since
the release of the BERT model and they hold the
state of the art in NER (Akbik et al., 2018; Nie
et al., 2020; Yamada et al., 2020; Wang et al., 2020,
2021). However, while most NER systems have
been developed to generally address contemporary
news data in high resource languages (e.g. English)
(Yamada et al., 2020; Wang et al., 2020, 2021),
many challenges remain in NER from short texts
with complex entities in low-resource scenarios
(Meng et al., 2021).

The SemEval-2022 Task 11, Multilingual Com-
plex Named Entity Recognition (MultiCoNER)
aims at developing complex NER systems for 11
languages (Malmasi et al., 2022b). The task fo-
cuses on detecting semantically ambiguous and
complex entities in short, lowercased, low-context
monolingual, and multilingual settings. The lan-
guages were: English, Spanish, Dutch, Russian,
Turkish, Korean, Farsi, German, Chinese, Hindi,
and Bangla. For some languages, an additional
track with code-mixed data was offered. The or-
ganizers aim at testing the domain and language
adaption capability of a NER system. For this rea-
son, NER systems for monolingual settings are also
constrained to avoid multilingual prediction models
and vice versa.

However, multilingual and code-mixed docu-
ments have motivated the development of systems
based on multilingual Transformer-based architec-
tures (Winata et al., 2021; Fetahu et al., 2021).



Also, recently, Wang et al. (2021) proposed an ap-
proach to NER from short texts by finding external
contexts of a sentence. The authors retrieved and
selected a set of semantically relevant texts through
a search engine, with the original sentence as the
query, which proved to be efficient in detecting
entities.

In this paper, we propose a robust approach for
NER and we tackle the following challenges for
the language-specific sub-task, including the mul-
tilingual and mixed sub-tasks: (1) short texts: by
adding multilingual contexts with and without en-
tities, in order to improve and focus more on the
context and less on the other surrounding entities,
(2) lowercased texts: we prioritize the usage of un-
cased language models, and (3) code-mixed and
low-resource languages: we add a multilingual lan-
guage model along with a language-specific lan-
guage model.

2 Data

For each language, organizers provide fixed-sized
training and development sets of 15, 300 and 800
sentences respectively, whereas test sets are com-
posed of an average of 181, 418 (σ = 35, 181)
sentences. A multilingual dataset consisting of the
concatenation of all monolingual sets is also pro-
vided (with a selection of 471, 911 sentences for
the test set).

In addition, a smaller code-mixed dataset with
entities in a foreign language of the rest of the
sentence was given. In this case, 1, 500 sentences
constitute the training set, 500 the development
set, and 100, 000 the test set. We present a sample
annotated example from the English training set in
Figure 1.

Figure 1: English annotated example from the training
set.

To highlight the important difference between
the number of phrases in the train and the test sets,
we present these numbers in Table 1. The corpus
is based on LOWER, MSQ-NER, and ORCAS-
NER statements and queries from Wikipedia and
Microsoft Bing (Meng et al., 2021). A detailed
description and exhaustive statistics of all datasets
are presented in Malmasi et al. (2022a,b).

Table 1: Number of sentences in the dataset splits per
language.

Language Train Dev Test
English

15,300 800

217,818
Spanish 217,887
Dutch 217,337
Russian 217,501
Turkish 136,935
Korean 178,249
Farsi 165,702
German 217,824
Chinese 151,661
Hindi 141,565
Bangla 133,119
Multilingual 168,300 8,800 471,911
Mixed 1,500 500 100,000

3 Methodology

Our proposed framework consists in augmenting
each input sentence with similar contexts taken
from the multilingual train collection and a NER
model based on a BERT-based pre-trained and fine-
tuned language model as an encoder with several
Transformer (Vaswani et al., 2017) layers stacked
on top. For each language, we consider a language-
specific BERT model, as presented in Table 2. We
prioritize the use of uncased models, with some ex-
ceptions where there were no such models (Dutch,
Polish). Finally, we tackle the multilingualism and
lack of resources for all languages by concatenat-
ing these representations with those provided by a
multilingual language model. The methodology is
outlined in Figure 2.

Named Entity Recognition Model Our base
model was recently proposed for coarse-grained
and fine-grained named entity recognition (Boros
et al., 2020a,b). The method consists of a hierar-
chical approach, with a pre-trained and fine-tuned
BERT-based encoder (Devlin et al., 2019a). This
model consists of a stack of Transformer blocks
on top of the BERT encoder, and a conditional



Figure 2: MultiCoNER methodology.

Language Model
English bigbird-roberta-large

Spanish bert-base-spanish-wwm-uncased

Dutch bert-base-dutch-cased

Russian rubert-base-cased

Turkish bert-base-turkish-uncased

Korean bert-kor-base

Farsi bert-fa-base-uncased-persiannews

German bert-base-german-dbmdz-uncased

Chinese bert-base-chinese

Hindi bert-base-multilingual-uncased

Bangla bert-base-multilingual-uncased

Multilingual bert-base-multilingual-uncased
Mixed bert-base-multilingual-uncased

Table 2: Language-specific models.

random field (CRF) layer to decode the best tag
path in all possible tag paths. First, the encoder
is already based on a stack of Transformer layers.
A Transformer block (encoder) is a deep learning
architecture based on multi-head attention mech-
anisms with sinusoidal position embeddings. It
is composed of a stack of identical layers. Each
layer has two sub-layers. The first is a multi-head
self-attention mechanism, and the second is a sim-
ple, position-wise fully connected feed-forward net-
work. A residual connection is around each of the
two sub-layers, followed by layer normalization.
These language models generally expect the input
data in a specific format: a special token, [SEP],
to mark the end of a sentence or the separation be-

tween two sentences, and [CLS], at the beginning
of the text. A Transformer encodes the information
contained in a given text in the [CLS] token that
flows afterward through the layers. This architec-
ture with additional Transformer layers proved to
be efficient when the input is noisy and of varying
lengths.

Adding Context First, we encode the collec-
tion of training multilingual sentences using a
pre-trained multilingual Sentence BERT model
(Reimers and Gurevych, 2019, 2020a). We con-
sider that using only sentences from the training
set is enough for enriching the contexts, even if
they are seen during the training process. The un-
derlying idea behind this is that, since the data is
multi-domain, we would expect a very small over-
lap between the train and the test set, thus the addi-
tional contexts could benefit from information from
other domains that those existing. Then, for each in-
put sentence (for each dataset split), we rank them
using the cosine similarity. From these retrieved
texts, we select the first n ∈ [1, 10] sentences and
we consider them as semantically relevant.

Next, as shown in the example in Figure 2 with
“street food” as a product (PROD) entity (and the
other entities are replaced with <ENT> (Boros
et al., 2021)), we concatenate the initial input sen-
tence with the retrieved texts, separated by the spe-
cial token [SEP]. For this step, we propose two ver-
sions of taking advantage of this additional context.
First, we consider that simply concatenating the
semantically relevant contexts as they are with the



Approach P R F1 P R F1
English Spanish

BERT+2×T 82.99 86.10 84.52 83.55 80.78 82.14
2×BERT+2×T 86.14 89.92 87.99 85.21 82.31 83.74
2×BERT+2×T-context w/ entities 87.86 90.00 88.92 85.80 85.80 85.80
2×BERT+2×T-context w/o entities 87.83 90.33 89.06 86.90 84.61 85.74

Dutch Russian
BERT+2×T 83.73 84.10 83.92 79.33 79.17 79.25
2×BERT+2×T 86.51 86.43 86.47 78.02 81.77 79.85
2×BERT+2×T-context w/ entities 86.46 88.24 87.34 80.00 77.93 78.95
2×BERT+2×T-context w/o entities 86.77 87.29 87.03 78.28 74.38 76.28

Turkish Korean
BERT+2×T 84.58 86.35 85.45 83.30 83.49 83.39
2×BERT+2×T 84.67 87.39 86.01 82.22 84.87 83.52
2×BERT+2×T-context w/ entities 84.11 87.15 85.60 83.17 84.25 83.71
2×BERT+2×T-context w/o entities 85.03 86.67 85.84 86.58 87.71 87.14

Farsi German
BERT+2×T 77.65 82.19 79.86 89.47 89.18 89.33
2×BERT+2×T 80.69 81.29 80.99 89.86 90.15 90.01
2×BERT+2×T-context w/ entities 78.99 80.87 79.92 90.24 91.04 90.64
2×BERT+2×T-context w/o entities 78.18 82.11 80.10 89.94 90.96 90.45

Chinese Hindi
BERT+2×T 88.20 88.13 88.17 72.47 70.89 71.67
2×BERT+2×T 88.05 86.89 87.47 77.57 75.60 76.57
2×BERT+2×T-context w/ entities 86.74 86.81 86.77 76.04 75.12 75.58
2×BERT+2×T-context w/o entities 87.67 88.29 87.98 74.04 76.81 75.40

Bangla Multilingual
BERT+2×T 71.94 69.88 70.89 84.54 85.29 84.91
2×BERT+2×T 76.14 75.00 75.57 85.76 86.66 86.21
2×BERT+2×T-context w/ entities 78.79 79.88 79.33 84.91 85.10 85.00
2×BERT+2×T-context w/o entities 77.49 78.75 78.12 84.99 86.09 85.54

Mixed
BERT+2×T 72.33 71.15 71.74 - - -
2×BERT+2×T 71.85 71.97 71.91 - - -
2×BERT+2×T-context w/ entities 71.97 71.97 71.97 - - -
2×BERT+2×T-context w/o entities 73.92 72.95 73.43 - - -

Table 3: MultiCoNER results on the development set.

sentence in question could be sufficient for bringing
an improvement to the detection of entities. These
models are referred to as context w/ entities.

We also examine the scenario where these addi-
tional contexts are added without any entity present
(as shown in Figure 2). The idea behind this choice
is that we are trying to improve the contextual infor-
mation without confusing the detection of entities
with the presence of others. We refer to these mod-
els as context w/o entities.

For finding semantically relevant contexts, we
used a multilingual Sentence-BERT (SBERT)

(Reimers and Gurevych, 2020b) model1, a mod-
ified pre-trained BERT (Devlin et al., 2019b) that
uses a siamese and triplet network structure to de-
rive semantically meaningful sentence embeddings
that can be compared using cosine similarity. We
keep the top-10 semantically relevant contexts.

Hyperparameters For each language, includ-
ing the multilingual and the code-mixed cases,
we choose a language-specific BERT pre-trained

1We used the MULTI-QA-MPNET-BASE-DOT-V1 model.



model2, as presented in Table 2, with the exception
for Hindi and Bangla. For the models for which
we do not have a language-specific model, we use
multilingual BERT. For each language, we addi-
tionally use a multilingual model (XLM-RoBERTa-
large (Conneau et al., 2020)), approaches referred
as BERT×2 in Table 3.

4 Experiments

Next, we perform a detailed error analysis of our ap-
proaches3. The evaluation is performed in terms of
macro precision (P), recall (R), and F1. Our results
are presented in Table 3. Each type of approach is
detailed with the corresponding pre-trained mod-
els4.

Table 3 presents the results for our preliminary
results on the provided dev set. Overall, it is clear
that adding a multilingual language model to an al-
ready language-specific model brings an increase in
performance. Next, we notice that adding context
w/ entities slightly improved the performance of a
limited number of languages (English, Dutch, Ko-
rean, German, Bangla) and context w/o improved
considerably the performance of a larger number of
languages (English, Spanish, Dutch, Korean, Ger-
man, Chinese, Bangla). This allows us to under-
stand that the presence of entities in the additional
contexts can influence the detection of the entities
of interest by hindering the importance of context
with other entities. Thus, adding context brings per-
formance improvements (marginally, with entities,
or considerably, without entities). However, the
fact that we used the already seen contexts from
similar domains or topics (multilingual train data)
could also be a factor that contributed to the drop
in F1 for some of the languages.

Error Analysis Since one of the main challenges
and purposes of SemEval-2022 Task 11 is to test
not only the language adaption, but also the domain
capability of a NER, we analyze the ability of our
proposed models to handle multi-domain data. To
measure the domain distribution among datasets,
we obtain their topic vectors by a joint representa-
tion of documents and word semantic embeddings
as in Angelov (2020). For this, we first obtain a
common embedding of sentence and words with

2All models can be found at https://huggingface.
co.

3Our code is available at https://github.com/
EMBEDDIA/stacked-ner

4All models are available at https://huggingface.
co/.

Figure 3: Similarity scores between the topics of the
train and test (purple) & train and dev (blue) sets for
each language.

a pre-trained multilingual Sentence-BERT model5

(Reimers and Gurevych, 2020a). Second, we uti-
lize UMAP (McInnes et al., 2018) to create embed-
dings of lower dimension for all sentence vectors
and find dense areas of sentences with HDBSCAN
(Campello et al., 2013). Finally, we calculate the
centroid of each dense area that corresponds to the
topic vector.

Split Hyperparameter
neigh dist

2 5 0.0
Train Mixed Bangla Mixed,

Dutch,
Chinese,
Bangla

Dev Korean,
Mixed,
Bangla

Farsi, Dutch Mixed,
Dutch,
Chinese,
Bangla,
Korean

Test - - Mixed,
Chinese

Table 4: UMAP hyperparameters.

Topic Detection Hyperparameters We set
UMAP to a 5-dimensional space with a default
size of the local neighborhood (neigh) of 15, an
effective minimum distance between embedded

5We use the PARAPHRASE-MULTILINGUAL-MINILM-
L12-V2 model.

https://huggingface.co
https://huggingface.co
https://github.com/EMBEDDIA/stacked-ner
https://github.com/EMBEDDIA/stacked-ner
https://huggingface.co/
https://huggingface.co/


points (dist) equal to 0.1, and cosine distance
as a similarity metric. We tuned these hyperparam-
eters depending on the language and split when the
obtained number of topic vectors was less than 2.
These values are summarized in Table 4. Regard-
ing HDBSCAN, we fix the minimum number of
samples in a cluster to 15.

Language Domains / Topics
Train Dev Test

English 72 12 1,188
Spanish 99 8 1,274
Dutch 112 9 1,404
Russian 95 6 1,330
Turkish 101 8 1,088
Korean 107 10 854
Farsi 126 5 1,097
German 93 6 1,194
Chinese 89 8 607
Hindi 105 5 1,209
Bangla 55 6 142
Multilingual 573 55 1,551
Mixed 32 11 644

Table 5: Number of topics in the dataset splits per lan-
guage.

As seen in Table 5, the number of topics within
the train set for each language is on average 96.
The multilingual dataset has roughly six times more
topics than the monolingual dataset even though
it is the concatenation of all monolingual datasets.
This suggests that certain portions of the monolin-
gual datasets were obtained by a translation mech-
anism. Topic diversity from the development set
is clearly smaller than the train set given the lim-
ited amount of samples it contains. Monolingual
test sets present on average 11 times more topics
with respect to the train sets, which is explained by
the big amount of out-of-domain data organizers
added to test sets with the objective of measuring
out-of-domain performance.

To estimate the amount of out-of-domain sen-
tences within data sets, we compute the topic over-
lap between (train and dev) and (train and test) sets.
For each topic vector in the train set, we compute
the cosine similarity with the topic vectors of the
corresponding test or dev set. Then, we compare
the topics by calculating the mean of the cosine sim-
ilarities between the two sets of topics, as shown in
Figure 3. We observe that Bangla and Mixed have
very similar topics in the train, test, and dev sets.

Our results in Table 3 seem to prove otherwise,
thus, we interpret this behavior as the result of the
lack of training of the multilingual Sentence-BERT
model for this language.

Table 3 shows improvements when adding con-
texts for English, Spanish, Dutch, Korean, Bangla,
and Mixed. With the exception of Bangla and
Mixed that we just discussed, we notice that for the
other languages, the similarity between the topics
is rather small (around 0.2). Table 3 also shows
a decrease in performance for Russian, Turkish,
Farsi, Chinese, and Hindi. While for Farsi and
Chinese, the similarity of topics is slightly higher
(between 0.3 and 0.4), for the other languages, it
plateaus at 0.2, which could indicate that there is
a correlation between the number of overlapping
topics between the train, test, and dev sets.

Metric Correlation
(train, dev)

Correlation
(train, test)

P -0.3812 -0.4995
R -0.3450 -0.3266
F1 -0.3648 -0.4070

Table 6: Pearson correlation values between the dev and
train topic similarity and evaluation metrics.

Figure 4: Topics similarity between train and dev
set, 2×BERT+2×T-context w/ entities (upper figure),
train and dev sets, 2×BERT+2×T-context w/o entities
(lower figure), versus the F1 scores for the context mod-
els.

We, therefore, decide to compute the Pearson
correlation between the precision, recall, and F1,
and the similarity between topics, and we observe
weak negative correlation coefficients, allowing us



to understand that the higher the topical similarity,
the lower the performance scores. These corre-
lation values are shown in Table 6. Moreover, in
order to understand if there is a correlation between
the number of overlapping topics and the F1 scores
for the models that use context w/ or w/o entities,
we draw a scatterplot of these two variables, then fit
a regression model and plot the resulting regression
line and a 95% confidence interval for that regres-
sion, in Figure 4. We observe again that, generally,
the higher the similarity between topics in test and
dev, the lower the F1 scores are.

SemEval-2022 Task 11 In the official SemEval-
2022 Task 11, our best results ranked above the
average for English, Spanish, and German, close to
the average for Dutch, Turkish, Farsi, and Chinese.
For the other languages, our approach obtained
lower scores (Russian, Korean, Hindi, Bangla, Mul-
tilingual, and Mixed). For Hindi and Bangla, we
did not have a specialized language model (we
used multilingual BERT), which is clearly another
reason for which the results were the lowest. In-
terestingly, we expected higher results for Korean
and Spanish, but the size of the test set was most
probably another important factor to consider.

5 Conclusions

In this paper, we presented a straightforward ap-
proach for adding semantically relevant contexts
for NER in the monolingual, multilingual, and
code-mixed datasets provided by SemEval-2022
Task 11 Multilingual Complex Named Entity Recog-
nition (MultiCoNER). Our findings show that,
while adding contexts from the train set, with and
without entities, is promising, the topics or domains
overlap could influence the performance in both di-
rections. Future work will include the automatic
generation of semantically relevant contexts with-
out the presence of entities.
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