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Abstract—In a collaborative scenario, robots performing com-
municative and legible gestures would improve the safety and
the naturalness of the interaction. In this study, we introduce
a novel conditional Generative Adversarial Network (cGAN) for
the specific problem of generating time-series related to human
manipulation of objects with different characteristics. A two-
steps process involves the generation of new data in a latent
features space, then their decoding to the target domain through
a pre-trained decoder. Our model allows the control over specific
properties of the generated output. The long-term goal of our
approach is to use the synthetic time-series to control the end-
effector of a robot, to produce motions as communicative and
implicitly informative on the object properties as humans ones.

Index Terms—Conditional Generative Adversarial Network,
Time-series, Implicit Communication, Object Manipulation

I. INTRODUCTION

When we perform a gesture, such as moving an object, our
movement is primarily goal-oriented and therefore the kine-
matics are optimized to accomplish the movement effectively
and safely. However, if we observe another person performing
the same action, we can not only interpret the scene, but also
extract additional information about the object that is being
manipulated, for instance its weight [1], [2]. Social robots
should be able to resort to the same communication channel
[3], generating movements that are equally informative about
the properties of the manipulated object, for example to allow
the human partner to prepare for handover, granting a more
fluid and dynamic interaction.

In a previous work we used multiple GANs to synthesize
velocity profiles modulated by the hidden properties of the
manipulated objects, such as their weight and fragility [4].
We showed that the generative approach allows to create new
and consistent motion patterns, preserving the informative
content of the actions. In this work, we propose to use
conditional GANs (cGANs) to have a single model that can
generate synthetic velocity profiles reflecting different classes
of motion. Considering the carefulness that may be applied
in handling an object, we trained our generative model using
velocity profiles associated with moving an empty glass (Not
Careful movements) or one completely filled with water, which
required to be moved with care (Careful). Potentially, the
conditioned approach would also allow to generate synthetic
data intermediate to the two classes used to train the model. In
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Fig. 1. Proposed architecture: our model takes as input random noise
and a conditioning label, then the generator outputs in an embedding space
that represents the characteristics of the signal we want to generate. Finally
previously trained decoder translates the desired embedded properties into a
time series.

the future, the appropriately modulated velocity profile can be
used to control the robot’s end-effector, thus having virtually
unlimited movements that are unique, yet consistent with the
object’s properties and as communicative as human ones.

II. MATERIALS AND METHODS

We used data recorded in a previous experiment to train the
generative model and the detailed methods of data acquisition
are described in [5]. In this study we involved sixteen volun-
teers, whose right hand kinematics was recorded through an
active infrared marker of the motion capture system Optotrak
Certus®, NDI. The volunteers performed the same set of
transportation movements of transparent glasses back and forth
from a table in front of them, towards two shelves on their
right and left, with an upper and bottom level, so that the
transportation movements had a great variability. In the current
work we consider the transportation of two glasses with the
same weight (167 gr): one empty, the other full with water,
therefore requiring a careful handling. The dataset consists of
248 transportation for the empty glass (Not Careful movement)
and 254 for the glass with water (Careful movement). As in
[4], to train the model, we used for each transport movement
the norm of the velocity, derived from the three velocity
components of a hand marker, with a sampling frequency of
22 Hz.

The goal of this work is to obtain synthetic data which
preserve the temporal dynamics of the original time-series.
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Fig. 2. Generated velocity profiles: we generate multiple classes of data by using different conditional inputs to a single model. The dashed lines represent
random examples of the original velocity profiles from human participants, while the continuous lines are synthetic profiles for the same class of action.

However, to produce velocity profiles that reflect the two
original classes C and NC, we exploit a two-steps training
process. At first, we train an autoencoder to learn embedded
representations of the original time-series. Then, such em-
beddings are used to train our cGAN, which generates new
”synthetic” embeddings. The generator can be conditioned
to output embeddings belonging to one of the two classes
by giving as input a vector of labels and a random time-
series noise (see Figure 1). Finally, a decoder is employed
to reconstruct the time-series from the generated embedded
representations. The main advantage of a generator which
directly outputs in the embedded space is that in this way
we encourage the model to focus on the relevant features of
the dataset rather than on the samples themselves [6].

III. RESULTS

The evaluation of GANs is difficult, as a qualitative analysis
is often required. Figure 2 shows a comparison between the
original speed profiles and those generated by our architecture.
As can be seen, the synthetic data prove to be similar to
the real ones. Also when projecting the data in a lower
dimensional space, as it happens applying a t-SNE in Figure
3, the distributions of real and synthetic data are comparable.
It should be noted how generated data are not a trivial copy
of the input, but they give a coherent representation of the
original classes.

IV. CONCLUSIONS

We showed how it is possible to generate different velocity
profiles that are coherent with the properties of the object being
manipulated, by conditioning the output of a single model.
This approach could be extended in the future by training the
model with a greater number of classes derived from human
movements, for instance relative to the manipulation of objects
with other intrinsic characteristics or to movements performed
with a particular emotional attitude (rude, gentle, disgusted and
so on). This would allow to generate a varied repertoire of
communicative robotic motions. Moreover, the possibility to
condition the network to return intermediate outputs between
the two extremes used in the training phase, should be explored
in detail and the outcomes quantitatively assessed through
human-robot interaction experiments.

Fig. 3. T-distributed Stochastic Neighbor Embedding of Real Samples
vs Generated Samples: both the generated classes overlap with the original
distributions (Careful and Not Careful velocity profiles).
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