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  other names

Natural Language Processing (NLP) is commonly used as a synonym of Computational Linguistics,
although historically they have been used differently, as explained in the introduction of this entry.

 

  abstract

Computational Linguistics (CL) is an interdisciplinary field at the intersection of Artificial Intelligence,
Linguistics, Cognitive Science, and Computer Science, devoted to the study of natural language
from a computational perspective. The main theoretical and engineering goals are the
understanding of natural language and the consequent development of tools and systems that can
process and generate natural language, respectively. This entry focuses on CL applied to the written
modality and covers the following aspects:

(i) the most common CL methods applied to different levels of analysis of natural language
(morphology, syntax, semantics and pragmatics);

(ii) an historical account of CL through the main computational approaches used in this field and the
impact of these approaches on the relation between CL and other areas of Linguistics;

(iii) the different types of language resources used in CL and their role; (iv) an overview of the most
prominent applications of CL;

(iv) an outline of the current trends in CL and its areas of application. 
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Figure 1. Developing systems to generate
natural language.
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  Introduction 

Computational Linguistics (CL) is an interdisciplinary field at the intersection of Artificial Intelligence,
Linguistics, Cognitive Science, and Computer Science, devoted to the study of natural language
from a computational perspective. The main theoretical and engineering goals are the
understanding of natural language and the consequent development of tools and systems that can
process and generate natural language, respectively.

Historically, the term CL is commonly used to refer to
theoretical goals, i.e., developing computational
models of natural language and understanding how
computation of meaning is performed by humans. In
its turn, the term Natural Language Processing (NLP)
tends to be used to refer to the engineering aspects,
i.e., the development of computer programs that
process natural language. Often, however, these
terms are used as synonyms in interchangeable
contexts.

This entry focuses on CL applied to the written
modality and it is structured as follows. First, we will
cover CL methods applied to different levels of analysis of natural language. Next, we describe the
main computational approaches used in CL. Subsequently, we present Language Resources (LRs)
and their role in the larger context of this discipline. We also provide an overview of the most
prominent applications of CL. Finally, we outline the current trends in CL and its areas of application.
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Natural languages are complex systems. In fact, the scientific study of language (Linguistics) has
identified different sub-fields including the study of form (phonology and morphology), structures
(syntax), meaning (semantics), and use (pragmatics). The remainder of this section illustrates how
CL connects to each of these sub-fields (except phonology) by means of different levels of analysis,
or tasks. Phonology is mostly used when dealing with spoken text and is hence excluded since this
entry focuses on written text. Furthermore, we only discuss the main tasks, or levels of analysis, due
to space limitations. For a more exhaustive description of CL tasks, interested readers are referred
to Jurafsky & Martin (2020) or Eisenstein  (2019).

The first task concerns the identification of which strings compose a token. Tokens can be normally
understood as corresponding to words and they are considered the basic unit of analysis in CL. This
layer of analysis is known as tokenisation. What this entails depends on the language, e.g., for Indo-
european languages this corresponds to introducing spaces between words and punctuation
symbols, while for Sino-Tibetan languages, in which there is no explicit separation (whitespace)
between words, this comes to the identification of word boundaries.

Tokens need to be further analysed and distinguished into the different parts-of-speech (e.g. nouns,
verbs, adjectives, articles, among others). This task is known as part-of-speech tagging. The aim is
to assign to every token, or meaningful combination of tokens (e.g., multiword expressions), a label
that expresses basic morpho-syntactic information distinguishing whether it represents, e.g., a noun
or a verb, whether it is, e.g., singular or plural, whether it expresses a finite tense, among other
features. Different language-specific repositories of part-of-speech tags have been developed in the
course of the years. A language-independent proposal is the UD tagset.

Another common task connected with morphology is lemmatisation. The aim is to assign its lemma
to each token, i.e., its canonical form. In English, for instance, the words "funded", "funding" and
"funds" would be assigned the same lemma: "fund". A motivation for this task is to reduce sparsity
due to the presence of different inflected forms of the same lemma, especially during training (see
Computational Approaches for more details). A related task is morphological analysis. Its goal is to
identify and make explicit the morphemes that make up each token and their morphological
features, e.g., gender, number, case, tense. Morphological analysis is very useful when working with
languages with productive morphology (e.g., Turkic and Finno-Ugric languages).

The identification of how words can combine together to form grammatical structures is addressed
by syntactic parsing. Following theoretical frameworks and formalisms from Linguistics, there are
two common ways to address this task. The first, constituency parsing, is inspired by Chomsky's
paradigm of Context-Free Grammars (CFGs) and is based on the identification of constituents (e.g.,
noun phrases and verb phrases) and rules for their combination. The second, dependency parsing,
inspired by the work of the French linguist Tesnière, informs syntactic structure by means of
asymmetric relationships, called dependencies, between tokens. In both formalisms, each syntactic
relationship holds between a pair of tokens. In CL dependency parsing is now the most used
paradigm to represent syntactic structure as it has shown some advantages (Jurafsky & Martin 2020
- chapter 15) among which the fact that it can be easily applied to different language families, ease
in annotation, ease of representation of the grammatical function, and ease of computation (in terms
of representation format). Figure 2 graphically illustrates the differences between these two syntactic
representation paradigms for the same sentence: "John hit the ball".

https://web.stanford.edu/~jurafsky/slp3/
https://github.com/fxsjy/jieba
https://universaldependencies.org/u/pos/
https://en.wikipedia.org/wiki/Context-free_grammar
https://en.wikipedia.org/wiki/Lucien_Tesni%C3%A8re
https://web.stanford.edu/~jurafsky/slp3/
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Figure 2. Examples of constituency
(left) and dependency (right) parses
for one sentence. S stands for
sentence, NP for noun phrase, VP for
verb phrase, D for determiner, N for
noun and V for verb. Source Wikipedia
CC-BY-SA 3.0.

While syntax can be conceived as the study of formal
relations between words (or constituents), the representation
of what a word denotes in the world as well as how words
combine together to give rise to meaningful expressions is
addressed by semantics. The study of semantics is
inherently linked to the subject of meaning representations,
i.e., the relationship between signs and signifiers, reference
and denotation.  In CL there are different tasks that can be
related to this area of Linguistics. In this entry we will shortly
describe two of them: Word Sense Disambiguation (WSD)
and Semantic Role Labelling (SRL).

WSD is the task of identifying which sense a word has in
context and  is commonly used as a tool to evaluate natural

language understanding models. WSD has been traditionally investigated by means of manually
curated computational lexical resources (e.g.,  WordNet) that list the senses of the words as well as
their possible relations (e.g., synonymy, hypernymy/hyponymy, etc.). More recently, a new
methodology inspired by the Distributional Hypothesis (Firth 1957), called Distributional Semantics,
has been successfully applied (Baroni & Lenci 2010). In this case, word meanings and relations are
inferred from large amounts of textual data from corpora. Further developments of the distributional
semantic approach are word embeddings (Mikolov, Sutskever, Chen et al., 2013), a set of learning
techniques that map word meanings to a vector space of real numbers.   

SRL contributes to formalise so-called shallow semantic representations at sentence level. In
particular, SRL makes explicit what is the semantic role of the different arguments associated with a
predicate expression (whether a verb or a noun). For instance, in the sentence "Mary ate an apple", 
"Mary" is understood to be the agent of the action, while the apple" is the theme of the action, i.e.,
the argument that is affected. Systems for SRL assign the roles on the basis of a list codified in
dedicated resources. Two of the most used for English are PropBank and FrameNet, the latter being
available for one Iberian language: Spanish. Semantic roles are also referred to as thematic roles
(Fillmore 1968).

Moving away from single words and isolated sentences, the study of meaning of larger chunks of
text has seen a rich array of approaches and theories in Linguistics and Philosophy, such as Formal
Semantics, Truth-conditional Semantics, and Cognitive Semantics. CL focuses on the development
of automatic procedures, or algorithms, to construct meaning representations of natural language
expressions, which can then be used for automatic reasoning.  Some of the methods used to
develop these automatic approaches rely on the theories above, while others follow data-driven
approaches. Traditional approaches, linked to compositional theories of meaning, see the sentence
as the basic unit of meaning and discourse as the intersection among the semantic values of the
constituent sentences. Such a vision has been challenged by dynamic theories of semantics (e.g.,
DRT, SDRT, Dynamic Predicate Logic) that promote a vision where sentences are dynamic
elements which instantiate relations from one discourse context to the other. The notion of discourse
context varies and it can be a representational structure (e.g., DRT), a set of assignment functions,
or a set of model assignment pairs. While the study of semantics can be traced back to Aristotle,
discourse semantics and computational discourse modeling represent quite recent developments

https://en.wikipedia.org/wiki/Parse_tree#/media/File:Parse_tree_1.jpg
https://wordnet.princeton.edu/
https://aclweb.org/aclwiki/Distributional_Hypothesis
https://www.aclweb.org/anthology/J10-4006/
https://www.aclweb.org/anthology/J10-4006/
https://papers.nips.cc/paper/2013/file/9aa42b31882ec039965f3c4923ce901b-Paper.pdf
https://papers.nips.cc/paper/2013/file/9aa42b31882ec039965f3c4923ce901b-Paper.pdf
https://propbank.github.io/
https://framenet.icsi.berkeley.edu/fndrupal/
http://spanishfn.org/
https://en.wikipedia.org/wiki/Formal_semantics_(linguistics)
https://en.wikipedia.org/wiki/Truth-conditional_semantics
https://en.wikipedia.org/wiki/Cognitive_semantics
https://en.wikipedia.org/wiki/Discourse_representation_theory
http://homepages.inf.ed.ac.uk/alex/papers/iwcs4.pdf
https://plato.stanford.edu/entries/dynamic-semantics/
https://en.wikipedia.org/wiki/Semantics_of_logic#Overview
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both in the area of Linguistics (Mann & Thomson, 1988) and CL (Grosz & Sidner 1986; Webber
1988; Gardent & Webber 1988).

To conclude this section, we report on a task that connects the semantic and pragmatic sub-fields:
anaphora resolution. In linguistics, reference in a text to an entity that has been previously
introduced in the discourse is called anaphora, while the referring expression is called anaphor. For
instance, in the sentence Mary loves ice-cream, but John hates it, the pronoun it is an anaphor for
the noun ice-cream, that is called antecedent. CL approaches to anaphora resolution aim at
automatically identifying mentions of anaphors and linking them to their antecedent. This requires
for a system to be "aware" of the discourse structure as well as pragmatic factors that may influence
the resolution of the task.

Overall, in CL these tasks have been traditionally seen as following a hierarchical structure where
the information flows from one task to the other, as in the following two contemporary examples,
which follow sequential pipelines:

UD Pipe (Straka & Straková 2017), in which the input text is first tokenised (surface level),
subsequently PoS tagged and lemmatised (morphology level) and finally dependency parsed
(syntactic level).
The Parallel Meaning Bank (Abzianidze, Bjerva, Evang et al., 2017): given an input text, the
following processing pipeline is run: tokenisation (surface level), then constituency parsing
(syntax level), followed by semantic tagging (semantic level), symbolisation, semantic role
labelling (semantic level), word sense disambiguation (semantic level), anaphora resolution
(semantic/pragmatic level), and discourse representation (semantic level).

An example of how these tasks, linked to levels of linguistic analysis, play a role in a CL application
is in Machine Translation (MT), where the translation may be performed e.g., (i) at surface level, (ii)
using surface and morphological information or (iii) surface, morphological and syntactic information.

back to top

 Computational approaches  

In general, we can identify three big waves of computational approaches that have informed the
development of tools for natural language understanding, generation and translation. The evolution
of each of the different waves has been highly influenced by the technological advancements and
computing power of hardware. Given that these waves took place sequentially, a historical account
of the discipline emerges naturally from their overview, which we now present.

1. Rule-based, also referred to as knowledge-based. In this approach experts in the linguistic
aspects targeted write up rules manually. Approaches vary from simple pattern matching rules
to knowledge grounded in theoretical frameworks from formal linguistics (e.g. generative
grammars, DRT).

2. Statistical. This is a data-driven approach, in which a computational system induces
knowledge from data (e.g. texts). This methodology has been attributed to have originated in
the field of speech processing and was later applied to written text. The following quotes
provide an example of the feeling at the time of their introduction in CL: "Anytime a linguist

https://www.aclweb.org/anthology/J86-3001/
https://www.aclweb.org/anthology/J88-2006/
https://www.aclweb.org/anthology/W98-0113.pdf
http://ufal.mff.cuni.cz/udpipe
http://ufal.mff.cuni.cz/~straka/papers/2017-conll_udpipe.pdf
http://ufal.mff.cuni.cz/~straka/papers/2017-conll_udpipe.pdf
https://pmb.let.rug.nl/
https://www.aclweb.org/anthology/E17-2039.pdf
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Figure 3. Artificial neural
networks are revolutionising
natural language processing.

leaves the group the [speech] recognition rate goes up" (Jelinek 1988) and “There is no data
like more data” (unpublished comment by Mercier in 1985, cit. in Jelinek 2004).

3. Neural. This approach uses artificial neural networks and like the statistical approach it is also
data-driven, a key difference being the type of representations typically used (Jurafsky &
Manning 2020 - Chapter 6): discrete (sparse) in the statistical approach and continuous
(dense) in the neural one.

It should be noted that the distinction between these approaches is in practice not so clear-cut,
since there are interactions and combinations across them, resulting in what can be referred to as
hybrid systems. The term hybrid is normally used in this context to refer to a combination of rule-
based and data-driven approaches (see Klavans & Resnik 1996 for an overview and discussion of
the problems and solutions). A recent trend is on hybrid systems that combine neural networks and
knowledge-based approaches (Gómez, Denaux & García 2020).

Within data-driven approaches, there is a further distinction
depending on whether the data used to train a model (i.e.,
training data) is labelled or not. In the first case the systems are
referred to as supervised while in the second they are called
unsupervised. An example of a label could be the part-of-
speech (PoS) of each word;  a supervised system for
automatically predicting the PoS (i.e., commonly referred to as a
PoS-tagger) would be trained on data where each word has been
manually annotated with its PoS label. On the other hand,
unsupervised systems rely on large quantities of non-labelled
data. A common technique for unsupervised learning is
clustering, i.e., the aggregation of data points that are similar
according to some criteria. For instance, PoS-tagging has been
addressed in the unsupervised paradigm, being re-framed as
PoS Induction (Biemann 2011; Stratos, Collins and Hsu 2016;
Cardenas, Lin, Ji et al. 2019).  The unsupervised paradigm has
seen applications in other areas of CL such as Word Sense Induction (Navigli 2009) and MT
(Artetxe, Labaka, Agirre et al. 2018).

It is often the case that small amounts of labelled data are available for a given task (i.e., data that
could be used to train a supervised system) while there are large amounts of unlabelled data (i.e.,
data that could be used to build an unsupervised system). In order to make the most of both types of
data, one can use semi-supervised approaches.

It is the perceived wisdom in the CL community that the wide adoption of data-driven methods,
together with the use of machine learning techniques, have contributed to change the field
profoundly. First, data-driven models have proven more cost-effective to build when compared to
rule-based systems, and have obtained competitive or even better results. Second, the use of
supervised data-driven approaches has boosted the development of annotated data with
corresponding annotation schemes, most of which are informed by linguistic theories or frameworks.
Finally, there is an increasing loosening of the dialogue between CL and other areas of Linguistics
(Baldwin & Kordoni 2011).  

https://en.wikiquote.org/wiki/Fred_Jelinek
http://www.lrec-conf.org/lrec2004/doc/jelinek.pdf
https://web.stanford.edu/~jurafsky/slp3/6.pdf
https://web.stanford.edu/~jurafsky/slp3/6.pdf
https://web.stanford.edu/~jurafsky/slp3/6.pdf
https://en.wikipedia.org/wiki/Cluster_analysis
https://www.aclweb.org/anthology/Q16-1018/
https://www.aclweb.org/anthology/N19-1252.pdf
https://www.aclweb.org/anthology/N19-1252.pdf
http://wwwusers.di.uniroma1.it/~navigli/pubs/ACM_Survey_2009_Navigli.pdf
http://wwwusers.di.uniroma1.it/~navigli/pubs/ACM_Survey_2009_Navigli.pdf
https://arxiv.org/abs/1710.11041
https://journals.linguisticsociety.org/elanguage/lilt/article/download/2577/2577-5346-1-PB.pdf
https://journals.linguisticsociety.org/elanguage/lilt/article/download/2577/2577-5346-1-PB.pdf
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 Language resources  

The term language resource is defined by the European Language Resources Association as “a set
of speech or language data and descriptions in machine readable form”. Language Resources
occupy a central role in Computational Linguistics since any of its approaches (see section
Computational Approaches) requires some form of data. In the following, we establish a distinction
between three types of Language Resources - corpora, structured linguistic datasets and
benchmark datasets - on which we elaborate further and for which we provide examples for Iberian
languages.

Corpora

A corpus is "a collection of pieces of language that are selected and ordered according to explicit
criteria in order to be used as a representative sample of the language" (Sinclair 1996). Several
further distinctions can be made, e.g. depending on the modality (written versus spoken; where the
second may be provided as audio and/or transcribed), on the annotation (plain text, i.e. without any
annotations, versus annotated; where the annotations can concern many different aspects, such as
different levels of analysis or metadata), or on the languages covered (monolingual versus
multilingual; where multilingual corpora may be parallel or comparable).

A well-known annotated corpus for Spanish and Catalan is AnCora, which contains 500,000 words
for each language with several annotations at the morphological, syntactic and semantic levels.
CORILGA is a spoken corpus of Galician annotated with speaker metadata. TweetMT is a parallel
corpus of tweets for Spanish paired with Catalan, Galician, Basque and Portuguese. caWaC is a
plain-text corpus of Catalan crawled from the web. Several other corpora for Iberian languages can
be found in Sketch Engine, e.g. for Portuguese.

Structured linguistic datasets

We use this term to refer to a varied set of basic language resources that, unlike corpora, have
some degree of structure. These include computational lexicons, ontologies (both foundational and
domain-specific), and terminologies. These resources have become popular in CL with the
development of machine-readable dictionaries. Although their use was initially limited to the study of
the lexicon, methods for their application to text analysis have since gained popularity. These
datasets can be described as structured repositories of lexicographic information and/or world
knowledge. A popular such repository for Iberian languages is the Multilingual Central Repository
(MCR), which integrates wordnets for Spanish, Catalan, Basque, Galician, Portuguese and English
as well as the Adimen-SUMO ontology. BabelNet is a multilingual encyclopedic dictionary and a
semantic network that was built by linking Wikipedia to WordNet. It contains linguistic data for all the
Iberian official languages plus Aragonese, Asturian and Extremaduran.

A popular research topic in this area concerns the interoperability and re-use of these resources,
given the time and human efforts it takes in creating them. Different standardisation initiatives have
been promoted (e.g., the ISO TC37 Working Group). The promotion of the Semantic Web has
boosted the Linked Open Data community which has found its proponents, methods, and

http://www.elra.info/en/about/what-language-resource/
http://www.ilc.cnr.it/EAGLES96/corpustyp/node5.html#SECTION00041000000000000000
http://www.ilc.cnr.it/EAGLES96/corpustyp/node5.html#SECTION00041000000000000000
http://clic.ub.edu/corpus/
http://ilg.usc.gal/corilga/
http://komunitatea.elhuyar.eus/tweetmt/resources/#Downloads
http://nlp.ffzg.hr/resources/corpora/cawac/
https://www.sketchengine.eu/
https://www.sketchengine.eu/corpora-and-languages/portuguese-text-corpora/
https://en.wikipedia.org/wiki/Upper_ontology
https://en.wikipedia.org/wiki/Ontology_(information_science)#Domain_ontology
https://adimen.si.ehu.es/web/MCR
https://adimen.si.ehu.es/web/adimenSUMO
https://babelnet.org/
https://www.iso.org/committee/48104.html
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Figure 4. Releasing code is
important to ensure
reproducibility.

applications in the area of lexicons and ontologies by giving rise to the Linguistic Linked Open Data
movement.

Benchmark datasets

Under this term fall a variety of datasets specifically developed to evaluate the performance of
multiple NLP systems. The major distinction between a benchmark dataset and a corpus is that a
benchmark is focused on a specific language phenomenon against which performances of systems
are evaluated.

The use of benchmark data has gained popularity through evaluation campaigns which can be
described as series of focused workshops or conferences centered around one or more tasks (i.e.,
the phenomenon of interest) and a common timeline for the release of the training and test
distributions, and submission of the system predictions by the participants. A distinguishing feature
of evaluation campaigns is that participants do not have access to the gold labels of the test data
until the end of the so-called "evaluation period".

One of the most important evaluation campaigns in CLis
SemEval, which focuses on semantic aspects. Evaluation
campaigns are nowadays also organised at national level both as
a way to assess the state of the art of systems in specific
languages. Examples are IberLEF for Iberian languages,
EVALITA for Italian and GermEval for German.

Thus far we have followed a strict definition of Language
Resources, limited to datasets. However, this term can have a
broader interpretation that also includes tools. Nowadays it is
very common in CL to release not only the data but the code

used to run experiments, often under free and open-source licenses. This is deemed very important
to ensure reproducibility (Pedersen 2008).

Disparity in the availability of language resources across languages is a known issue and a
bottleneck for CL. An overview of the status of the coverage of language resources for 32 EU
languages has been conducted during the META-NET Project resulting in the publication of the
White Paper series. Each of these 32 EU languages was assessed for language technology support
in four different areas: machine translation, speech interaction, text analysis and availability of
language resources. As we have illustrated, the availability of annotated corpora or datasets plays a
crucial role for the development of systems. Low- and under-resourced languages (e.g., Basque and
Catalan, among many others) suffer from this disparity. This may also have negative effects in
society: for instance, the lack of adequate MT systems is representing a problem to guarantee
access to correct information during the COVID-19 pandemic. 

back to top

 Applications

Many tasks are researched in the field of CL. These are commonly classified according to the level
of linguistic analysis at which they operate (see Section Levels of Analysis). Besides tasks, there are

https://en.wikipedia.org/wiki/Linguistic_Linked_Open_Data
https://en.wikipedia.org/wiki/SemEval
http://sepln2020.sepln.org/index.php/iberlef/
http://www.evalita.it/
https://germeval.github.io/
https://en.wikipedia.org/wiki/Free_and_open-source_software
https://www.aclweb.org/anthology/J08-3010.pdf
https://www.aclweb.org/anthology/J08-3010.pdf
https://translatorswithoutborders.org/TICO-19-announcement
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also applications. While the main focus in tasks is to address a particular phenomenon of a natural
language computationally, the main focus in an application is to tackle a real-world problem that
involves natural language, and which is normally broader than a single task. In the following we
describe briefly a set of popular applications from CL alphabetically:

Authorship attribution aims to determine who the author is for a text whose authorship is not
known.
Machine translation tackles the automatic translation of texts between different natural
languages.
Optical character recognition (commonly abbreviated as OCR) aims to convert images of
text, which may be typed or handwritten, into machine-encoded text.
Question answering aims to find answers to questions posed by the user in large collections
of text.
Sentiment analysis aims to determine affective states in text. A common example is the
classification of posts in social media as either positive, negative or neutral.
Text summarization aims to shorten input texts preserving the most important information.
Writing assistants aim to improve the quality of writing of the user, e.g. by correcting spelling
and grammatical errors and by providing auto-complete suggestions.

back to top

  Research potential

The application of CL methods and systems can impact many different areas, ranging from
education technologies to everyday activities (e.g., virtual assistants such as Siri or Alexa), to
mention just two. In addition, new fields are emerging and gaining increasing popularity, such as
social media analytics, where CL techniques are applied to social media messages to, e.g., monitor
the popularity of products or people, or computational sociolinguistics.  The increasing reliability of
CL models has seen their applications in domains such as Humanities and Medicine. A very
successful application of CL in these areas is the analysis of massive amounts of text data to
identify potentially relevant novel information that may need further investigation. An example is the
BiographyNet project, which has seen the use of text analysis technologies to historical documents
in coordination with historians. More recently, the outbreak of the COVID-19 pandemic has pushed
the development of information extraction applications from COVID-related scholarly publications.
All in all, the availability of NLP technologies is radically and rapidly transforming the market, and 
further growth is forecasted. 

Recently, the last wave of NLP systems based on fine-tuning pre-trained language models (LMs)
together with the increasing presence of ready-to-use code has pushed for an increased
democratisation of CL and NLP. These LMs use big neural networks and are pre-trained on vast
amounts of data, entailing high computational requirements. The cost to train the most recent of
such models at the time of writing, GPT-3, is estimated at 12$ million. This implies that only a
handful of large companies can train the models the whole CL community depends on. That said,
the success of such models is undeniable: in numerous and different NLP tasks fine-tuned LMs are
now achieving new state-of-the-art results. Their success has pushed researchers to investigate
what kind of linguistic knowledge is actually encoded in such models, and also what does it mean
for these models to "understand language" or on their generalisation capabilities. More generally,
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https://www.kaggle.com/allen-institute-for-ai/CORD-19-research-challenge
https://www.marketsandmarkets.com/Market-Reports/natural-language-processing-nlp-825.html
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https://www.aclweb.org/anthology/2020.acl-main.463.pdf
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the interpretability of neural network representations and computations has seen the interest of a
growing research community. Interests in this area are also pushed forward by the interpretability
and explainability requirements of the EU GDPR regulation.

Additional aspects that are getting an increasing interest and attention also in the CL and NLP
communities concern the relationship between data, algorithms and ethics. A prolific research area
focuses on understanding biases in data that can be transferred to systems. For instance,
Bolukbasi, Chang, Zou et al. (2016) have shown that word embeddings trained on Google News are
not free from female/male gender stereotypes.

We close this last section with a brief account on the relevance of CL/NLP techniques in machine
translation. While in the previous statistical approach, it was common for different NLP applications
to use different computational techniques, there is a convergent tendency in the current neural
approach, so that the core architecture, e.g. Transformer (Vaswani, Noam, Parmar et al. 2017), is
shared across different applications. This has brought researchers that work in different NLP
applications (including machine translation) closer to each other, fostering cross-fertilisation of ideas.
Most machine translation systems built nowadays use only plain text, thus using implicit linguistic
knowledge. However, augmenting these systems with explicit linguistic knowledge is useful in some
scenarios, e.g. morphological segmentation for agglutinative languages (Ataman, Negri, Turchi et al.
2017) and syntactic information in low-resource settings (Li, Xiong, Tu et al. 2017).

back to top
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