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We present two protocols for constructing quantum processor nodes in randomly doped rare-earth-
ion crystals and analyze their properties. By varying the doping concentration and the accessible
laser tunability, the processor nodes can contain anywhere from only a few tens to almost 1000
qubits. Furthermore, the average number of qubits each qubit can interact with, denoted by the
connectivity, can be partly tailored to lie between just a few and roughly one hundred. We also
study how a limited tunability of the laser affects the results, and conclude that a tuning range of
100 GHz limits the results to roughly 100 qubits with around 50 connections per qubit on average.
In order to construct an even larger processor, the vision is that several of these quantum processor
nodes should be connected to each other in a multi-node architecture via, e.g., optical interfaces or
flying qubits in the form of light. Our results are encouraging for establishing the rare-earth-ion-
based systems as a quantum computing platform with strong potential and can serve to focus the
efforts within the field.

I. INTRODUCTION

In the field of quantum information, rare-earth-ion-
doped crystals have been used in quantum memories [1–
12], conversion between optical and microwave signals
[13–15], and quantum computing [16–26], the latter topic
is here investigated through simulations.

In order to focus the research community on the task of
constructing a rare-earth quantum computer, a roadmap
has been developed [27]. There, the qubits are envisioned
to be single 153Eu ions randomly doped at the few per-
cent level into a Y2SiO5 crystal (or nanocrystal or thin
film). The |0〉 and |1〉 states of a qubit are encoded in
two ground states of a single Eu ion, and previous work
has indicated that single- and two-qubit gate operations
with low errors are possible [28].

Gate operations are performed via an excited state by
using optical pulses. Furthermore, different qubits oc-
cupy different frequency channels, thus frequency selec-
tion can be used to control different qubits. This is pos-
sible since the qubit transitions have kHz linewidths, and
due to the random nature of the doped crystal, the sur-
rounding of each dopant is slightly different and leads to
an inhomogeneous broadening in their transition frequen-
cies. This broadening depends on the doping concentra-
tion, and can be in the order of 100 GHz [29]. Thus,
the laser used to control a qubit only interacts with a
small subset of all dopants. However, due to the high
doping concentration there could still be several thou-
sands of non-qubit Eu ions within the focus size and
bandwidth of the laser. If such non-qubit ions are ex-
cited, dipole-dipole interactions with the qubit ion can
cause instantaneous spectral diffusion (ISD), which can
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increase the error of gate operations performed on the
qubit. To reduce the risk of ISD, optical pumping tech-
niques [19, 30–32] and more complicated procedures [21]
can be utilized. Previous work has investigated the ef-
fects of ISD on single-qubit gate operations, and con-
cluded that operations with low errors are still possible
in the vast majority of cases [33].

The present work does not make any assumptions on
how the state of a single-ion Eu qubit is read out, but
directly reading out the state of the qubit is very difficult
due to the high doping concentration. However, a possi-
ble method is to use dedicated readout ions [21, 23, 27],
which are co-doped with the qubit dopants but at a much
lower concentration. Single-ion readout of such dedicated
readout ions is deemed feasible due to the recent progress
in single-ion detection [34–39]. State selective readout of
a Eu qubit is then possible by using the dipole-dipole
blockade mechanism between the Eu qubit and a dedi-
cated readout ion to either enable of disable the fluores-
cence of the readout ion.

The spectral addressing of qubits makes it possible to
pack the ions at nanometer spacing in three dimensions.
This allows for very high qubit densities. In addition, the
dense packing allows for strong dipole-dipole interactions
between qubits [18, 19, 40–42]. However, the number of
potential qubits in these systems and their connectivity
has previously not been carefully investigated, and this is
a central question for assessing the potential of rare-earth
systems as a quantum computing platform.

In this work, we examine quantum processor nodes in
randomly doped rare-earth-ion crystals. There are nu-
merous ways to select the ions that should be used as
qubits, and depending on which way is used the connec-
tivity of the processor node can vary drastically. Here
we focus on two extreme protocols for selecting the qubit
ions. Using the first protocol results in qubits that are
densely distributed in space and have high connectivity.
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Figure 1. a) Shows the energy level structure for a qubit including the two-color pulses used to control it. The two fields driving
the |0〉 → |e〉 and |1〉 → |e〉 qubit transitions are shown as solid and dashed lines, respectively. b) Shows only the relevant qubit
levels for a second qubit, whose optical transitions are detuned from the first qubit. When either of the qubits are excited,
the other experiences a frequency shift, ∆ν, of its optical transitions due to a dipole-dipole interaction. The strength of this
interaction scales as 1/|r|3, where |r| is the distance between the two qubits [43]. c) In order to minimize the effect of ISD
one can empty the frequency regions surrounding the two qubit transitions using, e.g., optical pumping, such that there are no
absorbing ions in those regions. Here such transmission windows with widths of roughly 18 MHz and 50 MHz, respectively, are
shown as a function of the relative frequency ν − νq, where νq is the |0〉 → |e〉 transition frequency of the qubit with index q.
d) The inhomogeneous absorption profile of the optical transitions is shown, including the full-width-at-half-maximum, Γinh,
determined by Eq. 2. Here we use ctotal = 1% as an example. We also show a schematic representation of nine qubits with
indices 1 → 9 and different transition frequencies νq. The colored regions show the reserved frequency interval surrounding
each qubit, and other qubits may not have their νq transition frequency within this interval. Note, however, that as long as
the νq transition frequencies are outside other colored regions, those regions may themselves partly overlap. This can be seen
for the qubits with indices 2 and 8.

In contrast, using the second protocol yields qubits that
are sparsely distributed and have low connectivity. We
conclude that both the number of qubits and the connec-
tivity between qubits can be partly tailored by modifying
these protocols or changing physical parameters, such as
doping concentration, and technological parameters, such
as the available laser tunability. The quantum processor
nodes in this article reach qubit numbers between a few
tens and 1000, and the average number of connections
per qubit range from a few connections up to 100.

We now provide an overview of the sections and con-
tent of the paper. Sec. II provides all necessary informa-
tion about how the processor node is constructed. Fol-
lowing this Sec. III investigates the number of qubits
and their connectivity for processors created using differ-
ent protocols and/or doping concentrations, and we also
discuss the effect of a limited laser tunability. Finally,
this work is concluded in Sec. IV.

II. THE CONSTRUCTION OF QUANTUM
PROCESSOR NODES

A. Material overview

In this work we investigate a quantum processor node
using site 1 153Eu:Y2SiO5 (europium doped into yttrium
orthosilicate), whose relevant properties can be found in
Fig. 1a.

Single-qubit (SQ) gate operations are performed us-
ing 2 two-color pulses resonant with the |0〉 → |e〉 and
|1〉 → |e〉 qubit transitions following the procedure out-
lined and motivated in reference [28]. The average SQ
gate error is estimated to be 3.4·10−4 [28], and even if in-
stantaneous spectral diffusion (ISD) is accounted for, the
error is in the same order of magnitude for the vast major-
ity of qubits [33]. The effect of ISD is minimized by using
spectral hole burning techniques [19, 30–32] to isolate the
qubit ions in frequency space by creating semipermanent
transmission windows in the inhomogeneously broadened
rare-earth-ion ensemble, see Fig. 1c. How this can be
done in site 1 153Eu:Y2SiO5 is described further in refer-
ence [33].
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Two-qubit (TQ) gate operations are performed using
a dipole-dipole interaction which allows different qubits
to interact if they are sufficiently close in space. The
dipole-dipole interaction is explained in Fig. 1a-b and
scales as 1/|r|3 where |r| is the distance between the two
qubits [43]. Two different types of TQ gates are used: the
blockade gate which requires dipole-dipole shifts larger
than the pulse bandwidth so that if one qubit is excited,
the other qubit is shifted out of resonance with its control
pulses; and the interaction gate which takes advantage
of the exact dipole-dipole shift to, e.g., add a phase to a
specific TQ state [28]. When the dipole-dipole shift, ∆ν,
between two qubits is sufficiently strong, |∆ν| ≥ 7 MHz,
the TQ blockade gate is used, whereas the TQ interaction
gate is used when the shift is less than this, 0.1 MHz ≤
|∆ν| < 7 MHz. The average TQ gate errors are estimated
to lie in the range of 5 · 10−4 → 3 · 10−3 depending on
the exact dipole-dipole shift, for more information see
reference [28]. Note that these error rates lie beneath the
threshold for error correction using surface codes [44, 45]
and lies at the border of the threshold for CSS codes [46].

Although the SQ and TQ gates are not directly used
in the simulations presented in this work, they do affect
the properties of the processor. If one uses TQ gates
that work for small shifts, and thus large separations |r|
between qubits, the resulting processor has a larger con-
nectivity compared to if one uses TQ gates which only
work for large shifts.

Furthermore, the gate parameters also affect how large
frequency range each qubit must reserve in order for
other qubits not to cause significant additional errors,
e.g., when gate operations are performed on those other
qubits. Reference [28] investigated how the control pulses
of one qubit affects the state of another qubit as a func-
tion of the frequency difference between the |0〉 → |e〉
transitions of the two qubits, and concluded that a mini-
mum detuning of roughly ±0.6 GHz was required. How-
ever, when the effect of ISD is minimized by creating
transmission windows for each qubit as described above,
the minimum detuning is even larger. In Appendix A we
calculate the frequency detunings that must be reserved
for each qubit to allow for the creation of such transmis-
sion windows, and find that it covers roughly 1.7 GHz,
meaning that another qubit cannot have its |0〉 → |e〉
transition in that interval. However, since the reserved
frequency regions for different qubits can overlap as long
as the |0〉 → |e〉 transition frequency of a qubit does not
enter into another region, one can, in the best case when
the qubits are packed as tightly as possible in frequency
space, fit one qubit per roughly 1.7/2 GHz = 0.85 GHz.
A schematic view of how the qubits reserve parts of the
inhomogeneous absorption profile can be seen in Fig. 1d.

B. Crystal realization

In order to estimate the number of qubits and their
connectivity for a quantum processor node we create ran-

dom realizations of a crystal. Using the structure of the
yttrium orthosilicate (Y2SiO5) host crystal [47–49] we
randomly replace a fraction, ctotal, of the yttrium ions
with the 153Eu dopants. We assume that half of the
dopants occupy site 1 which we investigate here, and thus
only half of the total number of dopants can form qubits
in the processor. More detailed information about the
doping procedure can be found in reference [33].

After this random placement we know the spatial posi-
tion as well as the relative direction of the static electric
dipole moment difference, |∆µ| = 7.6 ·10−32 Cm [50], for
all dopants. This allows us to calculate the dipole-dipole
shift, ∆ν, between any two dopants [33, 43]:

∆ν =
k

|r|3
(∆µA ·∆µB − 3(∆µA · r̂)(r̂ ·∆µB))

k =
(ε(0) + 2)2

9ε(0)

1

4πε0h
(1)

where r is the spatial vector pointing from ion B to ion
A, and r̂ is the normalized spatial vector. The first term
in the constant k is a local field correction due to the
crystal [51], where the dielectric constant for DC fields,
ε(0), is equal to 11 for the case of Y2SiO5 [52, 53]. ε0 is
the vacuum permittivity and h is Planck’s constant.

Since the surrounding of each dopant is slightly dif-
ferent, the absorption of all dopants form an inhomoge-
neous absorption profile, see Fig. 1d. The profile is best
described by a Lorentzian line shape [29], which is con-
sistent with an inhomogeneous broadening that is caused
by point defects in the crystal [29, 54]. Note, however,
that the real distribution of ion frequencies would even-
tually deviate from the smooth decay of a Lorentzian
shape since satellite lines would instead form [55, 56] due
to the discrete placement of the dopants in the crystal.
Furthermore, dopants situated close in space almost ex-
perience the same surrounding, and there might therefore
exist a correlation between ions having similar transition
frequencies and being spatially close to each other. How-
ever, even for dopants that form satellite lines, and thus
are very close in space, this correlation is relatively small
[56]. Since most dopants are further away from each
other than this, the correlation is assumed to be negligi-
ble. For all doping concentrations studied in this work
(0.1% → 5%), the full-width-at-half-maximum (fwhm),
Γinh, of the profile essentially grows linearly with the con-
centration [29, 56].

In this work, each dopant is therefore randomly as-
signed a frequency based on a Lorentzian line shape
whose fwhm grows according to:

Γinh = Γ0 + Γc · ctotal (2)

where Γ0 = 1.8 GHz is a concentration independent
linewidth, Γc = 1800 GHz [48, 56], and ctotal specifies
the total atomic doping concentration between 0 and 1.

To account for the potentially limited tuning range of
the laser used to initialize and control all qubits, any
dopants that lie outside this range are now removed.
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In the present work we assume that the tuning range
is either 100 GHz or 1000 GHz, and that it is centered
around the inhomogeneous absorption profile. The tech-
nical challenges of reaching such high laser tunability
while still maintaining the coherent and precise control
required by the gate operation pulses are discussed fur-
ther in, e.g., reference [27].

A 1000 GHz tuning range is much larger than the max-
imum linewidth of the inhomogeneous absorption profile
studied in this work. For example, doping concentrations
of 1% or 5% have a linewidth of 19.8 GHz or 91.8 GHz,
respectively. However, since the absorption profile has a
Lorentzian shape [29], many qubits can still be found in
the wings of the profile.

Furthermore, for a 1000 GHz tuning range the close-
ness between the two Eu sites, roughly 150 GHz [57],
might complicate the procedure to find qubits when con-
structing the quantum processor, and it might also in-
crease the effect of ISD. However, if one allows qubits to
be formed using either site, the closeness between the two
sites might instead be turned into an advantage as it pro-
vides additional ions to be used as qubits. Regardless, in
the present work we neglect these issues or benefits and
assume that one can isolate Eu dopants from site 1 de-
spite the overlap with dopants in site 2.

In general, energy transfer processes can occur between
any two dopants but the effect is strongly dependent on
the distance between them. In Appendix B we investi-
gate the case for site 1 153Eu:Y2SiO5 and conclude that
fluorescence resonant energy transfer effects are negligi-
ble.

Finally, each crystal we create is a sphere with a 100
nm radius. Note, however, that a real crystal does not
need to be this small in order to achieve the results pre-
sented in this work. The radius was picked as a trade-off
between how long the simulations take to run and how
wide the qubits are spread out in space. Furthermore,
since the creation of the crystal is a stochastic process we
perform 100 different crystal realizations for each proto-
col or parameter we want to investigate.

C. Protocols for constructing quantum processor
nodes

In this section we introduce two main protocols to find
the ions that are used as qubits in the quantum processor
node. We denote these as the starfish and line protocols.
In short, the starfish protocol attempts to find new qubits
surrounding the qubits found first, and therefore results
in a dense spatial distribution of the qubits. On the con-
trary, the line protocol attempts to find new qubits sur-
rounding the qubits found last, hence the qubits form
a line of interaction that is more likely to spread out
in space. Examples of how the qubits are spatially dis-
tributed can be seen in Fig. 2, and flow charts describing
the two protocols are given in Fig. 3.

In both protocols we find new qubits by randomly

Figure 2. Shows two examples of the spatial distribution of
the qubits in the quantum processor node when constructed
using the starfish protocol (blue) and the line protocol (red).
The dots represents qubits and the lines represent possible
TQ interactions between the connected qubits. In these
simulations the doping concentration was ctotal = 1% and
the tuning range of the laser was 100 GHz.

choosing one ion that can perform a TQ gate operation
with qubit qs that has an error less or equal to 3·10−3. In
the simulations we find suitable candidates by checking
if the dipole-dipole shift, ∆ν, they cause to qubit qs can
be used to perform a TQ gate operation. If the shift is
in the range of 0.1 MHz ≤ |∆ν| < 7 MHz the interac-
tion gate is used, whereas the blockade gate is used when
|∆ν| ≥ 7 MHz. However, some shifts are not suitable as
they shift the gate operation pulses into resonance with
other transitions, for more information see Appendix C.

The ranges listed above are used since they result in
TQ gate errors less or equal to 3 · 10−3. However, these
ranges are not fixed, and trade-offs can be made. For
example, by decreasing the bandwidth of the pulses used
to perform a TQ blockade gate, the minimum require-
ment of a 7 MHz dipole-dipole shift is decreased. This,
however, comes at the cost of longer gate pulses and thus
larger errors due to decay and decoherence, which cur-
rently limits the fidelity of the TQ gate operation.

The results of the number of qubits and their connec-
tions presented in this work are not directly dependent
on the fidelities of the SQ and TQ gates. Instead, they
depend on the allowed dipole-dipole shifts presented in
Appendix C. Thus, as long as the same shifts are al-
lowed, the number of qubits and their connections remain
the same, regardless of the SQ and TQ gate fidelities.
Furthermore, changes to the lowest range, −100 kHz →
100 kHz, affects the results most since most ions interact
weakly due to the 1/|r|3 scaling.

In most experimental situations the exact dipole-dipole
shifts are not initially known, and how this search can be
performed experimentally is therefore still an open ques-
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Figure 3. Shows the procedure to construct quantum processor nodes based on two methods: a) the starfish protocol (blue)
and b) the line protocol (red), where common steps are shown in black. We give the qubits indices q = 1, 2, 3... based on the
order in which they are found, and search for new qubits connected to the qubit with index qs. The starfish (line) protocol
always attempts to find qubits connected to the first (last) qubit found before continuing the search around later (earlier)
qubits. In an experimental setting where the qubits are read out by a dedicated co-doped readout ion, the first qubit in the
protocol is found by searching the inhomogeneous absorption profile for an ion that can turn off the fluorescence of the readout
ion via the dipole-dipole blockade mechanism. Subsequent qubits are also found by searching the inhomogeneous absorption
profile, but now looking for ions that can block the excitation of an existing qubit. Since the blockade mechanism only works
for sufficiently large dipole-dipole shifts, all interacting qubits are spatially close to each other. Immediately after a qubit is
found, it is isolated in frequency space from other nearby non-qubit ions by using optical hole burning techniques to create
transmission windows, see Fig. 1c. For more information about the experimental procedure, see Appendix D.

tion which might even depend on how the state of a qubit
is being read out. In Appendix D we present a possible
experimental protocol which assumes that co-doped read-
out ions are used to read out the state of qubits via the
dipole-dipole blockade mechanism [21, 23].

Finally, in Sec. III we also study a modified version of
the starfish protocol, namely the compact starfish. In this
protocol one starts by performing the starfish as usual,
except one only looks for interactions using the TQ block-
ade gate. Since this gate requires larger dipole-dipole
shifts than the interaction gate, the spatial structure of
the compact starfish protocol is even denser than the
original version. After no more qubits can be found, the
starfish protocol is repeated once more, now searching
for more qubits that can interact using either of the TQ
gate types, i.e., qs is reset to 1 and the protocol restarts
by asking ”Can any ion interact with qubit qs?” in Fig.
3a, now looking for potential qubits that can perform TQ
interaction gates as well.

III. QUANTUM PROCESSOR NODE
PROPERTIES

In this section we investigate the properties of quan-
tum processor nodes constructed in different ways. We
start by examining the connectivity for the line proto-
col when the doping concentration is ctotal = 1% and the
laser tuning range is 100 GHz. Fig. 4a shows the connec-
tivity graph between all qubits for this case. This looks
as one could expect based on the spatial distribution seen
in Fig. 2 (red line), i.e., each qubit is mainly connected
to just a few other qubits in its vicinity as indicated by
the diagonal line in the connectivity graph. It is, how-
ever, still possible that qubits clump together and form a
slightly more connected subgroup. Furthermore, as it be-
comes increasingly more difficult to find new qubits con-
nected to the last qubit found, the line protocol dictates
that one should try to find qubits connected to earlier
qubits, which explains why the qubits with large indices
are sometimes connected to earlier qubits and therefore
deviate from the main diagonal line.

If the doping concentration increases, the average num-
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Figure 4. Shows the connectivity between different qubits, where a blue or red dot at coordinates (i, j) means that the qubits
with indices i and j can perform a TQ interaction or blockade gate, respectively. The titles for each graph explain which
protocol (CSF = compact starfish), doping concentration ctotal, and laser tuning range that was used in the construction of
the processor node. These graphs show the result from one crystal realization each, but still represent typical cases for how
the connectivity is distributed depending on the parameters. In order to easier compare to the connectivity of other systems,
we in the inset of graph a) show the connectivity graph for the case of qubits arranged in a square grid (5 by 5 grid for a total
of 25 qubits) where each qubit is connected to its immediate neighbours to the left, right, up, and down. This results in four
lines, where the two central lines are cut at regular intervals since the qubits at the edges (corners) of the grid are missing one
(two) neighbour(s). For a system where all qubits can directly interact with all other qubits, the connectivity graph would be
completely filled. (a-c) The main diagonal line arises since the line protocol always attempts to find new qubits connected to
the latest qubit found, see Fig. 3b. (d-f) The visual square-shaped patterns arise when many qubits form a highly connected
subgroup. This occurs since the starfish protocol attempts to find as many qubits as possible connected to one qubit, see Fig.
3a, and all those qubits are therefore spatially close to each other. For more detailed explanations, see the main text.
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ber of connections increases slightly. The reason for this
is that a higher concentration on average leads to shorter
distances between qubits, thus increasing the connectiv-
ity slightly. The higher concentration also makes it easier
to find more qubits. A connectivity graph example for
the line protocol where ctotal = 5% can be seen in Fig.
4b.

Presently, the number of qubits found is limited by the
100 GHz tuning range of the laser. This can be under-
stood since in the best case each qubit occupies a fre-
quency range of 0.85 GHz, thus setting an upper limit
on the number of qubits to 100 GHz

0.85 GHz ≈ 120. Thus, af-
ter finding roughly 100 qubits most optical frequencies
within the tuning range are reserved and the probabil-
ity of finding more ions that are connected to a qubit
is low. However, if the tuning range is increased more
qubits can be found. The results of the line protocol
with ctotal = 5% and a 1000 GHz tuning range is shown
in Fig. 4c. As can be seen, the overall structure of the
connectivity graph remains similar regardless of tuning
range and concentration.

We now turn our investigation toward the starfish pro-
tocol. However, this time we begin by examining the
case where ctotal = 5% and the laser tuning range is 1000
GHz. In the starfish protocol we find all qubits connected
to qubit 1 first. In our case, shown in Fig. 4f, the first
qubit can interact with the first roughly 300 qubits. An
interaction is only possible if the dipole-dipole shift is
at least ±100 kHz, see Appendix C, which corresponds
to a maximum distance between the qubits in the or-
der of d = 10 nm. For simplicity we can assume that
an individual qubit can interact with all qubits within a
sphere of radius d. Thus, the first 300 qubits all lie within
the sphere centered at the first qubit. Furthermore, the
sphere for any one of those 300 qubits have a large over-
lap with the sphere centered at the first qubit. Therefore,
all these qubits form a highly connected subgroup of the
processor. This is exactly what we see in Fig. 4f, where
the connectivity graph of these qubits form a highly filled
box.

After all qubits connected to qubit 1 have been found in
the starfish protocol, the procedure continues with find-
ing qubits connected to qubit 2, then qubit 3, and so on.
This creates secondary boxes along the diagonal which
are formed due to the same reason as explained above,
except the spheres are now centered around qubit 2, qubit
3, and so on.

Once more, the number of qubits in the processor be-
comes limited to roughly 100 if the tuning range of the
laser is lowered to 100 GHz, as seen in Fig. 4e. Finally,
if the concentration decreases to 1% the average distance
between ions increases, and hence fewer qubits are found
within the compact spatial distribution of the starfish
protocol. It is therefore harder to find more qubits con-
nected to qubit 1, and the size of the connectivity box
thus shrinks as seen when comparing the results of Figs.
4d and 4e.

Fig. 4g-i show the results of the compact starfish pro-

tocol, which is discussed more at the end of this section.

The connectivity of the starfish and compact starfish
protocols are much greater than the line protocol. There
is, however, a potential benefit in using the line proto-
col. The limiting factor on the number of qubits in the
processor node is directly related to the number of avail-
able frequency channels, i.e., the ratio between the tuning
range of the laser and how large frequency interval each
qubit reserves. However, if the laser used to control the
qubits has a small enough focus size compared to the
spatial extent of the qubits, one can translate the laser
focus so that the light no longer interacts with some of
the qubits. The reserved frequency range of those qubits
can therefore be reused since qubits only interact with
the laser if both the correct frequency and the correct
spatial location of the laser focus is used. This opens up
possibilities for future protocols which scale beyond the
constrains of a single processor node, e.g., by using thin
film crystals and a translatable laser focus.

Finally, a common feature to all connectivity graphs
is that the number of TQ interaction gates (blue dots)
heavily outnumber the number of TQ blockade gates
(red dots). This occurs since TQ interaction gates work
for smaller dipole-dipole shifts, and thus larger distances
compared to the TQ blockade gates.

Fig. 4 examined how the connectivity of processors
might look in a few different cases. Now, we instead in-
vestigate the number of qubits and connections per qubit
in the processor when averaging the data of 100 different
crystal realizations. The results for all protocols is shown
in Fig. 5 as a function of the doping concentration.

As can be seen in Fig. 5a, the line protocol (red) re-
sults on average in slightly more qubits compared to the
starfish protocol (blue). Furthermore, as the doping con-
centration increases from ctotal = 0.1% to 1% the num-
ber of qubits in the processor grows from roughly 30 to
90. However, as the concentration continues to grow the
number of qubits remains fairly constant at around 100.
The reason for this saturation is the limited tuning range
of 100 GHz as explained previously. If the tuning range
is increased to 1000 GHz up to ten times more qubits can
be found, as is seen in Fig. 5b.

Since there are more ions with resonance frequencies
close to the center of the inhomogeneous absorption pro-
file, see Fig. 1d, it is more likely that those frequency
channels are reserved first. However, each time we se-
lect another qubit we at least reserve a frequency range
of 0.85 GHz to that qubit. Thus, to find more qubits
we must find ions in the outskirts of the inhomogeneous
absorption profile. The initial increase in the number of
qubits when the concentration grows from a low value
can therefore be explained by an increased probability
of finding ions with large detunings from the inhomoge-
neous absorption profile that also lie sufficiently close in
space to an already existing qubit in the processor.

We now continue our investigation by examining the
average number of connections each qubit has, i.e., how
many other qubits can a qubit interact with using the
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Figure 5. Shows the a-b) average number of qubits and c-d) average number of connections per qubits in the processor node,
as a function of the total doping concentration, ctotal, and the corresponding fwhm of the inhomogeneous absorption profile,
Γinh, which is calculated from Eq. 2. Each data set is constructed from investigating 100 different crystal realizations, where
the solid lines show the average result and the transparent regions show one standard deviation. In a) and c) the laser tuning
range is limited to 100 GHz, whereas the range is 1000 GHz in b) and d). In all cases the tuning range is centered on the
inhomogeneous absorption profile. The red (blue/yellow) data uses the line (starfish/compact starfish) protocol to construct
the processor node.

TQ gate operations. This is shown in Fig. 5c-d for laser
tuning ranges of 100 GHz and 1000 GHz, respectively.
Here the difference between the line and starfish proto-
cols is more evident, with the starfish protocol having
many more connections per qubit since the ions form a
more compact spatial formation, as seen in Fig. 2. Fur-
thermore, even though the number of qubits in the pro-
cessor saturates at a fairly low concentration, the average
number of connections in the starfish protocol continues
to grow for much longer. As explained previously this
is also visualized by the increased size of the box in the
connectivity graph as shown in Fig. 4e.

When increasing the doping concentration two effects
occur simultaneously: the total number of dopants in-
creases; and the inhomogeneous absorption profile is
broadened as determined by Eq. 2. In Appendix E we in-
vestigate how these effects individually affect the number
of qubits and the connectivity of the processor node. The
conclusions are that increasing the width of the inhomo-
geneous absorption profile can result in more qubits and
more connections, but mainly if the width was originally

much less than the tuning range of the laser. The width
can, e.g., be increased by co-doping the crystal with an-
other rare-earth ion [58]. Furthermore, increasing the
number of dopants without broadening the inhomoge-
neous absorption profile always leads to more qubits and
connections. However, neither effect impacts the number
of qubits if it is already saturated by the limited tuning
range of the laser.

Finally, the line and starfish protocols presented in this
work can be modified or combined in order to partly ob-
tain control over how the final connectivity graph should
look. One example of this is the compact starfish proto-
col which at first only allows interactions via TQ blockade
gates as explained in Sec. II C. Thanks to its denser spa-
tial structure even when compared to the original starfish
protocol, this modified protocol achieves more connec-
tions per qubit on average, as can be seen in Fig. 5c-d.
For completeness we also provide a few examples of the
connectivity graphs for this protocol, see Fig. 4g-i.
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IV. CONCLUSION

In this work we have presented two main protocols, as
well as a modified protocol, to construct quantum proces-
sor nodes using randomly doped rare-earth-ion crystals.
The compact starfish protocol generates the densest spa-
tial distribution of the qubits and thus have more con-
nections per qubit on average. For a laser with a tuning
range of 100 GHz this protocol achieves almost 100 qubits
with roughly 50 connections per qubit. Furthermore, if
the tuning range is increased to 1000 GHz these proper-
ties are increased to almost 1000 qubits with roughly 100
connections per qubit on average.

We also conclude that increasing the width of the inho-
mogeneous absorption profile can be beneficial as long as
the width is less than the tuning range of the laser. Fur-
thermore, increasing the doping concentration up to at
least 5% was always beneficial as it increased the number
of connections between qubits.

These results assume gate operation parameters that
have numerically been shown to have low gate errors
[28, 33]. Thus, the processor nodes with the properties
listed above should be ready for error correction. Our
vision is then that several nodes can be connected to
each other in a multi-node architecture in order to fur-
ther scale up the number of qubits, e.g., via optical in-
terfaces and communication by flying qubits in the form
of light [27, 59].

Finally, the line protocol has fewer connections on av-
erage, but its qubits are spread out more in space. This
opens up other possibilities for future scaling beyond the
limits of a single processor node. For example, a trans-
latable laser that is focused onto a small spot on a thin
film could allow for the reuse of qubit frequency channels
as each qubit is only interacting with the laser light if the
correct frequency and the correct spatial position of the
laser focus is used.
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Appendix A: Calculating the reserved frequencies
for a qubit

In this section we obtain which frequencies each qubit
must reserve so that transmission windows can be created
for all qubits. Note that this requirement is only neces-
sary if instantaneous spectral diffusion (ISD) is deemed to

be a problem and therefore should be minimized, which
we assume for the present work. The procedure to cal-
culate these reserved frequencies is shown in Fig. 6. The
conclusion is that a single qubit, shown in blue, reserves
the frequency intervals shown in graph c). In total these
intervals cover roughly 1.7 GHz. However, the graph only
shows what frequencies are forbidden for the |0〉 → |e〉
transition of another qubit. Therefore, the reserved fre-
quencies of different qubits may partly overlap. In the
best case roughly half of the frequency intervals can over-
lap, which corresponds to a qubit reserving 1.7/2 GHz
= 0.85 GHz, which cannot be used by another qubit.

Appendix B: Energy transfer between Eu dopants in
Y2SiO5

In general, the fluorescence resonant energy transfer
(FRET) rate for a dipole-dipole interaction between two
dopants is given by [60–62]:

AET =
Cdd

|r|6
(B1)

where |r| is the distance between the dopants, and Cdd

is the transfer microparameter for a dipole-dipole inter-
action and is calculated using [63]:

Cdd =
3c

8π4n2

∫
σEm,D(λ)σAbs,A(λ)dλ (B2)

where σEm,D and σAbs,A are the donor emission and
acceptor absorption cross-sections, respectively, c is the
speed of light in vacuum, and n is the index of refraction
of the host, which is 1.78 for Y2SiO5 [64].

Averaged absorption cross-sections for the 7F0 → 5D0

transition for both Eu sites were obtained by measuring
the polarized absorption spectra along all three princi-
pal axes, where some parts of the polarization-averaged
spectra are published in reference [62]. The data was
obtained at 10 K using a Varian Cary 6000i spectropho-
tometer with a 0.1 nm resolution.

The 5D0 → 7F0 emission cross-sections were estimated
based on the data published in [65]. The data was
recorded using an Oriel spectrometer (MS125) with an
Andor CCD camera as detector, the sample was kept
at 4 K, and the excitation was performed at 370 nm.
The spectral resolution is estimated to be around 0.5
nm. Both the emission and absorption measurements
were recorded in a 0.1% Eu:Y2SiO5 crystal.

From these results the Cdd parameter could be calcu-
lated: Cdd ≈ 0.43 nm6/s for site 1 (and ≈ 0.24 nm6/s for
site 2, but this value is not relevant for this work). The
value provides a rough order of magnitude, and even in
the worst case we estimate that the value does not grow
by more than a factor of 6.

Finally, energy transfer effects are only significant if
AET is of similar size compared to the radiative decay set
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Figure 6. a) Shows the absorption spectrum as a function of the relative frequency ν − ν0, where ν0 is the |0〉 → |e〉 transition
frequency of qubit 0. The blue regions indicate where we might send in light in order to control or reinitialize qubit 0. The
wider regions are 20 MHz broad and covers the frequency bandwidth of the gate operation pulses, whereas the narrower regions
(indicated by the blue arrows) are only 2 MHz broad and are only used to initialize the qubit from |aux〉 → |3/2e〉 → |1〉.
In order to minimize instantaneous spectral diffusion (ISD), the pulses controlling a second qubit, shown in green, should
not contain frequencies which could optically pump non-qubit ions back into any of the frequencies used to control the blue
qubit. We now calculate which those frequencies are. In the grey box we show the nine transition frequencies of a non-qubit
ion (red), where solid/dashed/dotted lines show transitions from the |0〉/|1〉/|aux〉 ground state, respectively (the energy level
structure used to calculate the transition frequencies is shown in Fig. 1a). We translate the grey box in frequency and anytime
a transition frequency overlaps with one of the blue regions we mark the frequencies of the red transitions from the two other
ground states as forbidden. For example, the highest frequency transition in the grey box (rightmost dotted red line), which
indicate a transition from the |aux〉 state, overlaps with a blue region. Therefore, we are not allowed to use any frequency
where a transition from either |0〉 (solid red lines) or |1〉 (dashed red lines) exist, since that might optically pump the non-qubit
ion into |aux〉 from where it may cause significant ISD errors when an operation is performed on the blue qubit. b) Shows the
frequencies that are not allowed when controlling another qubit, as obtained by the method described above. Hence, the green
regions, which are the frequencies used to control another qubit, are not allowed to overlap with these frequencies. Since it is
known which four frequency intervals we must use to control the green qubit, it is possible to calculate which frequencies are
forbidden for the |0〉 → |e〉 transition of the green qubit. These frequencies are shown in graph c). In conclusion, the |0〉 → |e〉
transition of another qubit cannot have a frequency that overlaps with the spectrum shown in graph c).
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Figure 7. In order for the TQ gate errors of the blockade and interaction gates with gate parameters found in reference [28] to
be lower or equal to 3 · 10−3, the dipole-dipole shift, ∆ν, between two interacting qubits cannot lie in any of the intervals listed
above.

by Arad = 1/T1, where T1 = 1.9 ms for the optical tran-
sition [57], i.e., AET ≈ Arad. This occurs when the dis-
tance between the two dopants is |r| ≈ (CddT1)1/6 ≈ 0.3
nm. The shortest distance between two dopants in
Y2SiO5 is roughly 0.35 nm, and since most dopants are
much farther apart than this, energy transfer effects are
assumed to be negligible. The same reasoning applies
to energy transfer by exchange interaction, which is only

relevant at very short ion-ion distances (typically a few
Ångström) [66]. The expected low impact of energy
transfer mechanisms in our scheme is further supported
by the long Eu excited-state lifetimes measured in stoi-
chiometric Eu crystals despite the short Eu-Eu distances
[67, 68], i.e., quenching is absent.
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Appendix C: Unusable dipole-dipole shifts for TQ
gate operations

When performing TQ blockade gate operations, if the
dipole-dipole shift, ∆ν, is such that it moves another
transition from either |0〉 or |1〉 into resonance with one
of the gate operation pulses, the TQ gate does not work,
see reference [28] for more details. Furthermore, when
performing TQ interaction gate operations, if |∆ν| < 100
kHz the operation takes too long and thus the error is too
high. Therefore, the simulations in this work do not look
for interactions between qubits if the dipole-dipole shift
is in one of the ranges shown in Fig. 7. For any other
dipole-dipole shift the TQ gate error is less than or equal
to 3 · 10−3.

Appendix D: An experimental protocol for
constructing quantum processor nodes

In this section we present a protocol for constructing a
quantum processor node in an experimental setting. The
method assumes that co-doped readout ions are used to
read out the state of qubits via the dipole-dipole blockade
mechanism [21, 23].

First, a readout ion with strong fluorescence is iden-
tified. Then, one should find a qubit ion that can turn
this fluorescence off via the dipole-dipole blockade mech-
anism. This is done by exciting various frequency inter-
vals in the inhomogeneous absorption profile of the qubit
ions and see if the readout fluorescence disappears. A
suitable frequency width of the intervals might be be-
tween 1 MHz and 10 MHz, depending on how likely it
is to find a qubit ion that can block the readout. If the
fluorescence disappears, it means that at least one qubit
ion with a transition within the frequency interval has a
sufficiently strong interaction with the readout ion, i.e.,
it is sufficiently close in space.

The next step is to determine which transition the po-
tential qubit ion was excited on. Optical pumping tech-
niques [19, 30–32] can be used to force the ion into a
specific frequency interval if an initial guess of its tran-
sition frequency is correct. By then repeating the exci-
tation within that frequency interval one can determine
if the assumed transition was correct or not depending
on if the fluorescence disappears or not. If not, one re-
peats the procedure by assuming that the qubit ion was
originally excited on one of the other optical transitions.

After finding the correct transition, one should narrow
the uncertainty of its transition frequency by exciting
ever-smaller frequency intervals. Following this, optical
pumping techniques can be used to create transmission
windows surrounding the two qubit transitions to isolate
them in frequency space. Then SQ gate operation can
be benchmarked to optimize the optical frequencies and
Rabi frequencies of the two qubit transitions. Both the
search procedure and the narrowing of uncertainty in the
transition frequencies might be sped up by using binary

search methods.
The protocol proceeds by finding a second qubit that

can interact with the first qubit. The method is similar
to that described above, except we do not search the
frequency intervals that lie within the reserved intervals
for the first qubit as described in Appendix A since this
would destroy the transmission windows of the first qubit,
and we now look for a new qubit ion that can block a
NOT operation on the first qubit. In more details, we
initialize the first qubit in state |1〉, excite a frequency
interval as above, attempt to perform a NOT operation
on the first qubit, and lastly after the ions in the excited
frequency interval have decayed to the ground state again
we attempt to excite the first qubit from state |1〉 and
see if the readout fluorescence is turned off or not. If
it turns off, we know that at least one ion within the
frequency interval interacts strongly enough with the first
qubit to prevent the NOT operation, since if the NOT
operation works the first qubit moves to state |0〉 and
is therefore never excited, thus the readout fluorescence
is never turned off. The reason we wait for the ions in
the frequency interval to decay from the excited state is
that they otherwise may be able to directly block the
readout ion, which is not what we are searching for in
this protocol. Similarly as above we then narrow the
uncertainty in the optical frequency of the second qubit
before we benchmark its properties, including TQ gate
operations with the first qubit.

In order for this protocol to find qubits that interact
even when the dipole-dipole shift between two qubits
is small, 0.1 MHz ≤ |∆ν| < 7 MHz, the NOT opera-
tions performed above must have narrower bandwidth
and thus longer gate durations than the normal SQ gate
operations. This is, however, not a problem since the in-
creased error on the NOT operation only comes in when
we are searching for new qubits and does therefore not
affect the performance of running algorithms on the pro-
cessor node once it has been constructed.

The procedure described above can be generalized to
find more qubits until no more frequency intervals are
available, or until no more qubits can be found. The
final step of constructing the quantum processor node is
to benchmark all SQ and TQ gates, including TQ gates
between qubits that never interacted during the search
protocol, and determine which qubits that directly can
be read out by the readout ion. Finally, note that even
if the construction of the quantum processor node would
require many pulses and take a long time, the search only
has to be done once.

Appendix E: Investigating the impact of increasing
the doping concentration

This section examines why the number of qubits and
their connectivity changes when the doping concentra-
tion changes. Note that two effects occur simultaneously
when the concentration is increased: the total number
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Figure 8. Shows similar graphs as Fig. 5, but we now only study the starfish protocol. The purple data keeps the doping
concentration fixed at ctotal = 1% and only varies the fwhm of the inhomogeneous absorption profile. For this data one should
thus only use the Γinh horizontal axes. Note that experimentally it might be difficult to achieve the purple data for Γinh < 19.8
GHz, since this is the minimum fwhm as set by Eq. 2 for a doping concentration of ctotal = 1%. Lastly, the green data keeps
the inhomogeneous absorption width fixed at 19.8 GHz and only varies the concentration, and hence only the concentration
axes should be used for this data. Note that it might experimentally be difficult to achieve the green data for concentrations
ctotal > 1% since increasing the concentration normally increases the inhomogeneous broadening according to Eq. 2.

of dopants increases; and the inhomogeneous absorption
profile is broadened as determined by Eq. 2. To in-
vestigate these effects we perform new simulations using
the starfish protocol. First, the doping concentration is
kept fixed at ctotal = 1%, but the inhomogeneous ab-
sorption profile is still being broadened. Experimentally
this can be achieved by, e.g., co-doping the crystal with
another rare-earth species [58]. Second, the concentra-
tion changes but the fwhm of the inhomogeneous absorp-
tion profile, Γinh, is kept fixed at 19.8 GHz, which is the
width the profile has for a 1% doping concentration in
Eq. 2. This second case is difficult to realize experimen-
tally since increasing the doping concentration normally
increases the inhomogeneous broadening. Therefore, this
case should primarily be used as a tool to investigate the
effect of purely increasing the number of dopants in the
crystal. The simulation results are shown in Fig. 8.

We start by examining the fixed doping concentration
case (purple data) for the 100 GHz laser tuning range, see
Fig. 8a and c. Here the number of qubits in the processor
has already saturated for the fixed 1% doping concentra-

tion, and neither the number of qubits nor the number
of connections increase as the inhomogeneous width is
increased above 19.8 GHz. In other words, the effect of
increasing the inhomogeneous width is negligible for a
1% doping concentration and a 100 GHz tuning range.
However, for the 1000 GHz tuning range case, both the
number of qubits and connections increase as the inho-
mogeneous absorption profile is broadened, as is seen in
Fig. 8b and d.

For the fixed inhomogeneous width (green data), the
number of qubits exhibit similar behavior as the fixed
concentration case. However, even in the 100 GHz case
the number of connections now continue to grow as the
concentration is increased beyond 1%.

In order to explain these effects it is useful to examine
how many qubits are connected to qubit 1. When the
concentration is fixed and only Γinh increases, the num-
ber of ions, and thus also the number of qubits, in the
center of the inhomogeneous absorption profile decreases,
whereas the numbers increase in the outskirts of the pro-
file. For the 100 GHz tuning range case these two effects
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compensate each other and the total number of qubits
connected to qubit 1 remains fairly constant even when
Γinh changes. Therefore, the size of the connectivity box
shown in Fig. 4d remains roughly the same size, which
explains why the number of connections per qubit does
not increase when Γinh increases in the 100 GHz tuning
range case.

When we instead have a fixed width and only the dop-
ing concentration increases, the number of ions at all fre-
quencies increase. Therefore, the probability of finding
new qubits at any transition frequency increases. Hence,

the number of qubits connected to qubit 1 increases, the
connectivity box increases, and the average number of
connections per qubit increases.

In the 1000 GHz tuning range cases the same explana-
tions are valid, except that now when the concentration
is fixed and only Γinh increases the additional number of
qubits found in the outskirts of the inhomogeneous ab-
sorption profile outweighs the decrease in the number of
qubits in the center of the profile. This is why the num-
ber of qubits and the number of connections in the 1000
GHz fixed concentration case continues to grow.
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