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Introduction

As a quantitative text analysis method, Latent Dirichlet Alloca-
tion (LDA), also often referred to as topic modeling (Blei 2012),
has been widely used in Digital Humanities in recent years to ex-
plore numerous unstructured text data. When topic modeling is
used, one has to deal with many parameters that could influence
the result, such as the hyperparameter Alpha and Beta, the topic
number, document length, or the number of iterations when up-
dating the model. To understand the impact of these parameters,
they must be systematically evaluated. In the last few years, there
have been several studies evaluating LDA topic modeling in Di-
gital Humanities or Computational Literary Studies (e.g., Jockers
2013; Schöch 2017; Du 2020; Uglanova & Gius 2020) and the
presented paper focuses on evaluating the impact of hyperparame-
ter Alpha on LDA topic models.

Hyperparameter Alpha can refer to two different types of para-
meters in the context of LDA topic modeling: LDA model para-
meter and inference algorithm parameter. As a parameter of the
LDA model, Alpha determines the properties of a Dirichlet distri-
bution, which is the prior probability distribution of the topic-do-
cument distribution. Together, the hyperparameter Alpha and the
prior probability distribution determine which topics we expect
to occur more frequently in the corpus and how confident we are
about them. In practice, when we employ Gibbs Sampling to train
our topic model, Alpha is the parameter, which has the smoothing
effect on the topic-document distribution and ensures that the pro-
bability of each topic in each document is not 0 throughout the
entire inference procedure. More importantly, Alpha represents
the assumption about the data on how topics are distributed in do-
cuments before inferencing the topic model. In other words, the
hyperparameter Alpha affects how often each topic occurs in each
document. When the alpha value of a topic is set larger in a do-
cument, it means that the topic has a greater chance of appearing
in that document. And vice versa. For this reason, the setting of
Alpha can affect the quality of the inferenced topic model. The-
refore, this paper focuses on evaluating the impact of inference
algorithm parameter alpha systematically.

According to Griffiths & Steyvers (2004), the topic model has
the best quality when the sum of Alphas of all topics is equal to
50. This is probably the reason that in MALLET 2.0.7, the default
value of the sum of Alphas was set to 50, while in MALLET 2.0.8,
the value is reduced to 5. According to the supervisor of MAL-
LET, David Mimno: “The general experience was that 50 was too

large, and that 5 is a better default.”1 Since there are different opi-
nions on this issue, it is interesting to test how Alpha affects LDA
topic modeling, especially on different types of text collections
that are not in English. Therefore, this paper presents a study on
evaluating Alpha on two German text collections and aims to un-

derstand the influence of hyperparameter Alpha from two perspec-
tives: topic modeling based single-label document classification 
and topic coherence, representing the quality of the topic model 
and the quality of the topics, respectively.

Method

Two collections of German texts were built for the study. The 
first corpus is a collection of 2000 newspaper articles published 
between 2001 and 2014. The articles belong to ten different the-
matic classes, and each class contains 200 articles. The ten classes 
are “Digital”, “Society”, “Career”, “Culture”, “Lifestyle”, “Po-
litics”, “Travel”, “Sports”, “Study” and “Economy”. The corpus 
contains over 3.4 million words in total, and the average text 
length is about 1800 words. The second corpus consists of 439 
dime novels published between 1961 and 2016, and they belong 
to five subgenres, namely 100 fantasy novels, 51 horror novels, 
88 crime novels, 100 romance novels, and 100 science fiction sto-
ries. The corpus contains about 13.4 million words, and the aver-
age text length is about 30,000 words. All texts are lemmatized. 
Since the average document length of the newspaper articles is 
1800 words, the novels are also split into 1800 words segments. 
Thus, the document length is no longer a confounding factor when 
comparing the test results on the newspaper corpus with the results 
on the novel corpus.

The goal of the following tests is to explore the influence of the 
hyperparameter Alpha. While training topic models, the setting is 
varied by the value of Alpha ∈ {0.01, 0.05, 0.1, 0.5, 1, 5, 10, 20, 30, 
40, 50, 100} and number of topics ∈ {10, 20, 30, 40, 50, 60, 70, 80, 
90, 100, 200, 300, 400, 500}. For all other parameter settings, the 
default values of the topic modeling software were taken. All 
models were trained without applying hyperparameter optimiza-
tion, which means that if Alpha is set to 0.1, the Alpha value for 
each topic is set to 0.1 during the whole training process. Com-
mon stop words were removed from both corpora. For technical 
reasons, namely random initialization in the topic assignment and 
Gibbs sampling, two topic models from one corpus are not com-
pletely identical even if the parameter settings during training are 
the same. Therefore, ten models were trained for each setting to 
balance the randomness from the technical side.

The topic models were trained using MALLET (McCallum 
2002). As a result, a topic-document distribution and the topics 
are obtained for each topic model. In a topic-document distribu-
tion, each document is represented by an N -dimensional vector, 
while N is the number of topics of the topic model. Based on the 
topic-document distribution, the document classification was per-
formed, and the classification was done as a 10-fold cross-vali-
dation with a linear SVM classifier. For the newspaper corpus, 
the articles were classified according to their thematic classes. 
For the novel corpus, the novel segments were classified 
according to their subgenre. The topic coherence was 
automatically calculated by the Java program Palmetto (Röder et 
al. 2015), and the first ten most important words of each topic 
were taken for the calculation. The reference corpus for the 
calculation of the topic coherence is the lemmatized German 
Wikipedia. Several topic coherence mea-sures have been 
implemented in Palmetto. For this work, the Nor-malized 
Pointwise Mutual Information (NPMI) based coherence measure 
proposed in Aletras & Stevenson (2013) was taken. The 
theoretical range of NPMI based coherence measure is between 
-1 and 1. The higher the score, the better the topic.

By performing Bag-of-Words (BoW) model-based classifica-
tion, a baseline of document classification has been defined for 
both corpora. The tests were also done as a 10-fold cross-valida-
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tion with a linear SVM classifier. The F1(macro) score for the
newspaper articles and for the novel segments was 0.758 and
0.993, respectively. A baseline of the NPMI value was also de-
fined for each corpus. With only one iteration, 14 topic models
were first trained on each corpus, containing 10, 20, 30, 40, 50,
60, 70, 80, 90, 100, 200, 300, 400, 500 topics, respectively. In this
way, 1,950 “topics before topic modeling” have been trained for
each corpus. The NPMI scores of these topics were then calcula-
ted, and the average NPMI score is the NPMI baseline, which is
-0.0619 for the newspaper corpus and -0.1153 for the novel cor-
pus. A black line represents the baselines in Figure 3 and Figure 4.

Results

Document classification : Figure 1 and Figure 2 show the clas-
sification results based on topic models of newspaper articles and
novel segments, respectively. It can be seen in both figures that
the classification results gradually become worse with the increase
of the setting of Alpha, regardless of how many topics have been
trained. Especially if Alpha is set to greater than 1, the classifica-
tion results based on topic models with more topics (the blue lines)
show a stronger decreasing trend than the results based on topic
models with fewer topics (the red lines). In comparison, most F1
scores change less when Alpha is set to a value smaller than 1.
However, we can still see that the blue lines start to decrease when
the Alpha is raised from 0.5 to 1. The highest F1-score of classi-
fying newspaper articles and novel segments in this test are 0.752
and 0.998, respectively, which do not differ much from the pre-
defined baseline based on BoW-model.

Fig. 1: Average F1(macro)-scores of topic modeling based classification of
newspaper articles

Fig. 2: Average F1(macro)-scores of topic modeling based classification of no-
vel segments

Topic coherence: Compared to the classification results, the 
evaluation from the perspective of topic coherence shows some 
differences between the two corpora. Firstly, it can be observed 
in Figure 3 that the maximum of the NPMI-score distributions de-
creases with the increase of Alpha from almost 0.3 to about 0.12. 
In addition, the median of the distributions also shows a decrea-
sing trend. At Alpha = 0.01, the median is lower than the NPMI 
baseline if the number of topics is set higher than 100. However, at 
Alpha = 100, the median is already lower than the NPMI baseline 
if the number of topics is set to 70. Apart from that, we can observe 
that the topic models with a higher number of topics contain more 
topics with low NPMI scores, regardless of the setting of Alpha. 
Compared to the test on the newspaper corpus, the test results on 
the novel corpus are slightly different. When Alpha is set smal-
ler than 1, the NPMI-score distributions do not show an evident 
change as Alpha increases, and the range of distribution is often 
broader when the number of topics is set between 60 and 300. St-
arting from Alpha being raised to greater than 1, the distributions 
of the NPMI-scores clearly change, and the results then are simi-
lar to the previous test on the newspaper corpus: the maximum of 
the NPMI-score distributions decreases with the increase of the 
Alpha, and topic models with a higher number of topics contain 
more topics with low NPMI scores.

Fig. 3: NPMI-score distributions of topics from newspaper articles

Fig. 4: NPMI-score distributions of topics from novel segments

Conclusion

The presented research evaluates the influence of hyperparame-
ter Alpha in topic modeling on a German newspaper corpus and
a German literary text corpus from two perspectives, single-la-
bel document classification, and topic coherence. Based on the re-
sults of the presented investigation, it can be stated that one should
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avoid training topic models with a setting of the Alpha of each to-
pic to greater than 1 in order to ensure better topic modeling based 
document classification results and to get more coherent topics. 
In addition to that, LDA topic models with many topics are more 
vulnerable to changes in Alpha. Therefore, with the result of the 
presented investigations in this study, one can confirm the expla-
nation of Mimno mentioned earlier that a smaller Alpha is better 
suitable for LDA Topic Modeling.

Footnotes

1. https://stackoverflow.com/questions/45162186/mallet-to-
pic-modeling-topic-keys-output-parameter (15.07.2021)
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