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Abstract
Launcher reusability is the most effective way of reducing access to space costs, but remains a great technical challenge for 
the European aerospace industry. One of the challenges lies in the recovery GNC strategy and algorithms, in particular those 
of the powered-landing phase, which must enable a precise landing with low fuel margins and significant dispersions. While 
state-of-the-art solutions for Navigation and control problems can be applied, namely, hybrid Navigation techniques and 
robust control, for the powered descent guidance problem novel techniques are required to enable on-board optimization, that 
is necessary to achieve the landing accuracy required to recover the first stage of a launcher. This paper presents the GNC 
solution currently in development by DEIMOS Space for RETALT (Retro Propulsion Assisted Landing Technologies), an 
EU Horizon 2020 funded project for studying launch system re-usability technologies for different classes of vertical take-
off vertical-landing vehicles. At first, the architecture of the GNC solution identified for the return mission of the launcher 
is presented. Then, the paper focuses on the landing phase guidance solution, whose performance is critical to enable the 
recovery and, therefore, the reusability of the launcher making use of retro-propulsion. The guidance strategy is based on 
direct optimal control methods via on-board optimization, which is necessary to satisfy the pinpoint landing requirement in 
a high uncertain dynamic system, such as a booster recovery mission. Online convex optimization and successive convexi-
fication are explored for the design of the guidance function. The proposed guidance solution was integrated and tested in a 
high-fidelity simulator and the performance was preliminary assessed. The guidance assessment allowed selecting the best 
algorithms to be further consolidated and integrated in an end-to-end GNC solution for the return mission.
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1 Introduction

Launch vehicle reusability is currently the most effective 
way of reducing the cost of access to space, which is a key 
endeavour to the commercialization of space [1]. Despite 
this, it remains a great technical challenge, with only two 
US companies (SpaceX and Blue Origin) having developed 
the necessary technology to carry out routinely successful 
launcher recovery missions, both using retro-propulsive ver-
tical landing as the recovery strategy, and both reporting 
significant cost savings due to the reusability effort. On the 

other hand, the European aerospace industry remains largely 
behind in this effort, risking being far outcompeted if it does 
not catch up with its US counterparts.

In this context, the EU and ESA have made increasing 
efforts to achieve the goal of making launcher reusability 
the state-of-the-art in Europe. One such effort is RETALT 
(Retro Propulsion Assisted Landing Technologies) [2], a 
Horizon 2020 project with six partners in four European 
countries, with the goal of investigating launch system re-
usability technology for two classes of launch vehicles with 
retro-propulsive recovery (Fig. 1): RETALT1, a 103 m tall 
two-stage to orbit (TSTO) launcher, similar to SpaceX’s Fal-
con 9; RETALT2, a 17.6 m tall single stage to orbit (SSTO), 
similar to the DC-X. For the former, only a first stage recov-
ery is performed. The project aims to increase the Technol-
ogy Readiness Level (TRL) of the recovery technologies 
up to 5 for structures and mechanisms (to demonstrate the 
critical functionalities in a relevant laboratory environment), 
and up to TRL 3 for GNC (to demonstrate the validity of 
the proposed GNC solutions in a high-fidelity simulation 
environment), to pave the way for future ground and flight 
tests for the RETALT technologies.

2  Mission scenario

The baseline configuration and the main focus of the pro-
ject and this paper is RETALT1. Originally, the use of the 
interstage petals was proposed as main aerodynamic control 
surfaces (ACS), but in the end planar fins were adopted for 
the baseline configuration (see Fig. 2 and [3]). The vehicle 
operates similarly to a typical launcher until separation, after 
which two scenarios for the first stage recovery are consid-
ered: Downrange Landing (DRL) and Return to Launch Site 
(RTLS), illustrated in Fig. 3. The latter differs in the use of 
a post-separation flip manoeuvre and boostback burn that 
modifies the ballistic arc to allow a landing at or near the 
launch site, while the former foresees a landing at sea on 
a floating barge. Both scenarios employ a re-entry burn to 
reduce velocity and dispersions, and an active aerodynamic Fig. 1  RETALT1 and RETALT2 concepts (not to scale)

Fig. 2  RETALT1 ACS configu-
rations: interstage petals (left), 
and planar fins (right) [4]
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descent phase enabled by the use of control surfaces. Finally, 
the first stage recovery mission ends with an engine-powered 
descent, which slows the vehicle down to a pinpoint and soft 
vertical landing [3].

One of the great technical challenges in this endeavour 
lies in the recovery guidance, navigation and control (GNC) 
system, of which DEIMOS Space is in charge for RETALT. 
In particular, the design of the powered landing phase GNC 
offers a difficult challenge, since it must allow the system to 
perform a precision landing in a fast-dynamic environment, 
with limited fuel margins, and with significant unknown dis-
persions accumulated during prior phases.

After the definition of the functional architecture and 
the modes for the end-2-end GNC solution (from MECO 
to landing), the preliminary design of the GNC solutions 
is presented focusing on the novel online optimized guid-
ance for the powered landing phase. Section 3 presents the 
overall GNC architecture considered for RETALT, while 
Sect. 4 presents in detail the powered landing guidance solu-
tions identified. Sections 5 reports the preliminary results 
obtained, and, finally, Sect. 6 shows the main conclusions 
and the way forward.

3  GNC architecture

The GNC is split into the following sub-functions:

• Navigation: this consists of a navigation position, veloc-
ity and attitude estimate solution, served primarily by 
Inertial Navigation System (INS), or IMU, products, and 
hybridized with a GNSS. The use of (D)GNSS, altimeter 
and (F)ADS is also under evaluation.

• Guidance: this consists of a guidance algorithm whose 
aim is to define the re-entry, descent, and landing 
trajectories during the return phases. This serves to 
ensure the vehicle is able to perform a pinpoint land-
ing, respecting the mission and flight path constraints.

• Control: the control tracks the guidance trajectory and 
ensures a stable attitude, using the effective actuators 
for the phase. This includes the actuator management.

This architecture is illustrated in Fig. 4, which includes 
the interactions between each sub-function, the Flight 
Manager, the sensors and actuators. The GNC opera-
tional modes are defined by the mission phase in Table 1, 
together with the sensors and actuators applicable for each 
mode.

The guidance commands the attitude maneuvers required 
in each phase of the flight, the modulation of the attitude 
during the re-entry burn and the aerodynamic phase to target 
the correct location at the start of the landing burn. The Con-
trol takes care of executing these maneuvers while reject-
ing perturbations, making use of Thrust Vectoring Control 
(TVC), Reaction Control System (RCS), and Aerodynamic 
Control Surfaces (ACS) based on their availability during 
the flight. The Navigation could also use (F)ADS, altimeter 
and (D)GNSS, if needed, to further improve the estimation 
accuracy close to the landing site.

Although autonomous powered-landing GNC strate-
gies and algorithms have been available from past Moon 
and Mars robotic landing missions, their direct applica-
tion to the landing burn of a booster recovery mission is 
not possible due to the additional difficulties of the present 
mission. These include a higher Earth gravity and hence 
faster dynamics, a non-negligible atmosphere and, therefore, 

Fig. 3  RETALT1 return mission concept [3]
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non-negligible aerodynamic forces and winds, and minimal 
fuel available due to the recovery not being the primary 
mission.

In particular, the guidance sub-function for the present 
design requires sophisticated state-of-the-art algorithms 
based on online optimization [5]. The strategy is to formu-
late an optimal control problem (OCP), and solve it directly 
in real time with a numerical optimization solver. The output 
of the optimization is a landing trajectory and thrust profile 
that are dynamically feasible, fuel optimal, and which take 

into account certain operational and system constrains. This 
methodology is further described in Sect. 4.

4  Landing guidance

The purpose of the landing guidance during the landing 
phase is to steer the booster to the desired landing site, either 
the launch site or a barge depending on the return scenario, 
and guarantee a pinpoint landing. The guidance shall cope 

Fig. 4  RETALT1 recovery 
GNC functional architecture

Table 1  RETALT1 recovery GNC modes

Phase Guidance Navigation Control Maneuvers

Boostback burn Landing site targeting Hybrid IMU/INS—GNSS Maneuvering, Pert. Rejec-
tion TVC/RCS

Quick Flip over Boostback 
burn

High altitude ballistic flight – Maneuvering, Pert. Rejec-
tion RCS

Slow flip over ACS 
deployment

Reentry burn Trajectory corrections 
-powered

Maneuvering, Pert. Rejec-
tion TVC/RCS

Reentry burn

Aerodynamic phase Trajectory corrections—
aerodynamics

Hybrid IMU/INS—GNSS–
FADS

Maneuvering, Pert. Rejec-
tion ACS/RCS

Trim control and bank 
control

Landing burn Pinpoint landing—powered Hybrid IMU/INS—
GNSS—FADS—altim-
eter–(D)GNSS

Maneuvering, Pert. Rejec-
tion TVC/ACS/RCS

Pitch control landing burn



Design of the landing guidance for the retro‑propulsive vertical landing of a reusable rocket…

1 3

with the fast dynamics of the return phase, especially during 
the powered landing phase, and shall be robust to the vehi-
cle and environmental uncertainties, including winds. The 
guidance has to generate a reference trajectory and attitude 
commands that will be tracked by the control. It typically 
runs in closed loop but at a low frequency to decouple it 
from the closed-loop behaviour of the control. Furthermore, 
the guidance strategy varies for each specific phase of the 
return mission, due to the different objectives and dynamics 
encountered for each of the phases. In this paper the focus 
will be the guidance solution for the powered landing phase.

As mentioned in Sect. 3, the solution selected for the 
RETALT landing burn relies on the definition of an Opti-
mal Control Problem (OCP) that is optimized on-board. The 
OCP is defined with a dynamic model, an objective function, 
and a set of constraints, discretized, and then solved at a low 
frequency in real time using available optimization solvers, 
as illustrated in Fig. 5. Extensive research has been success-
fully conducted in the last years to study how this methodol-
ogy can be applied to the powered descent guidance problem 
for Mars landing missions [6, 7] aiming at fuel optimal solu-
tions in presence of non-negligible aerodynamic forces [8]. 
The adaptation of these techniques to the booster recovery 
problem has been studied [9, 10] and has been proposed for 
the CALLISTO experiment [11]. More notably, the guidance 
employed by SpaceX for the Falcon 9 landing also utilizes 
this type of strategy [5].

This type of online strategy is necessary for the landing 
phase due to its challenging nature, since a feasible trajec-
tory must be computed from an initial condition which has 
accumulated considerable dispersions from previous phases, 

to a precise final position with an accuracy of a few meters. 
Moreover, several operational constraints exist that condition 
the feasibility of the generated reference trajectory, such as 
the available propellant, the thrust capabilities of the vehi-
cle, namely, throttling, and attitude constraints, including the 
maximum angle of attack and a near-vertical final orienta-
tion, which more traditional trajectory planning methods do 
not allow to implicitly satisfy. The resulting trajectory is then 
tracked by a low-level and high-frequency attitude controller 
in the control sub-function, utilizing the available actuators, 
i.e., TVC, RCS and ACS. Furthermore, the guidance is also 
complemented with an outer control loop that closes the 
loop between optimizations.

The largest limitation of the selected strategy is the rela-
tively high computational load necessary for solving the 
optimization problem, which must be sufficiently complex 
to capture the fast dynamics and constraints of the guidance 
problem. The dynamic modelling is the most critical step in 
the design of this algorithm: the model may be arbitrarily 
realistic and complex, which improves the fidelity of the 
guidance output, but also increases the computational effort 
required to obtain it. The most important modelling deci-
sions are identified in Table 2. Therefore, the formulation of 
the optimal control problem is a trade-off between the fidel-
ity and complexity of the problem, and the computational 
effort required to solve it.

4.1  Optimal control formulation

While a simple 3-DoF model can be linear, introducing atti-
tude dynamics makes the problem highly nonlinear and non-
convex. Furthermore, the modelling of drag forces intro-
duces a quadratic non-linearity, which may be possible to 
linearize with sufficient accuracy, and modelling lift forces 
introduces even more significant non-linearities. Finally, 
while modelling the change of vehicle mass introduces a 
non-convexity in the dynamic model and thrust constraints, 
a lossless convexification technique is available [6], which 
makes the problem linear without loss of generality or opti-
mality. Another important design decision in the formulation 
of the optimal control problem is the online optimization of 
the landing burn duration. The engine ignition and shutdown 

Fig. 5  Landing guidance strategy

Table 2  OCP modelling options

DoF Aerodynamics Vehicle mass Time

3 DoF No aero forces Fixed: propellant 
consumption 
not modelled

Fixed time

6 DoF Drag and/or lift and or 
side forces modelled

Variable: 
propellant 
consumption is 
modelled

Variable time
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time instants may be variables of the optimization, in which 
case the guidance selects the optimal values that minimize 
the propellant mass, or these values may be fixed a priori. As 
can be expected, free final-time and free initial-time optimal 
control problems make the problem non-convex and, there-
fore, harder to optimize than fixed-time problems.

This guidance strategy also allows for the implicit sat-
isfaction of operational constraints: the optimal control 
approach generates a trajectory and attitude that, apart from 
perturbations, lead the vehicle to the landing site while 
simultaneously satisfying those constraints. Examples of 
relevant constraints are reported in Table 3. Similarly to the 
dynamic modelling, these constraints have different com-
plexities and may possibly render the problem non-convex. 
For example, while the terminal state constraint is a simple 
linear and convex constraint, the angle of attack constraint is 
highly non-convex. The thrust magnitude constraint is also 
non-convex in the case that the variable mass model is uti-
lized, along with the previously mentioned change of vari-
able, although a lossless convexification of this constraint 
is possible [6].

The final step in the design of the optimal control problem 
is the choice of objective function, for which the suitable 
option is a linear cost function proportional to the propellant 
expended, which results in the generated trajectory being 
fuel optimal. Two possibilities include the maximization of 
the final mass, or the minimization of the integral of the 
thrust magnitude.

4.2  Landing guidance trade off

The selection of the guidance optimization formulation is, 
therefore, a trade-off between the computational complex-
ity and robustness of solving the OCP in real time, and the 
fidelity of the resulting trajectory and control profile. Two 
main approaches within this framework are identified and 
discussed next, differing mainly on the dynamic modelling, 
and consequently also on the method of optimization.

4.2.1  Single convex optimization

The first and simplest approach relies on employing a sim-
ple linear model of the vehicle dynamics (e.g., 3-DoF, no/
linearized aerodynamics, fixed final time, etc.) and linear or 
second-order state and control constraints. This approach 
yields a convex OCP, therefore, allowing it to be solved with 
convex programming techniques, namely, second-order cone 
programming (SOCP) [6]. This is desirable for a real-time 
application, since there are robust convex programming 
algorithms with convergence guarantees in polynomial time 
readily available [12].

To compensate for the low-fidelity dynamic model uti-
lized in the guidance, which results in a trajectory that is Ta
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increasingly infeasible to track with time, the problem is 
re-solved periodically with an updated state estimate, thus 
closing the guidance loop, similar to a model predictive con-
trol (MPC) approach. On the other hand, as previously men-
tioned, there is a limitation on the guidance re-solve rate, 
which must be significantly lower than the control frequency 
to decouple the frequency response of the two sub-functions, 
which otherwise may interfere in the control closed-loop 
performance and stability (about 1–2 orders of magnitude, 
see Sect. 5).

4.2.2  Successive convexification

The second and more complex approach includes nonlinear 
dynamic models (e.g., 6-DoF dynamics, aerodynamics, free 
final time, etc.), which result in a solution with a higher 
fidelity reference trajectory and control profile, but also in 
a non-convex optimization problem. Solving this requires 
non-linear programming (NLP) algorithms, which are unde-
sirable to use in real-time applications, since they are highly 
dependent on the initial guess and offer few bounds on the 
computational effort required to convergence, if any. On the 
other hand, convexification techniques represent significant 
advancements in guidance optimization problems. Sequen-
tial Convex Programming (SCP) and successive convexifica-
tion techniques offer a framework for solving more general 
non-convex optimal control problems, and do not make use 
of second-order information as in Sequential Quadratic Pro-
gramming (SQP) methodologies.

The work presented here aims at exploiting the benefits 
of successive convexification techniques: good convergence 
properties and low computation effort [8]. The basic idea is 
to successively linearize the dynamic model and constraints 
around the previous solution, and solve a sequence of SOCP 
optimizations that iteratively converge to a solution of the 
original non-linear OCP. The linearization method exploits 
the benefits of convexity, but it also introduces two undesired 
effects, namely, artificial infeasibility and artificial unbound-
edness [13].

Even if the original non-convex problem is feasible, 
the convexification through linearization approach could 

engender infeasibilities in any iteration that will obstruct 
the algorithm and prevent convergence. This phenomenon 
is known as artificial infeasibility. To prevent this artificial 
infeasibility, additional control input, typically called virtual 
control, is introduced to the linear dynamic equations. The 
virtual control is unconstrained and makes any state to be 
reachable in finite time. Since their magnitude should be as 
small as possible, it is heavily penalized via an additional 
term in the objective function. Another possible strategy 
to avoid artificial infeasibility consists in relaxing terminal 
constraints and adding largely penalized optimization vari-
ables to the cost function.

Artificial unboundedness comes into sight due to the fact 
that the iterative linearization approach is a valid approxi-
mation of the non-linear function only in the neighborhood 
of the previous solution. Therefore, to ensure the validity 
of linearization, the search space must be bounded via a 
so-called trust region. Thus, the states and/or controls are 
limited to a fixed (hard trust region constraint) or a variable 
(soft trust region constraint) radius. In the case of a soft trust 
region, a penalized weight is added to the objective func-
tion and its value is a trade-off between time duration and 
linearization validity.

Due to the nature of the non-convex problem, the time 
complexity of this algorithm is naturally higher than per-
forming a single convex optimization, and depends on the 
degree of nonlinearity of the dynamic model and constraints. 
However, given the potential higher fidelity of the trajectory 
and control profile generated with this approach, there will 
be less demand for re-solving the guidance at a high rate, 
and it may even enable the guidance to run in open loop, i.e., 
optimizing only once at the beginning of the landing burn.

4.2.3  Optimization formulations and results

Different optimization formulations have been considered, 
and the results are compared. The parameters and initial 
conditions considered are those for the RETALT1 DRL 
nominal scenario [3]. Table 4 contains OCP options and 
the computational performance for the optimizations. The 
6-DoF dynamic modelling option is discarded at this time in 

Table 4  Landing guidance 
optimization problem options

Aerodynamics Mass model Final time Optimisation type Num-
ber of 
SOCPs

Computation time

No Fixed Fixed Convex programming 1  < 10 ms
No Variable Fixed Convex programming 1  < 10 ms
Linearised drag Variable Fixed Convex programming 1  < 40 ms
Nonlinear drag Variable Fixed Successive convexification 10  < 2 s
Nonlinear drag Variable Free Successive convexification 16  < 3 s
Nonlinear drag/lift Variable Fixed Successive convexification 10  < 8 s
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favor of 3-DoF modelling, due to its significant non-linearity 
and non-convexity resulting in a computationally intractable 
optimization problem for a real-time application, even with 
the use of successive convexification. The main advantage 
in using such a model would be the ability to separately 
model the vehicle attitude and the commanded thrust vector, 
and, therefore, modelling the moment generated from engine 
gimballing. Furthermore, 6-DoF modelling would allow for 
formulating attitude and TVC deflection constraints sepa-
rately. On the other hand, with the selected 3-DoF modelling 
the commanded thrust vector is assumed to correspond to 
the vehicle attitude, which is used as a reference for control 
to track with the available actuators, namely, RCS, TVC and 
ACS. The computational times are not representative of a 
final real flight implementation, because the coding has not 
been optimized in this sense, but they are still useful for 
giving intuition on the real-time feasibility of each of the 
formulations.

When no aerodynamic model is considered, and the vehi-
cle mass and landing burn duration are fixed, the guidance 
may be solved with convex programming (single SOCP). 
An almost constant thrust profile is commanded (Fig. 6). 
The result is expected to be highly inaccurate due to the 
lack of aerodynamic modeling, since drag forces are non-
negligible at ignition, where the Mach number is approxi-
mately 0.7. Furthermore, since the change of vehicle mass 
due to propellant consumption is also not modeled, the real 
acceleration due to thrusting will be higher than expected, 
and increasingly so during the descent, since the vehicle 
mass may decrease by up to approximately 15%. Finally, 
the generated profile may not be optimal with respect to the 
landing burn duration, given that this value is set a priori. 
If varying mass dynamics is included, the predicted thrust 
acceleration now takes into account the change of vehicle 
mass due to propellant expended from the optimized thrust 

profile (Fig. 7), which leads to a significantly more accurate 
result.

When a linearized aerodynamic drag model is included 
(assuming a constant 180 deg AoA, and the interstage petals 
configuration originally proposed [2]), the computation time 
increases. The aerodynamics is linearized with respect to the 
velocity around an initial guess. For subsequent re-optimi-
zations, the velocity profile from previous solutions may be 
used for the linearization. On the other hand, the guidance 
now takes into account the drag acceleration, which yields 
a significantly more accurate result despite the fact that it 
is an approximation (Fig. 8). Furthermore, given that the 
guidance now predicts the deceleration due to drag, it gen-
erates a commanded thrust profile that allows for a signifi-
cant propellant reduction (Fig. 9). If the real non-linear drag 
dynamics is included, given the non-linearity, the problem 
may no longer be solved with a single SOCP, and therefore, 
successive convexification is employed. This method uses 
a similar linearization as the previous option, but the prob-
lem is re-solved again with the solution of that optimization, 

Fig. 6  Landing guidance output with no aerodynamic model, fixed 
mass assumption, and fixed burn duration

Fig. 7  Landing guidance output with no aerodynamic model, variable 
mass, and fixed burn duration

Fig. 8  Landing guidance output with linearised drag model, variable 
mass, and fixed burn duration
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until the solution converges. The solution only converges 
after 10 SOCP optimizations, increasing the execution time. 
Furthermore, the final converged solution is very similar to 
that obtained for the previous test. Then, the touchdown time 
instant is added as an optimization variable to determine the 
fuel-optimal landing burn duration. The resulting optimal 
touchdown instant is now 20.9 s after ignition, for which 
the maneuver expends 0.11 tons of propellant less than for 
the previous case. On the other hand, the computational 
time required to solve the problem increases by nearly 50%. 
To evaluate the sensitivity of the required propellant with 
respect to the landing burn duration, Fig. 10 is presented, 
containing the optimal propellant consumption computed by 
the guidance as a function of that time. Although the propel-
lant is quite sensitive to the final time, this variation is well 
within the propellant margins for RETALT1. Therefore, the 
final-time formulation is deemed to not be necessary for the 
RETALT1 guidance formulation.

For its application to the interstage petals configuration, 
given the relatively low increase in fidelity gained by employ-
ing a nonlinear drag model versus linearized drag when com-
pared to the significant increase in computational complexity, 
and given that the free final-time formulation is not necessary, 
the guidance solution based on convex programming was ini-
tially selected, namely, the formulation with fixed final time, 
variable mass, and linearized drag model (line 3 in Table 4).

Preliminary tests carried out showed some weaknesses of 
this choice due to the lack in modeling of the lift contribution 
(see Sect. 6), that becomes even more relevant when the new 
baseline configuration with planar fins is considered, due to 
higher aerodynamic performance [3]. Therefore, lift and side 
forces should also be included in the dynamic model, leading 
to highly non-linear dynamic equations. An AoA constraint 
is also introduced in the formulation of the optimal control 
problem, to explicitly take into account in the guidance the 
available entry corridor [3]. This is a nonconvex–nonconcave 
inequality constraint, and it is difficult to handle by successive 
convexification algorithm. In the present work, a linearization 
using its first-order Taylor approximation has been considered. 
However, future work could include linearization of the con-
straint using second-order Taylor approximation, and a convex 
feasible set (CFS) method [14]. In addition to virtual control 
and trust region, and to avoid infeasibilities and to enhance 
convergence, AoA and terminal state constraints have been 
relaxed. In the case of AoA relaxation, additional optimization 
variables have been added and penalized in the cost function. 
In the case of terminal state constraints, a range of values, 
according to accuracy, has been used.

This configuration produces more accurate results at the 
cost of slightly increasing the computational time. For the 
final development of the landing guidance solution for the 
planar fins configuration of RETALT1, among the different 
configurations, the one including drag, lift and side forces 
and AoA different from 180 deg is selected to be imple-
mented in real time due to the higher fidelity of the resulting 
trajectory. The major drawback of this configuration for real-
time applications is the high computational time needed to 
find the optimal solution.

The formulation of the OCP for the selected configura-
tion is described in a target-centered Earth-North-Up (ENU) 
reference frame. The equations of motion are defined by

where r , v and z are the states and correspond to the position, 
velocity vector and logarithm of the mass of the vehicle, and 

ṙ(t) = v(t)

v̇(t) = ar(t) + aR(t) + aA(t) + g

ż(t) = −
umag(t)

Ispg0

Fig. 9  Landing guidance output with aerodynamic drag model, vari-
able mass, and free burn duration

Fig. 10  Propellant consumption expected by guidance as a function 
of the landing burn duration
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umag is the thrust acceleration magnitude.Then, aT , aR , aA 
and g are the accelerations to which the vehicle is subjected 
and represent the thrust, centrifugal and centripetal, aero-
dynamic and gravity accelerations, respectively. It is noted 
that this formulation considers the thrust acceleration and 
logarithm of mass, rather than simply using thrust and mass, 
since it is necessary for the lossless convexification of the 
min/max thrust constraint [6]. Note also that non-inertial 
terms due to the rotation of the Earth are also considered. 
Although the contribution of these terms is minimal, due to 
the initial position and velocity of the spacecraft, they are 
still included in order maximize the fidelity of the trajec-
tory, given that their impact on the problem complexity is 
also very low. The state and control variables of the system 
are, therefore

where vector u consists of the thrust acceleration at each axis 
( x, y, z ) and the thrust acceleration magnitude, which is the 
Euclidean norm of the three components. Note that umag is a 
separate control variable, for which consistency is ensured 
with the lossless convexification constraint

The problem is then discretized into N gridpoints, where 
a first order hold discretization has been used for both states 
and control discretization. The total number of unknowns 
depends on the number of gridpoints, and it is computed by

where nstates and ncontrol are the number of states and controls, 
and nvc , ntr and nAoA are the number of virtual controls, trust 
regions, and angle-of-attack variables per gridpoint. For 
an optimization with N = 30 gridpoints, the total number 
of unknowns is 949. The additional constraints used in the 
presented configuration are: glide slope constraint, tilt angle 
constraint near touchdown, angle of attack constraint and 
other soft constraints to relax the landing point. Finally, a 
simplified version of the successive convexification algo-
rithm is presented in Table 5, which is computed in real 
time at time tk:

4.3  Trajectory tracker

A technique commonly used with this guidance strategy 
that improves its performance is the inclusion of a trajec-
tory tracker, which minimizes the dispersions accumulated 
between optimizations. The trajectory tracker is a controller 

x = [rxryrzvxvyvzz]

u =

[
aTxaTyaTzumag

]
,

‖aT‖2 ≤ umag.

nunk = N
(
nstates + ncontrol + nvc + ntr + nAoA

)
,

that precedes the attitude controller and thus minimizes the 
dispersions accumulated between optimizations by running 
at a higher frequency than the main guidance algorithm. 
The reference thrust profile from the optimization is used as 
a feed-forward control, around which the tracker computes 
a small thrust deviation such that the real position and/or 
velocity is controlled to the reference ones from the optimi-
zation. This sub-function does not substitute the main atti-
tude control feed-back loop, and is interpreted as being part 
of the guidance, since it does not directly compute actuator 
commands.

This architecture is similar to that used in the CALLISTO 
GNC [11], which after the guidance has an outer and inner 
control loop. For the results discussed in Sect. 6, a simple 
trajectory tracker implemented with an LQR controller has 
been implemented, based on the same state and control vari-
ables as the main guidance algorithm.

5  Preliminary guidance performance

To support the GNC testing and evaluate the preliminary 
performance of the landing guidance solution defined for 
RETALT, a Functional Engineering Simulator (FES) was 
developed (Fig. 11). The RETALT-FES is a high-fidelity 
simulation environment based on SIMPLAT   [15], that 
includes detailed vehicle configurations and mission sce-
nario models [2, 3].

The guidance solution preliminary selected as a result of 
the trade-off is tested assuming perfect Navigation to be able 
to evaluate the isolated guidance functioning. The simula-
tions were run in the RETALT-FES in 3-DoF, with the thrust 
attitude commanded by the guidance directly translated to 
the attitude of the vehicle. Initially, the RETALT1 DRL 
scenario for the interstage petals configuration is consid-
ered [2]. The guidance solves the optimization problem at 

Table 5  Successive convexification algorithm

Initialization: 
•Compute initial guess x0

k
 and u0

k

•Pre-parse linear and SOC constraints

Loop:
• While (not converged and not max. iteration)
1. Convexify the dynamics and nonlinear constraints around nominal 

solution xi−1
k

 and ui−1
k

2. Solve convex subproblem
3. Store new optimal solution
4. If (converged)
▪Exit loop
5. Else
▪ i = i + 1
▪ Return to step 1
6. End
• End
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a frequency of 0.25 Hz, and the trajectory tracker runs at 
10 Hz. Although the final landing time is fixed a priori, upon 
each guidance re-computation it is updated based on the 
expected and real change in the state. In nominal conditions, 
the guidance is able to land the vehicle with the desired 
performance (Table 6). The effect of the trajectory tracker 
can be seen in Fig. 12, as it commands a value around the 
reference thrust profile to follow the reference state defined 
by the optimization solution. The critical thresholds for the 
pitch angle and the vertical velocity at touchdown are 5 deg 
and 3 m/s, respectively.

However, in the real mission the arrival conditions at 
the beginning of the landing phase are not perfect. When 
dispersions in position are considered, in line with the 
trajectory control capability of the vehicle [3], the guid-
ance is proven able to correctly steer the vehicle to the 
desired landing site. Once again, all landing performance 
requirements were satisfied for all shots of the Monte 
Carlo campaign (see Fig. 13 and Table 7). However, a 
significant horizontal diversion manoeuvre is required in 
some cases, and the AoA deviates considerably from the 
AoA = 180 deg reference attitude. In this case, a lift force 
is generated. Therefore, the guidance would also benefit 

from modelling the lift forces, although, once again, that 
requires a successive convexification approach. Simi-
larly, the guidance is shown to be able to correctly com-
pensate relevant atmospheric (derived from the NRLM-
SISE00 model [16] for the Kourou-Atlantic region) and 
aerodynamic drag dispersions (as specified within the 
AEDB model). The results are presented in Table 8. The 
guidance is fully able to compensate the uncertainty and 
satisfy all performance requirements. The guidance is 
able to satisfy in general all requirements also in case 
winds and wind dispersions are considered (derived from 
the NOAA model [17] for the Kourou-Atlantic region), 
except for the pitch requirement in some extreme cases 
(Fig. 14 and Table 9). The winds have a great effect on 
the trajectory, since they are completely unpredicted in 
the guidance planner. The performance may be improved 
by modelling the winds in the guidance dynamic model, 
which will allow it to take their effect into account. This 
requires measuring or estimating the winds, which will 

Fig. 11  RETALT-FES architecture

Table 6  Results of landing guidance simulation in nominal condi-
tions, interstage petals configuration

Landing 
burn dura-
tion

Propellant 
expended

Touchdown 
velocity

Horizontal 
error

Final pitch 
angle

22.5 s 5.3 t 0.13 m/s 0.005 m 89.93 deg

Fig. 12  Landing trajectory and thrust commands in nominal condi-
tions, interstage petals configuration

Fig. 13  Landing guidance Monte Carlo simulation with initial condi-
tion dispersions (100 shots)
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be subject to a knowledge error, although it may be suf-
ficient to guarantee a successful landing in the worst-
case scenarios. When dispersions on the lift model are 
included, the guidance performance is highly depreci-
ated and does not satisfy the touchdown requirements 
in some extreme cases (Table  10). This is due to the 
lift dispersions veering the vehicle to off-nominal condi-
tions, where the lift forces increasingly act on the vehi-
cle. Therefore, since the guidance does not model these 
lift forces, the real trajectory deviates significantly from 
the reference one.     

Finally, a simulation campaign is carried out with the new 
planar fins baseline [3]. The guidance generates a landing 
solution with significant AoA manoeuvring, and with poor 
results even in nominal conditions (Fig. 15 and Table 11), 
which again exposes the limitations of the current guidance 
model. Therefore, this campaign further underlined the need 
for a more realistic aerodynamic model including lift, and 
for constraining the AoA, both of which result in an opti-
mal control problem that requires successive convexifica-
tion to solve. Given the higher altitude at which the landing 
burn starts, it is also advantageous to improve the guidance 
atmospheric model to consider altitude-varying parameters, 
such as atmospheric density, maximum thrust, and specific 
impulse, at the cost of slightly more complex optimization. 
Preliminary results of this updated formulation of the guid-
ance problem showed that in nominal conditions the guid-
ance is able to correctly find a solution with the right preci-
sion and satisfying all constraints also for the planar fins 
configuration (Fig. 16).  

Table 7  Results of landing guidance Monte Carlo campaign with ini-
tial condition dispersions (100 shots)

Land-
ing burn 
duration 
(s)

Propellant 
expended 
(tons)

Touch-
down 
velocity 
(m/s)

Horizon-
tal error 
(m)

Final pitch 
angle(deg)

Mean 24.0 5.3 0.35 0.6 89.6
Worst 

case
26.9 5.5 2.4 3.9 85.4

Table 8  Results of landing guidance Monte Carlo campaign with 
atmospheric and aerodynamic (drag) dispersions (100 shots)

Land-
ing burn 
duration 
(s)

Propellant 
expended 
(tons)

Touch-
down 
velocity 
(m/s)

Horizon-
tal error 
(m)

Final pitch 
angle(deg)

Mean 22.4 5.3 0.1 0.1 89.9
Worst 

case
23.3 5.5 0.2 0.3 89.6

Fig. 14  Landing guidance Monte Carlo simulation with wind disper-
sions (100 shots)

Table 9  Results of landing guidance Monte Carlo campaign with 
wind dispersions (100 shots)

Land-
ing burn 
duration 
(s)

Propellant 
expended 
(tons)

Touch-
down 
velocity 
(m/s)

Horizon-
tal error 
(m)

Final pitch 
angle(deg)

Mean 23.2 5.2 1.2 1.6 87.6
Worst 

case
27.0 5.4 11.3 4.3 84.6

Table 10  Results of landing guidance Monte Carlo campaign with 
aerodynamic lift dispersions (100 shots)

Land-
ing burn 
duration 
(s)

Propellant 
expended 
(tons)

Touch-
down 
velocity 
(m/s)

Horizon-
tal error 
(m)

Final pitch 
angle(deg)

Mean 21.9 5.2 3.6 1.9 88.2
Worst 

case
23.8 5.5 27.0 13.1 76.2

6  Conclusions and way forward

This paper has presented the current status in the develop-
ment of the RETALT recovery GNC, including the general 
high-level GNC architecture.

The landing guidance was addressed, which is based 
on state-of-the-art optimization algorithms. Two main 
approaches were identified and addressed, namely, single 
convex optimization, and successive convexification. Given 
the computational limitations identified for the latter ver-
sus the low benefit expected with respect to the former, 
the design principle for RETALT was based on the sim-
plest option, single convex optimization, until the need for 
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greater fidelity was encountered. When the interstage petal 
configuration is considered, characterized by a low L/D per-
formance, the guidance performed adequately in nominal 
conditions, satisfying all performance requirements when 
tested in a high-fidelity simulation environment. In some off-
nominal cases, however, the limitation of the aerodynamic 
guidance model, namely, the lack of lift modelling, resulted 
in the violation of the performance requirements. When the 
guidance solution was applied to the more performant planar 
fins configuration, that also requires to start the landing burn 
at a higher velocity, the simplest option is no longer able to 
produce a valid solution, and a more complex solution is 
necessary. A lift model was thus included, and successive 
convexification implemented, with promising preliminary 
results. Future work will further consolidate this work by 
testing the new solution in the RETALT-FES, and extending 
the guidance to the previous phases of the return mission 
(aerodynamic phase, re-entry burn, and boostback burn).

Also, while the control sub-function has not been 
addressed in this work, an optimum control solution based 
on H-infinity is under development. The simulations pre-
sented will then be extended to include 6-DoF dynamics 
with the attitude controller in the loop, which may prompt 
another development iteration of the present guidance solu-
tion, given that it was only tested on the 3-DoF simula-
tor. Finally, the navigation solution under development is 

based on a Considered Kalman Filter and a sensor suite that 
includes an INS/GNSS coupled system.
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Fig. 15  Landing trajectory and guidance thrust commands in nominal conditions, planar fins configuration

Table 11  Results of landing guidance simulation in nominal condi-
tions, planar fins configuration

Landing 
burn dura-
tion

Propellant 
expended

Touchdown 
velocity

Horizontal 
error

Final pitch 
angle

44.3 s 12.0 t 12.9 m/s 11.9 m 78.50 deg

Fig. 16  Landing guidance output with aerodynamic drag and lift 
model, variable mass, and fixed burn duration, planar fins configura-
tion

http://creativecommons.org/licenses/by/4.0/
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