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ABSTRACT
We present a fully disclosed tracking pipeline based on mutual
capacitance sensing. We designed both hard- and software
to support and foster experimentation. Without the use of
vendor-supplied cap-sense ICs and proprietary software parts,
every aspect and parameter of the user interface can be mod-
ified with ease. This flexibility gives the researcher a high
degree of freedom while designing novel interactive systems.
The working prototype of an audio-tactile multi-touch map is
presented as an exemplary application.

Author Keywords
touch-sensitive interfaces, capacitive sensor, open-source
hardware, prototyping

INTRODUCTION
Capacitive multi-touch sensing technology has matured in
recent decades. Today’s hardware vendors supply software
development kits which abstract entirely from the raw tracking
data acquired. Contemporary operating systems provide addi-
tional abstraction layers. Gesture recognition frameworks ease
the integration of the current de facto standard of multi-touch
interaction patterns. Supported by these frameworks, soft-
ware developers and interaction designers are able to focus on
their craft, without needing to fully understand the underlying
technology.

This separation of concerns provides the current basis for the
efficient production of multi-touch appliances on an indus-
trial scale. But from an academic perspective this strategy
has several drawbacks. First, gaining a holistic understand-
ing of the system is hampered. Relevant parameters remain
hidden. Interdependencies which span across the borders of
the abstraction layers cannot be studied. What lies outside the
current standard repertoire of multi-touch interaction patterns
cannot be explored in an unrestricted manner. Secondly, there
is little support for the construction of prototypical systems
that diverge from the sizes, shapes, resolutions and tracking ca-
pabilities demanded by the current state of the mass market. In
the worst case, basic functionalities have to be reimplemented
or even reinvented from the ground up. This extra work might
exceed the resources available to the researcher.
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A common approach to this problem is the use of hacked off-
the-shelf products as parts of prototypical systems. It allows
the rapid construction of proof-of-concept demonstrations.
But its wider use, especially in the scientific context, is lim-
ited. Hacking proprietary products is not only problematic
because of legal matters. The use of black boxes as parts of
prototypical systems limits the reproducibility of the system
to the product-life span of its proprietary components. This in-
transparency can severely impede community driven research.
Without access to the source code, the circuit diagrams and
the documentation, follow-up research becomes dependent
on ongoing product availability and long-term support. Thus
promising research projects can come to a sudden halt when
the trend driven market turns in a different direction and aban-
dons system critical components.

We believe HCI research could benefit from the presentation
of fully disclosed user interface systems. Access to the source
code and blueprints can provide a solid basis for long-term
community driven research. It helps to fulfil a basic require-
ment of scientific research: reproducibility. It fosters the de-
signers understanding of the interdependencies of all involved
components and design trade-offs. Moreover, if the potential
modification is taken into account from the beginning, a fully
disclosed system can provide the plasticity needed for rapid
experimental prototyping.

We therefore present WireTouch, an experimental system
based on openness and flexibility. We present a modular archi-
tecture. We give a detailed description of the technology, and
we provide the information needed to build a complete system.
We also showcase an exemplary implementation, demonstrat-
ing the versatility of the system and its potential value as an
HCI prototyping platform.

What WireTouch is not, is a representation of current industry
standards. WireTouch was not designed to represent current
best practices or state-of-the-art optimizations, nor was it de-
veloped to stand in as an alternative, free version of commer-
cially available consumer products. The main idea behind
WireTouch is, to put an accessible tracking pipeline into the
hands of interested researchers and designers, and to thereby
foster experimentation.

PRIOR WORK
The usage of mutual capacitance sensors as input devices for
computing devices has a rich history – full of sudden forward
leaps, but also of dead-ends and discontinuities. Early pub-
licly accessible research conducted at CERN in the 1970s [3]
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stopped soon after the collaboration with commercial partners
started to require non-disclosure agreements [15]. Research on
the experimental multi-touch panel presented at CHI ’85 [8]
was discontinued after being confronted with a superior pro-
totype built by Bell Labs [5]. Details of this prototype never
reached the broader scientific audience. Further basic research
on capacitive tracking technology continued, but mainly be-
hind closed curtains. Academia abandoned capacitive touch
sensors and started to focus on alternative tracking technolo-
gies. ”Given this long history of capacitive measurement”,
Zimmerman et al. remarked at CHI ’95, ”one might wonder
why EF sensing is not common in human computer interfaces”
[18]. But soon after, with access to new, inexpensive electronic
components and computing power, the situation was about
to change. One particularly promising project that emerged
was SmartSkin, a sensor architecture presented by Rekimoto
at CHI ’02 [11]. SmartSkin demonstrated the feasibility of
a responsive, flexible and scaleable multi-touch tracker, built
on the basis of basic electronic parts. Unfortunately, the pub-
lished documentation lacked the level of detail necessary for a
complete reproduction. Hence, public follow up research on
SmartSkin remained mostly limited to the near field of Sony
CSL, where it had originated.

With the release of the Apple iPhone in 2007, high end ca-
pacitive sensing technology started to flood the mass market.
Black boxed multi-touch modules became an integral part of a
wide variety of consumer grade products. These developments
were paralleled by two other relevant trends: a growing inter-
est into Free and Open Source Software (FOSS) and physical
computing. Projects such as Wiring [2] and Arduino not only
showed how open soft- and hardware, paired with adequate
licences, can foster community based research. They demon-
strated the utility of a prototyping platform which bridges the
gap between low- and high-level approaches in experimental
user interface design practices. This approach brought forth
several promising attempts to leverage capacitive multi-touch
sensing techniques in a similar manner [12][9]. These projects
tried to extend the prototyping toolkits available to interaction
designers. They attempted to expand the explorable space
beyond the limits of off-the-shelf products.

These solutions, however, were still limited to self-capacitance
sensing techniques and only supported a very small number of
sensor points. For certain prototypes this might be acceptable
or even preferable. In other cases, access to more sophisticated
sensing methods, or a combination of several sensing modes,
might be crucial. Moreover, the source code and schematics
were not fully disclosed. This shortfall might not be the result
of a consciousness decision of the authors against openness. It
rather represents the current modus operandi of the academic
HCI discourse and ecosystem – a situation that will hopefully
change in the near future.1

1A first workshop on possible collaborations between the FLOSS
and CHI communities was held in 2010[1]. More forceful attempts
to integrate FLOSS into research practices can be observed in neigh-
bouring disciplines [14][13]. For a broader discussion on this topic,
see also [6].

Figure 1. An exemplary WireTouch setup. A = main board; B = signal
board; C = sensor board; D = sensor panel.

HARDWARE DESIGN

Basic Principles of Functioning
The physical basis of mutual capacitance sensing, as imple-
mented in WireTouch, is an AC signal which passes from one
conductor to another via an electric field. Nearby objects can
alter the electric field and thereby weaken the coupled signal.
This effect can be used to measure proximity.

A typical multi-touch panel designed for mutual capacitance
sensing consists of a two-layered panel with vertically oriented
conductive paths on one, horizontal paths on the other side and
dielectric material in-between. The intersections of the paths
act as capacitors which couple the AC signal. By sequentially
sending signals through the vertical paths and measuring them
on the horizontal side – or vice-versa – the positions of one
or multiple conductive objects can be tracked. The current
implementation of WireTouch supports up to 1024 measurable
intersections. In contrast to grid based systems relying on
self-capacitance sensing, ghosting does not pose a problem.2

General Design Considerations
While the actual hardware design may differ from SmartSkin
in many ways, it is heavily inspired by its basic layout. The
sensing system consists of five hardware parts: the main board,
the signal board, the sensor board, the touch panel and a
computer running the tracking software (see Figure 1). The
division of the hardware into separate components enables the
researcher to change parts of the system without necessarily
needing to discard others. This lowers the cost of upgrades, an
aspect which becomes especially relevant in community driven
development where multiple prototypes have to be upgraded
repeatedly. The modular setup allows to rapidly prototype,
exchange and test individual parts of the circuit. During the
development of WireTouch to its current form, the main board
2When the user touches a self-capacitance measurement grid on
multiple locations at once, determining the exact number of touches
and their positions can become challenging. The system will track
touches where there are none (ghost touches). It is, of course, possible
to build a non-grid based self-capacitance measurement based system.
This can solve the ghosting problem, but will reduce the maximum
resolution of the sensor panel considerably.
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Figure 2. Here a 0 to 5V 457 kHz square wave is used to generate the
reference signals. A single crosspoint is measured. The first column (A,
C, E) shows the untouched state. The second column (B, D, F) shows the
touched state (500ns per division). A, B = the signals after passing the
sensor panel, amplified; C, D = the “folded” signals; E, F = the signals
after passing the difference amplifier.

was replaced several times by a breadboard version while the
basic functionality of the sensor and signal board remained
unchanged.

To support the creation of custom hardware derivatives with
minimal equipment, we limited the use of SMD parts to a sin-
gle module. Apart from the signal board, everything can be sol-
dered by hand. We also consciously chose an ATMEGA328P
MCU as the heart of the main board to lower the entry barrier
for interaction researchers which are already familiar with the
popular Arduino IDE.

Circuit Design
The 8-bit AVR RISC-based microcontroller runs Arduino-
compatible firmware and controls the hardware layer of the
system. One of its tasks is to generate a square-wave at an
adjustable frequency (132kHz – 762kHz).

This ”reference signal” is transmitted to the WireTouch signal
board via a board-to-board connection cable and fed through
a voltage buffer. The buffered signal is then passed through a
multiplexer, which applies it consecutively to each vertical line
of the sensor array. The grid lines connected to the signal board
are floating traces. Through the small capacitance formed
between the vertical and horizontal sensor grid lines, the signal
is coupled into the WireTouch sensor board. Each horizontal
line is grounded through a high-value pull-down resistor and

pre-amplifies the coupled signal through a dedicated low-noise
op-amp, before passing it back to the WireTouch main board
after being multiplexed.

In the next step, the main board inverts the signal and uses
an analog switch triggered by the reference signal to “fold”
the coupled signal across the DC part (see Figure 2). The
folded signal is then stretched across the MCU’s supply volt-
age range with a difference amplifier. The stretched signal is
then fed into a peak detector. The peak detector’s capacitor is
programmatically discharged between the measurements of
consecutive intersection points by grounding it via an analog
switch. The MCU’s ADC finally samples the signal for a
software-definable duration. A higher duration reduces the
influence of stray noise. Naturally, as the sampling interval is
increased, the overall frame rate of the system decreases.

The processed signal is sampled at 10 bits of resolution. The
individual measurements are sent to the host computer over
the serial UART link. In order to not waste bandwidth with
padding bits, the data is sent using a packed binary format.
Since the serial bandwidth is comparatively limited, the data
transfer doesn’t employ addressing or partitioning information.
Thus, the host determines the edges of a data frame, as well
as individual node offsets within a frame, solely based on the
total amount of taken measurements per frame. In the case
of bytes being dropped from the serial ring buffer, the system
needs to be re-synchronized to a known state.

Calibration
Due to small imperfection in the sensor matrix, as well as
differences in impedance related to different PCB traces or
cable lengths, the coupling effect exhibits a variance at each
cross point. The calibration aims to adapt to such differences
at the analog processing level by defining parameter offsets for
the difference amplifier baseline and output stage amplification
parameters.

When the calibration starts, these parameters are first reset to
a default value. By repeatedly sampling the circuit output at a
cross point roughly at the middle of the sensor, the difference
amplifier baseline parameters successively run through a pre-
defined range, determining the highest possible value at which
the measurement still exhibits some noise and thus doesn’t
appear to be clipped by the amplification process. The output
amplification remains at the default level during this process.
Once the baseline has been determined, the signal is sampled
at each cross point, but with an iteratively incremented offset
to the output amplification parameter. For each point, the
offset is determined at which the measurement is closest to
the value determined for the sample point in the first stage of
the calibration process. The offsets are stored in the firmware
and get applied to the circuit whenever a given crosspoint is
sampled, thus mitigating both more or less efficient couplings
at any cross point.

Since individual samples can be taken in timeframes of mi-
croseconds, the calibration process can be executed efficiently.
However, in order to alleviate unwanted noise effects, mea-
surements are repeated and averaged for each cross point, as
to improve the accuracy of the calibration mechanism.
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Figure 3. The tracking software, showing the interpolated measure-
ments of a hand, resting on flat 32x22 sensor matrix. The sensor panel is
covered with a 1.5mm thick glass plate.

Figure 4. The software, tracking five moving fingers at 25fps.

The complete calibration process can be executed at system
startup, but can also be re-run at a later time. This is especially
useful for improvised sensor matrices such as glued wires or
flexible surfaces, where the sensor lines might stretch or move
during operation.

SOFTWARE DESIGN
Crucial parameters of the measurement circuit are adjustable
by software running on the connected computer. This in-
cludes the frequency of the reference signal, the duration of
the measurements, the difference amplifier’s subtracted DC
component and the output amplification. Altering these param-
eters via the GU during operation allows to manually fine-tune
the system in accordance to the sensor-design and the objects
to be tracked (see Figure 3). The end result of the scanning
process can be examined visually on the computer screen as
the raw data gets transformed into a grayscale image. One
single image represents one completed scanning routine.

By treating the measurements as a stream of images, methods
and implementations from the field of image processing and
computer vision can be used to filter the captured data. The
current version of our software applies a gamma expansion
and features a set of configurable interpolation algorithms. As
the image-processing happens solely on the computer, other
image enhancement techniques can be added with ease.

The actual tracking of finger tips or other objects is completely
offloaded to the software running on the connected computer.
Due to portability and ease of development we based its imple-
mentation on openFrameworks. OpenFrameworks is a popular
open source cross-platform toolkit that provides access to the
OpenCV library, which includes a robust contour finder [16, 4].
Various third-party libraries are available that extend OpenCV
and provide helpful services, such as blob labelization across
the time axis. The current implementation of the tracking soft-
ware allows the adjustment of the blob detection thresholds
via the GUI. We also implemented a rudimentary TUIO server
which transmits the coordinates and identification numbers of
the tracked blobs to end-user applications running on the same
or a networked machine [7].

EXEMPLARY APPLICATION: AN AUDIO-TACTILE MAP
Tactile graphics are common teaching tools in specialized
schools for visual impaired students. Audio-tactile maps en-
hance tactile maps by linking pre-recorded sounds or synthetic
speech to specific positions (hot spots) on the map. Basic
implementations of this concept exist since the late 1980s [10].
The ability to continuously track multiple fingertips opens up
new possibilities of interaction and new ways of information
retrieval.

To explore this potential, we built a custom-sized sensor panel,
tailored to the dimensions of the tactile maps used at a local
school for visual impaired students. We designed a double-
sided PCB board with 32 vertical traces connected to the signal
board, and 22 horizontal traces connected to the sensor board,
resulting in 768 individual sensors arranged on a 1cm spaced
grid. We covered the top with a tactile map made out of
A4-sized micro capsule paper (see Figure 5).

The visual feedback of the tracking software allowed us to
adjust the sensitivity of the system to the properties of the
touch panel and the material positioned between the panel and
the user. The prototype proved capable of recognizing the
touch of multiple fingers and their continuous movement on
the tactile map.

We sent the coordinates of the tracked blobs to a high-level soft-
ware application, which provided audio feedback whenever
certain areas (hot spots) on the map were touched. We then
created a tangible map of the school building and enhanced
it with sounds, the students had recorded while exploring the
building together with a teacher.

During our first test of the prototypical system, we observed
that users occasionally brought all ten fingers and both palms
into play, in order to acquire a quick overview of larger areas.
In other situations, the second hand served as a static point
of reference: While resting at a certain position on the map,
one or several fingers of the other hand were used to examine
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Figure 5. While moving the fingers across the tactile floor plan, the user
gets auditory cues about near hot spots.

specific details or to measure distances. The continuous play-
back of the recorded sounds lead to a continuous stream of
distracting noise. We therefore decided to decrease the amount
of unintentional playbacks by changing the trigger mechanism
to double-tapping. We also decided to communicate the po-
sitions of the hot spots through sonification. Now the user
would get subtle acoustic cues about hot spots in reach, while
exploring the tactile map. When the fingers of the user passed
a hot spot, the software would generate a stereophonic sound,
informing the user about the relative position by altering its
volume, pitch and balance. To generate these sounds, we sent
the tracking data to a real-time sound synthesis server via the
TUIO protocol.

By implementing a crude palm-detection algorithm we were
also able to discern different modes of the user’s activity au-
tomatically. How these additional informations can be used
to further enhance the interaction with the audio-tactile map –
in particular during dual-handed explorative procedures – is a
matter of future research.

CONCLUSION
We have presented a “full stack” open tracking device and
prototyping platform based on mutual capacitance sensing.
Built on top of widely available, well-documented hard- and
software-components, the system can be readily adapted to
different uses and projects. The firmware, the tracking client
software, the schematics, as well as the PCB layouts are freely
available[17].3

As a demonstration of the system’s capabilities, we described
an exemplary, viable application, which employs finger track-
ing on tactile surfaces designed for visual impaired users. The
versatility of the system allowed us to build a tailor sized sen-
sor matrix and adjust the measurement parameters, taking the
tangible overlay into account. The openness of the tracking

3The software source code and the design files have been released
under the GNU General Public License v3. This, however, does not
free the reader from patent law. Before building and distributing a
specific hardware application, be sure to study the legal situation in
your country.

software enabled us to quickly alter the interactive system
right after we had conducted our first informal user tests.

We hope that WireTouch will support other researchers in
the exploration of new application areas. Future work may
also include the simplification of the circuit and the build
process, the improvement of the overall performance, and
the development of general guidelines for the design of non-
standard sensor panels.

In the broader scheme of things we hope to spark a discussion.
We have argued that the full disclosure of user interface sys-
tems can facilitate HCI research in multiple ways. But we are
also aware that a simple ”bottom up” approach might prove
insufficient. If the development of open soft- and hardware
should become more commonplace in our discipline, matters
of publishability, funding and other structural challenges need
to be addressed.

5



O
PA

M
P-

3 
ac

ts
 a

s 
a 

pr
ec

is
io

n 
pe

ak
 d

et
ec

to
r

O
PA

M
P-

4 
ac

ts
 a

s 
a

di
ffe

re
nt

ia
l a

m
pl

ifi
er

co
nt

ro
lle

d 
by

 P
O

TI
2

O
PA

M
P-

2 
ac

ts
 a

s
(A

) a
 d

iff
er

en
tia

l a
m

pl
ifi

er
co

nt
ol

le
d 

by
 D

IG
I_

PO
T1

(B
) a

 n
on

-in
ve

rti
ng

 a
m

pl
ifi

er

O
PA

M
P-

1 
in

ve
rts

SI
G

_R
EF

 a
nd

 D
EM

U
X_

IN
th

e 
SW

IT
C

H
 m

er
ge

s 
D

EM
U

X_
IN

 w
ith

th
e 

in
ve

rte
d 

D
EM

U
X_

IN
 o

f O
PA

M
P-

1

2.
5V

5V

G
N

D

2.
5V 1u

F

240

24
0

10
0n

F

D
G

41
2D

JZ

5V

G
N

D

10
uF

10
nF

O
PA

23
50

PA

5V G
N

D

1K

1K

1K

1K

1K

O
PA

23
50

PA

5V G
N

D10
0n

F

O
PA

23
50

PA

10
K

27
0K

5V G
N

D

270K

470

G
N

D

AV
R

-M
EG

A8
-P

PT
H

16MHz

G
N

D

22pF 22pF

5V

5V

10
K

10
0n

F

5V G
N

D

5V G
N

D
G

N
D

5V
2.

5V

O
PA

23
50

PA
G

N
D

5V
1K

1K
2.

5V

1K
1K

1K

M
C

P4
15

1-
50

3E
/P

G
N

D

5V

82K

10
K

M
C

P4
15

1-
50

3E
/P

G
N

D

5V

M
O

U
N

T-
H

O
LE

2.
8

M
O

U
N

T-
H

O
LE

2.
8

G
N

D

G
N

D

SI
G

_R
EF

: t
he

 s
ig

na
l s

en
t a

cr
os

s 
th

e 
se

ns
or

 p
an

el
SI

G
_D

IG
: t

he
 d

ig
ita

l s
ig

na
l a

t t
he

 s
am

e 
fre

qu
en

cy
 a

s 
SI

G
_R

EF
C

ur
re

nt
ly

 S
IG

_D
IG

 a
nd

 S
IG

_R
EF

 a
re

 p
ra

ct
ic

al
ly

 id
en

tic
al

.

AD
J

IN
O

U
T

R
EG

U
LA

TO
R

C
2

R1

R
2

C
1

V+
13

VL
12

S1
3

S2
14

S3
11

S4
6

IN
1

1
IN

2
16

IN
3

9
IN

4
8

V-
4

G
N

D
5

D
1

2
D

2
15

D
3

10
D

4
7

SW
IT

C
H

C
3

C
4

V+
8

+I
N

_A
3

-IN
_A

2
-IN

_B
6

+I
N

_B
5

V-
4

O
U

T_
A

1
O

U
T_

B
7

O
PA

M
P-

2

R
3

R5

R
6

R7

R
8

V+
8

+I
N

_A
3

-IN
_A

2
-IN

_B
6

+I
N

_B
5

V-
4

O
U

T_
A

1
O

U
T_

B
7

O
PA

M
P-

3LE
D

1

C
5

V+
8

+I
N

_A
3

-IN
_A

2
-IN

_B
6

+I
N

_B
5

V-
4

O
U

T_
A

1
O

U
T_

B
7

O
PA

M
P-

4

R
9

R
10

R13

LE
D

2 R14

AT
M

EG
A3

28
P

PB
5(

SC
K)

19

PB
7(

XT
AL

2/
TO

SC
2)

10

PB
6(

XT
AL

1/
TO

SC
1)

9

G
N

D
8

VC
C

7

AG
N

D
22

AR
EF

21
AV

C
C

20

PB
4(

M
IS

O
)

18
PB

3(
M

O
SI

/O
C

2)
17

PB
2(

SS
/O

C
1B

)
16

PB
1(

O
C

1A
)

15
PB

0(
IC

P)
14

PD
7(

AI
N

1)
13

PD
6(

AI
N

0)
12

PD
5(

T1
)

11
PD

4(
XC

K/
T0

)
6

PD
3 (

IN
T1

)
5

PD
2(

IN
T0

)
4

PD
1(

TX
D

)
3

PD
0(

R
XD

)
2

PC
5(

AD
C

5/
SC

L)
28

PC
4(

AD
C

4/
SD

A)
27

PC
3(

AD
C

3)
26

PC
2(

AD
C

2)
25

PC
1(

AD
C

1)
24

PC
0(

AD
C

0)
23

PC
6(

/R
ES

ET
)

1

Y1

C6 C7

R
15

FT
D

I

D
TR

R
XI

TX
O

VC
C

C
TS

G
N

D

C
8

1 2 3 4 5 6 7 8

SIGNAL-BOARD

12345678

SENSOR-BOARD

V+
8

+I
N

_A
3

-IN
_A

2
-IN

_B
6

+I
N

_B
5

V-
4

O
U

T_
A

1
O

U
T_

B
7

O
PA

M
P-

1

R
16

R
17

R
18

R19

R
20

VD
D

8

~C
S

1
SC

K
2

VS
S

4

SD
I/S

D
O

3

P0
A

5
P0

W
6

P0
B

7

PO
TI

1

R4

R
11

VD
D

8

~C
S

1
SC

K
2

VS
S

4

SD
I/S

D
O

3

P0
A

5
P0

W
6

P0
B

7

PO
TI

2

1
3 4

2R
ES

ET

SC
R

EW
1

SC
R

EW
2

G
N

D
H

EA
D

ER
1

D
EM

U
X_

IN

D
EM

U
X_

IN

D
EM

U
X_

IN

SH
IF

T_
C

LK

SH
IF

T_
C

LK

SH
IF

T_
C

LK

SH
IF

T_
SE

R

SH
IF

T_
SE

R

SH
IF

T_
SE

R

SI
G

_R
EF

SI
G

_R
EF

SI
G

_R
EF

SI
G

_D
IG

D
IG

I_
PO

T1

D
IG

I_
PO

T1

D
IG

I_
PO

T2

D
IG

I_
PO

T2

SH
IF

T_
LA

TC
H

A B C D E

1
2

3
4

5
6

7
8

A B C D E

1
2

3
4

5
6

7
8

Figure 6. Schematic diagram of the main board, v1.3

6



5V
5V

G
N

D
74

LS
59

5N

O
PA

23
50

PA

5V

G
N

D
M

AI
N

BO
AR

D5V G
N

D

5V G
N

D

10
0n

F

G
N

D

10
0n

F

G
N

D

100nF

M
AX

30
6C

PI
+

M
AX

30
6C

PI
+

Q
B

1
Q

C
2

Q
D

3
Q

E
4

Q
F

5
Q

G
6

Q
H

7

SC
L

10
SC

K
11

R
C

K
12

G
13

SE
R

14
Q

A
15

Q
H

*
9

G
N

D
8

VC
C

16

SH
IF

T1

V+
8

+I
N

_A
3

-IN
_A

2
-IN

_B
6

+I
N

_B
5

V-
4

O
U

T_
A

1
O

U
T_

B
7

O
PA

1
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16

SE
N

SO
R

PA
N

EL
-0

-1
5

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16

SE
N

SO
R

PA
N

EL
-1

6-
31

12345678

MAINBOARD

C
2

C
3

C4

M
U

X1
N

O
1

19
N

O
2

20
N

O
3

21
N

O
4

22
N

O
5

23
N

O
6

24
N

O
7

25
N

O
8

26
N

O
9

11
N

O
10

10
N

O
11

9
N

O
12

8
N

O
13

7
N

O
14

6
N

O
15

5
N

O
16

4

A0
17

A1
16

A2
1 5

A3
14

C
O

M
28

V-
27

G
N

D
12

V+
1

EN
18

N
C

2

N
C

3

N
C

13

M
U

X2
N

O
1

19
N

O
2

20
N

O
3

21
N

O
4

22
N

O
5

23
N

O
6

24
N

O
7

25
N

O
8

26
N

O
9

11
N

O
10

10
N

O
11

9
N

O
12

8
N

O
13

7
N

O
14

6
N

O
15

5
N

O
16

4

A0
17

A1
16

A2
15

A3
14

C
O

M
28

V-
27

G
N

D
12

V+
1

EN
18

N
C

2

N
C

3

N
C

13

SI
G

_R
EF

SI
G

_R
EF

SI
G

_D
IG

SI
G

_D
IG

A B C D E

1
2

3
4

5
6

7
8

A B C D E

1
2

3
4

5
6

7
8

Figure 7. Schematic diagram of the signal board, v1.3
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Figure 8. Schematic diagram of the sensor board, v1.3
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