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Preface 

A questionnaire is an important tool to collect 

information in research. The quality of the 

questionnaire influences the success in data 

collection and eventually help to answer the study 

objective(s). This present book discusses the 

overall approach in developing four types of 

questionnaires for quantitative research namely (a) 

Questionnaire that is designed to collect facts or 

information, (b) Questionnaire that is designed to 

measure knowledge, (c) Questionnaire that is 

designed to measure latent variables, and (d) 

Questionnaire that is designed to screen or 



diagnose a subject. The process starts from 

understanding of the objective(s) of study, content 

and scope of study, knowledge exploration, item 

development and ultimately testing the reliability 

and validity of the questionnaire. This book aims 

to serve as a quick guide for researchers in 

developing a quality questionnaire for their survey 

research. 

 

Adam & Shirin 

November 2021 
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Abbreviations 

No. Abbreviations Definition 

1 5W1H Five interrogative words 

such as what, where, 

when, why and how 

2 AGFI Adjusted goodness-of-fit 

test 

3 AHI Apnoea-Hypopnea Index 

4 BP Blood pressure 

5 CFA Confirmatory factor 

analysis 

6 CFI Comparative fit index 

7 DASS Depression, anxiety, 

stress scale 

8 DQOL Diabetes Quality of Life 



9 EFA Exploratory factor 

analysis 

10 GFI Goodness-of-fit index 

11 MOS-SF36 Medical outcome study – 

Short form with 36 items 

12 KAP Knowledge, attitude and 

practice 

13 OSA Obstructive sleep apnoea 

14 RMR Root-mean-square 

residual 

15 RV-DQOL13 Revised version of 

Diabetes Quality of Life 

with 13 items 

16 SDSCA Summary Diabetes Self-

Care Activities 

17 WHO World Health 

Organization 
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Chapter 1  

Background 

 

 A questionnaire is often the preferred 

platform for eliciting relevant information from a 

target population or its sample. Hence, it is defined 

as “a set of printed or written questions with a 

choice of answers, devised for the purposes of a 

survey or statistical study” (Oxford Dictionary, 

2018). In other words, a questionnaire can also be 

referred as a set of relevant questions that are 

assembled together in a digital (soft copy) or non-



digital (hard copy) format aiming to collect 

information from the target study subjects (who 

are also the respondents) for record-keeping and/or 

research purposes.  

The quality of a questionnaire is vital for 

enabling the researcher to collect important and 

relevant information in an efficient and effective 

manner, because the use of a questionnaire for 

collecting information can result in a waste of time 

and effort if it is not well-designed. Therefore, 

proper steps are necessary to be taken in order to 

develop a high-quality questionnaire especially for 

research purposes. Therefore, this book aims to 



serve as a guide for undertaking questionnaire 

development studies in medical research. Despite 

the wide availability of research publications in the 

field of questionnaire development, a thorough 

discussion of the broader overall scope of the 

questionnaire development process particularly 

within the medical discipline is still lacking and 

can therefore be further enhanced (McColl and 

Thomas, 2000; Wilkinson and Birmingham, 2003; 

Boynton and Greenhalgh, 2004; Rattray and Jones, 

2007). This underpins the purpose of this book, 

which aims to fill in the gap by compiling a very 

useful list of practical considerations when 



developing a scientifically valid questionnaire for 

collecting data in research. 

Since research in the medical discipline 

mostly deals with data regarding patients and their 

medical condition (including their diseases, 

treatment modalities offered and treatment 

outcomes), thus the development of a 

questionnaire will need to follow a careful list of 

pre-defined steps which are planned out 

thoroughly as each of these steps will have a direct 

impact on the quality of data collected. 

Furthermore, the existence of a wide variety of 

different research designs for medical research 



adds complexity to this process.  Generally, the 

process of questionnaire development starts with 

understanding the problem statement of a research 

proposal (through a review of relevant literature, 

and/or a discussion with subject matter experts), 

which shall next lead to the setting of research or 

survey objectives, and then to the formulation of 

an overall design of a questionnaire, which 

includes the planning and execution of an 

appropriate research design, and then finally to the 

assessment of its overall reliability and validity.  

Besides, this book also places an emphasis 

on the questionnaire development process for 



medical research by providing a list of instructions 

for a researcher to follow when tailoring to the 

specific requirements for designing each of the 

various types of questionnaires. Although the 

majority of the examples cited in this book have 

been obtained from the published medical 

literature, the generic questionnaire development 

process can often be applied in many other fields. 

Hopefully, this book can provide novice 

researchers with valuable guidance for enabling 

them to design and validate a new questionnaire. 

A checklist which consists of a list of important 

pre-defined steps will be provided in the final 



chapter of this book to guide researchers in a step-

by-step manner for conducting research in 

questionnaire development studies. However, it 

must be noted that this book caters for the 

development of a questionnaire for quantitative 

studies only; and hence it may not be applicable 

for developing a questionnaire in qualitative 

research, since qualitative research will involve 

the use of a set of different approaches for 

designing, developing and validating a 

questionnaire. 

  



 

1.1 To obtain a clear understanding of the 

research topic  

The first step for conducting a research 

study is to obtain a clear understanding of the 

background subject matter for the topic of interest. 

A comprehensive literature review shall initially 

be undertaken by the researcher in order to obtain 

an overview of all existing research work being 

conducted in this area. Likewise, a preliminary 

literature review will also be necessary for 

conducting a questionnaire development study. 

Below are some questions that a researcher should 



focus on answering when performing a literature 

review.  

● What is the scope of my research? 

● What is/are the study objective(s)? 

● What is the current state of 

knowledge and/or latest updates 

on the subject matter of interest? 

● What are the key findings and/or 

lessons learnt from previous 

research on a similar topic or study 

design? 



● How will the new study findings 

add to current repertoire of 

knowledge in this area of interest?  

● Based on the researcher’s capacity, 

will this study be feasible? 

● If preliminary research reports for 

a benchmark study (i.e. any 

published research papers on the 

topic of interest with a similar 

scope) are available; then based on 

these reports, what approach 

should the researchers be adopting 

when conducting this new study? 



● What are the potential and/or 

actual impact of this new study?  

Apart from performing a literature search, 

the researcher will also need to hold a 

brainstorming session with other investigators, and 

to discuss with subject matter experts from the 

relevant field, or to conduct interview with 

potential respondents and to make certain 

observations about the area of interest to identify 

any knowledge gaps. This means that a researcher 

will have to gain relevant knowledge in the subject 

matter, and to review all relevant research work 

done on the subject, and then to discuss with the 



other investigators until he/she has acquired a clear 

understanding of the right direction in which a new 

study should be heading towards. It is therefore 

advisable for him/her to formulate a clear and 

answerable research objective(s) before 

embarking on a new study. It is not surprising that 

a researcher may occasionally have to suspend a 

study by taking one major step backward for 

making a major revision of the study protocol in 

either its study design or methodology (or both) 

midway through conducting a new study, probably 

due to a major flaw arising from inadequate 

literature review and/or research planning. This 



will lead to a waste of time spent and effort made 

by both investigators and study subjects.  

In a typical questionnaire development 

study, a researcher should know what questions 

should be considered as essential and what is the 

most appropriate method to frame the question in 

the questionnaire for eliciting the answers to these 

questions. For example, a research team who 

wishes to develop a quality of life (QoL) 

questionnaire should carefully study the definition, 

underlying theory and the overall concept of 

quality-of-life (QoL). As the theory of QoL may 

evolving, it is thus necessary to perform a careful 



review of both historical and contemporary 

scientific literature on QoL.  

A QoL questionnaire has been studied for 

many decades and there are many well-developed 

instruments such as MOS-SF36, EQ5D and 

WHOQOL-BREF, (Ware & Sherbourne, 1992; 

EuroQol, 1996; The WHOQOL Group, 1998). 

Therefore, one of the questions which a researcher 

can potentially pose is that whether it is necessary 

to develop another QoL measure. In addition, a 

series of other related questions will often be posed 

by a researcher as well. These include: ‘What is the 

basis for developing a new QoL measure?’, ‘What 



are the benefits which can accrue from this new 

QoL measure?’, ‘Is it really necessary to develop 

a new QoL measure?’, ‘Will the domains in the 

existing questionnaire have to be further 

enhanced?’, ’What are the weaknesses and/or 

limitations of the previous QoL measures?’, ’What 

possible advantages will this newly developed 

QoL instrument offer?’, etc.. 

All these questions should ideally be 

carefully considered by the research team before 

they make a decision for proceeding with the new 

study, in order to be able to provide a valid 

justification for it.  



Key messages: 

● Understanding the subject matter is an 

important pre-requisite before embarking 

on a new scientific research study. 

● This understanding can be acquired 

through a careful review of the literature, 

or via holding a brainstorming session 

among the investigators, or engaging in 

fruitful discussion with other subject 

matter experts, or via conducting open-

ended interviews with potential 



respondents and making certain 

observations about the subject matter.  

● Once the researcher has acquired a clear 

understanding of the subject matter, he/she 

should be able to define their proposed 

scope of study, the tentative study 

objective(s) and will thereby be able to 

select an appropriate research design.



Chapter 2  

Types of Questionnaires  

 

This book introduces four types of 

questionnaires, namely: a questionnaire is 

designed to (1) retrieve facts or information, (2) 

measure knowledge, (3) measure latent variables 

and (4) screen for or diagnose a medical condition.  

To the best of our knowledge, the categorization of 

four different types of questionnaires has not been 

described or emphasized in the existing literature. 

This categorization of questionnaires will be 



introduced in this book, which is based on an 

explicit understanding of the approach taken by 

scholars in developing and validating various 

types of questionnaires, especially within the 

existing literature on medical research.  

 



 

Figure 2.1: Four main types of questionnaires 
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2.1 Questionnaire that is designed for 

collecting facts or information 

 Fact or information about an individual 

belongs to actual data which describes the true 

characteristics of an individual. Examples include 

any information that are related to the 

demographic profile of the study respondents such 

as gender, age and ethnicity. Besides, such 

information can also be related to their socio-

economic class such as their monthly income or 

medical history, such as co-morbidities, treatment 

outcomes and/or complications for a medical 

condition (NHAM, 2015). As long as such 



information is depicting the true characteristics of 

a study subject, then the questionnaire that is 

designed this type of information shall fall under 

this category.  

 This category of questionnaire is widely 

utilised for collecting data for record-keeping 

purposes in various fields of research, such as in 

the medical field where specific details of 

individual patients are being collected; or for 

administrative purposes where details of staff and 

customers and/or particular information related to 

products or services such as brands, or product 

specifications will be collected; along with many 



others. Although such data will initially be 

collected for future reference only; however, after 

having accumulated a large pool of data, they can 

subsequently be extracted and then analysed 

further, in order to derive useful information by 

observing any trends and/or patterns which 

possibly emerge from such data. Indeed, such 

information can often be useful for guiding the 

managers or researchers in their future planning 

and/or making important decisions.  

In an established registry such as a patient 

registry or a disease registry, patient information 

can often be used for research purposes, although 



they are initially collected for the purpose of 

monitoring their disease progression (NHAM, 

2015). The usual approach for asking the questions 

for this type of questionnaire are simply stated 

without having to resort to using an interrogative 

approach such as asking “what”, “when”, “who”, 

“why”, “where” and “how” (5W1H) questions. 

These questions are often straightforward and 

supposed to be easily understood by the study 

subjects or study administrators. For those 

complicated surveys like a patient registry, the 

questionnaire will usually be accompanied by a 



variable dictionary which provides each and every 

variable with a specific definition (NHAM, 2015). 

 

2.2 Questionnaire that is designed to 

measure the level of knowledge   

 The second type of questionnaire is one 

which aims to measure the level of knowledge 

attained by students or study respondents in a 

specific module of field. For example, the standard 

examination questionnaires are designed for 

formal academic purposes to evaluate the 

academic performance of students from various 

education levels. On the other hand, there is also a 



questionnaire that aims to measure the level of 

knowledge attained by a study respondent in a 

specific subject, such as the level of knowledge 

about antibiotics among medical officers or the 

patients’ level of knowledge regarding diabetes 

mellitus (Thriemer et al., 2013; Gulabani et al., 

2008). Hence, this type of questionnaire aims to 

measure a student’s or a study respondent’s 

performance in their level of knowledge attained, 

rather than for the purpose of keeping such records 

for future reference.  

The guidelines presented in this book are 

not meant to measure the level of knowledge 



attained by a study respondent, as shown by an 

examination questionnaire for the purpose of 

assessing academic performance. Different 

academic institutions or organizations may have 

their own processes in developing and validating 

the assessment criteria for such examination 

papers. Conventionally, the set of questions 

specifically designed for examination papers will 

vary in each examination to prevent these students 

from focusing on how to spot the potential 

examination questions instead of truly mastering 

the subject by properly learning and assimilating 

the teaching materials. Therefore, the scope of this 



book is merely to measure the magnitude of 

knowledge in a specific subject matter which has 

been mastered or acquired by a specific 

population; since its ultimate aim is usually to 

improve an existing intervention or to introduce a 

new intervention, apart from measuring the 

knowledge level of a subject which has been 

acquired by a specific population.  

Some of these ‘knowledge’ questionnaires 

can be fixed or just slightly modified from the 

existing sets of questionnaires. This type of 

‘knowledge’ questionnaire is usually designed for 

testing the level of knowledge attained by the 



customers, patients and other prospective study 

respondents with the ultimate intention of 

improving an intervention, product or service 

rather than ranking the study subjects based on 

their knowledge (Berikai et al., 2007; Wirtz et al., 

2009). For example, knowledge about antibiotic 

usage can often be necessary to be assessed among 

patients so that proper counselling and/or 

consultation on judicious antibiotic use can then be 

provided to the patients.  

This type of questionnaire is usually self-

administered and the knowledge level will be 

assessed by applying the 5W1H questions. The 



response can be elicited in a binary manner (i.e. 

Yes or No), or via answering a multiple-choice 

question, or by matching, or by assigning a score 

and by answering with an open-ended text.  When 

answering the questions, the study subjects will 

need to provide definite answers based on their 

current level of knowledge. The most important 

characteristic of a ‘knowledge’ questionnaire is 

that the questions should only relate to facts or 

common understanding of an actual state or 

condition. Thus, the answers for all the questions 

should be made available in peer-reviewed 

published materials such as textbooks or from 



published guidelines by reputable institutions 

including the World Health Organization (WHO) 

(WHO, 2018).  

 

2.3 Questionnaire that is designed to 

measure latent variables 

The third category of a questionnaire is one which 

is designed to measure one or more latent 

variables. A latent variable is a variable that is 

almost impossible to be measured by using any 

machine or device. In other words, the latent 

variables are variables inferred from other 

variables that can be observed directly (Bollen, 



2002). For example, there is no device that 

measures health-related quality of life of a study 

subject and therefore, the feedback provided by the 

study subjects will be derived from their answers 

to a set of questions which are currently used to 

measure their health-related quality of life.  Based 

on Figure 2.1, there are eight latent variables that 

represent the measure for health-related quality of 

life which consists of physical activities, social 

activities, role activities due to physical problems, 

bodily pain, mental health, role activities due to 

emotional problems, vitality, and the general 

health condition (Ware and Sherbourne, 1992).  



  

Figure 2.2: An example of latent variables to 

represent a measure of health-related quality of 

life 
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Questionnaires that are designed to 

measure latent variables are the most difficult to 

develop and validate because the measurement of 

latent variables can often be subjective and how 

the study subjects can perceive the parameters is 

likely to differ between individuals. In the medical 

field, a few examples of such questionnaires that 

fall under this category are Medical Outcome 

Study Short-form36 (MOS SF36), Depression 

Anxiety Stress Scale (DASS) and Summary 

Diabetes Self-care Activities (SDSCA) (Ware and 

Sherbourne, 1992; Lovibond and Lovibond, 1995; 



Toobert and Glasgow, 1994); which are widely 

used for measuring latent variables.  

The response to be elicited by this type of 

questionnaire is usually measured by a Likert 

scale. Such questionnaires are validated by using 

exploratory factor analysis (EFA) which will 

sometimes be followed by structural equation 

modelling (SEM). Both are statistical techniques 

to help researchers in dividing many items or 

questions into several possible and logical 

domains or factors. Such domains can later be 

defined to represent a specific characteristic of the 

population, and so the next chapter provides the 



recommended steps for designing a questionnaire 

that aims to measure the magnitude of a specific 

parameter. 

 

2.4 Questionnaire that is designed to 

screen or diagnose a subject 

Diagnosing a medical condition in a study 

subject is very common in the medical field. The 

medical condition in these study subjects can often 

be diagnosed by using methods like a structured 

interview such as one that is usually conducted by 

psychiatrists to diagnose depression. On the other 

hand, in a variety of many other instances, the 



diagnosis can often be confirmed by using a 

specialized machine. For example, the gold 

standard for diagnosing obstructive sleep apnea 

(OSA) is the attended overnight level I 

polysomnogram (PSG). It requires the patient to be 

admitted overnight at a medical facility which has 

a sleep study centre. Polysomnography is used to 

measure the apnoea-hypopnoea index (AHI) and 

various other parameters; and so the severity of 

OSA will be measured with the AHI, which is the 

number of apnea and hypopnea events per hour of 

sleep. AHI reading exceeding 5 indicates that a 

patient has OSA (Young et al., 2002). 



However, these procedures (i.e 

administering a structured interview or using a 

complicated device) are often time-consuming and 

costly especially when many subjects are 

suspected to have depression or OSA, and it is 

necessary to perform a diagnosis for each subject. 

Therefore, questionnaires are specifically 

developed by scholars to help screen subjects for 

conditions such as depression and OSA (Netzer et 

al., 1999; Chung et al., 2008). This will save time, 

manpower and cost since only those study subjects 

that potentially have a higher risk which will be 

detected by the screening questionnaires will then 



be required to undergo further diagnostic tests for 

confirmation. This type of screening questionnaire 

is important for complementing the existing 

diagnostic procedures.  

This type of questionnaire is also related to 

facts, science or knowledge. The outcome has to 

be scientific with a list of distinct criteria and 

which must be answered in a binary manner such 

as ‘diseased’ or ‘not diseased’ (i.e ‘depressed’ 

versus ‘not depressed’). All the questions posed by 

this type of questionnaire will need to link and 

directly correspond to the outcome. Hence, the 

responses to all the questions will have to be 



supported by research or scientific evidence. 

These responses will usually be transformed into a 

score and then be divided into two categories such 

as ‘with disease’ or ‘without disease’. The 

accuracy of this type of questionnaire will be 

tested and considered valid if the performance of 

the questionnaire in detecting a ‘positive’ or 

‘negative’ event of interest is substantially high 

although its accuracy of such a detection is often 

not as high as the gold standard for such a 

measurement. 

Ideally, a screening questionnaire is 

usually not designed to substitute the gold standard 



for this measurement (i.e. structured interview to 

diagnose depression or PSG machine to diagnose 

OSA) since it is often very unlikely for the 

performance of a ‘screening’ questionnaire to be 

as good as the gold standard in the detection of the 

event of interest (i.e. depression or OSA). 

However, this type of questionnaire will be 

developed with an intention to screen for a medical 

condition in the study subjects which can also be 

used as preliminary evaluation to rule out the ‘non-

disease’ cases. This is a useful approach for 

minimizing the overall cost of performing a 

diagnosis and screening for a medical condition in 



a study subject especially when the procedure for 

diagnosing a case can often be too costly and time-

consuming.  

 

 

 

 

 

 

 

 

 

 



Chapter 3  

Framing of Questions for a 

Questionnaire 

 In a survey research, asking appropriate 

questions and eliciting the ‘correct’ types of 

responses are two important elements for 

developing a versatile questionnaire. Both should 

complement each other and the ideal combination 

of the two will lead to a successful survey research 

by collecting the right information to answer the 

study objective(s).  



3.1 The necessity to adopt the right 

approach for asking questions or obtaining 

information 

 This chapter discusses a variety of 

differing approaches in asking questions, eliciting 

the responses from the respondents and developing 

valid measurement scales. Generally, questions 

can often be developed in many various ways but 

overall it is always the prerogative for the 

researcher to choose the most appropriate way to 

frame the questions that aim to address the study 

objective(s). The fundamental tenet for developing 

a good questionnaire is to create straightforward 



and unambiguous questions that will both answer 

the research questions and address the study 

objectives. In addition, it is also necessary to 

decide beforehand the appropriate responses for 

each question. For instance, the researcher will 

have to decide whether it is more appropriate to 

elicit an open-ended response, or a binary response 

(“Yes” or “No”) or a response based on a Likert-

scale. This is because the researcher must ensure 

that the responses elicited from the study 

respondents will be able to provide enough 

information, which are packaged in a sufficient 



level of details which is of sufficient depth, and 

can be amenable to meaningful analysis.  

 In a qualitative survey research, questions 

are usually being framed by using interrogative 

words such as ‘What’, ‘Where’, ‘Who’, ‘Why’, 

‘When’ and ‘How’, which belong to the type of 

questions that are designed to elicit subjective 

responses. Such an approach will enable the 

researcher to obtain in-depth information from the 

respondents. Apart from this, the researcher will 

need to understand how to analyse the 

respondents’ feedback by using methods such as 

thematic analysis. Quantitative analysis is rarely 



needed in qualitative research. Contrarily, in 

quantitative research, the types of responses 

elicited from the study respondents are very 

important because these quantitative data must be 

presented in way that allow them to be analysed by 

using appropriate statistics. 

 It is too lengthy to describe all the possible 

ways to choose an appropriate type of question for 

a questionnaire. Therefore, to keep things simple 

for a researcher, the following description 

provides two approaches which can often be used 

to frame a question in such a way that it will 

address the study objective for a survey research: 



a. The ‘5W1H’ type of questions.  

The 5W1H are the interrogative words that are 

used to ask questions such as “What”, “Where”, 

“Who”, “Why”, “When” and “How”. In addition, 

“whom” or “do/does” can also be used as 

interrogative words. Such questions will end with 

a question mark “?”. The choice of interrogative 

word shall depend on the type of information to be 

collected. Therefore, it will also be necessary to 

select an appropriate response which corresponds 

directly to the question. Generally, there are three 

main types of suitable responses to most 

questionnaires, namely: open-ended answers, 



dichotomous responses such as “Yes” or “No”, 

and multiple-choice type of answers.  

b. The ‘non-5W1H’ type of questions. 

It is possible for some data or information to 

be retrieved without using interrogative words. In 

such cases, the type of information to be elicited 

from study respondents is often simple or 

commonplace and can be easily understood by 

both researchers and respondents. An example of 

such information for a survey research is 

demographic profile of study respondents that can 

be asked without posing the ‘5W1H’ type of 

questions and the possible feedback options for 



them are usually designed to be a multiple-choice. 

For example, in a questionnaire, it is often 

sufficient to state “Gender” and then to provide a 

binary option which can either be (1) Male or (2) 

Female (see Figure 3.1). It is commonly 

understood that the respondent should answer by 

choosing one of the two options. In a patient 

registry, many questions can also be asked by 

adopting the same approach to collect clinical 

information such as type(s) of treatment offered, 

treatment complication(s) and outcome variable(s) 

(NHAM, 2015).  

 



3.2 Tips for framing the questions in a 

questionnaire 

Below are some of the useful tips for framing the 

questions in a questionnaire: 

● To ensure that all questions are designed to 

focus on addressing the study objectives 

It is necessary to develop questions which are 

in line with the scope of a study and which can 

address the study objectives. So, an astute 

researcher will need to acquire a strong 

knowledge base of the subject matter in order 

to determine what question(s) should be posed.  

 



● To use simple language   

The language to be used in a questionnaire 

should be easily understood by the study 

respondents because they will have to respond 

to each question. Thus, the researcher will 

need to gauge the level of knowledge and 

understanding of the respondent population. 

 

● To avoid double-barreled questions.  

It is recommended to pose the question in such 

a way which will be asking for a single message 

at a time. For a more profound idea or a 

complex concept, it will be necessary to split it 



into multiple questions. For example, “Are your 

supervisor morally good and kind-hearted?” 

The problem with this question is being morally 

good is different from being kind-hearted. 

 

● To avoid leading/loaded questions  

It is also advisable to phrase the question in 

such a way that it will not direct the respondent 

to choose any particular response(s). Such 

leading questions will often introduce bias to 

the results obtained from a questionnaire. For 

example, “Why did you have difficulty with 

online learning?” This question shall directly 



imply the answer which inadvertently leads to 

the assumption that online learning is the root 

of the problem. It also casts the blame on the 

user, which is a source of bias. Moreover, this 

question will become a loaded question if the 

respondent has no prior exposure in online 

learning; because a loaded question usually 

makes an assumption about the respondent and 

then imposes on them to select an answer which 

he/she will often not be familiar with. 

 

● To avoid double-negative questions 



Use of two negative words in a question can 

often confuse the respondents, who may 

misinterpret the question. For example, “Why 

you don’t do nothing?” “Don’t” and “nothing” 

are both negative words which can confuse 

respondents and then elicit a wrong response 

from them. 

 

● To avoid long questions 

Long questions are often not likely to be 

focused and specific and therefore they tend to 

explore more than one thing at a time. The 

respondents may lose focus when they try to 



comprehend such questions and so they will 

end up having difficulty in understanding them 

and responding to them appropriately. 

 

● To refrain from asking questions on sensitive 

issues and to pose such questions only if really 

necessary  

Avoid posing questions that are considered a 

sensitive issue for the community or the public. 

Questions exploring topics such as racism, 

sexuality and cultural differences may be 

deemed as sensitive for a study respondent. 

Such questions may potentially hinder the 



respondent from providing an honest, candid 

answer for their overt fear of judgment by the 

researchers or even worse, they may make them 

decide not to answer. Hence, it is imperative for 

the researcher to rephrase such questions very 

carefully and to consider an alternative way to 

elicit responses that pertain to sensitive issues. 

If deemed necessary, then such sensitive 

questions should be carefully and appropriately 

asking so that the respondent will not feel 

offended.  

 



● To understand who are the prospective 

respondents and their level of prior knowledge 

and understanding of the subject matter 

First of all, researchers should not overestimate 

the respondents’ capability and capacity to 

provide appropriate responses to the questions 

in a questionnaire. Do not pose any questions 

that are beyond the respondent’s ability to 

comprehend and also do not over-estimate the 

knowledge level of a study respondent. 

Secondly, it is also necessary to refrain from 

making unfounded assumption(s). For instance, 

an elderly patient with type II diabetes may not 



necessarily have suffered from diabetic 

complications.  

 

● To give higher priority to those questions that 

are amenable to statistical analysis  

For a quantitative research, the researcher will 

need to ensure responses collected are 

amenable to statistical analysis. Thus, the 

researcher will need to develop an appropriate 

measurement scale for determining the 

magnitude of these responses (which will be 

discussed later in this chapter) and then to apply 

such a scale when assessing these quantitative 



responses. It is therefore worth mentioning here 

that we must always bear in mind that a 

qualitative research may probably require a 

different approach when asking questions of a 

qualitative nature. 

 

● To provide a justifiable, relevant and valid 

response for each question 

A good question should be paired with a good 

response option. Look at this question. 

What colour do you like most? 

○ Blue (     ) 

○ Red (     ) 



○ Black (     ) 

○ Others (     ) 

Ideally, the researcher should decide if the 

above three options are sufficient to be 

representative of colour preferences for most 

respondents.   

 

● To standardize the format for the expression of 

responses of questions  

Some questions may require responses which 

are expressed in a standardized format. For 

example, the respondent can report a date in 

several different formats and therefore it will be 



easier for the researcher to standardize the 

format for the expression of this variable (such 

as “dd/mm/yyyy” or “dd.mm.yyyy”).  

 

● To exercise caution when dealing with 

questions that may require multiple responses 

Some questions may have multiple answers to 

it. For example, common answers to the 

question “State your co-morbidities” are 

hypertension, diabetes mellitus, dyslipidemia 

and many more. Thus, the best way to elicit 

responses for this type of question is by 



providing an option for each possible co-

morbidity, as shown in Figure 3.1. 

 

Question:  

Please mark “x” to indicate your status of 

having (or not having) co-morbidities in the 

bracket provided. 

 

● Hypertension Yes (   )   No (   ) 

● Diabetes mellitus Yes (   )   No (   ) 

● Dyslipidemia Yes (   )   No (   ) 

● Others (Please state: ____) 

Figure 3.1: Examples of questions with multiple 

responses 

 



3.3 Types of responses and measurement 

scales  

 Regardless of whether the questions are 

using interrogative words or not, the responses 

provided by the respondents should always be 

amenable to analysis. This is the ultimate aim of a 

questionnaire, i.e. to collect relevant data or 

information from study respondents. The types of 

responses shall vary between each question, which 

will depend on the information intended to be 

collected by researchers. There are four types of 

measurement scales such as nominal, ordinal, 



interval and ratio. The brief explanation for each 

scale is as follows: 

 

● Nominal scale 

The nominal scale uses numbers to represent 

categorical data. Examples of nominal scales are 

shown in Figure 3.2. These numbers should not be 

added, subtracted or multiplied as it is merely a 

coding for the categorical data it represents. There 

is also no ascending or descending order for the 

nominal scale.  



Instruction: Mark “x” 

on each question below.  

 Gender 

 Male  (   x  ) 

 Female  (       )  

 Ethnicity 

 Malay   (       ) 

 Chinese (   x  ) 

 Indian   (       ) 

 

Figure 3.2: Examples of questions where the 

responses are expressed using the nominal scale 

 

  

Code’s definition: 
Gender:  

Male = 1  
Female = 2 

Ethnicity:  
Malay = 1  
Chinese = 2  
Indian = 3 



● Ordinal scale 

In ordinal scale, numbers represent the 

ranking and order of the data without a clear 

degree of variation between the ranks. Ordinal data 

are quantitative data of naturally occurring ranks 

to provide information about ‘more than’ or ‘less 

than’. Therefore, ordinal data can provide a 

measure of magnitude of non-numeric 

characteristics such as satisfaction, preference and 

happiness. One commonly used example of 

ordinal scale is the Likert scale that aims to 

describe for instance respondent’s satisfaction 



level, ranging from e.g. ‘Very Satisfied’ to ‘Very 

Unsatisfied’.   

Likert scale can be a five-point, seven-

point or even ten-point scale which is used by the 

study respondents to express their level of 

agreement to a particular statement. Instead of a 

simple ‘yes/no’ answer, the Likert scale allows the 

respondent to have varying magnitude of opinions. 

One possible downside of this scale is that 

respondents may not answer truthfully due to 

social desirability (or expectations for social 

norms) and hence, compromising the validity of 

data collected. For example, questions derived 



from the Revised Version of DQOL (RV-

DQOL13) are formulated with responses which 

are expressed in a 5-point Likert scale to explore 

the study respondents’ satisfaction (Bujang et al., 

2018) (see Figure 3.3). 

  



The Revised Version of DQOL (RV-DQOL13) 

Questionnaire 

Please read every statement carefully and circle the number 

that best describe your feeling or situation.  

Sila baca setiap penyataan dengan teliti dan bulatkan 

nombor yang paling sesuai untuk anda. 

1= Very satisfied/Sangat puas hati  

2=Moderately satisfied 

3=Neither satisfied nor dissatisfied 

4=Moderately dissatisfied 

5= Very dissatisfied/Sangat tidak puas hati 

 



Figure 3.3: Examples of questions where the 

responses are expressed using the ordinal scale  

  



● Interval data 

In interval scales, the numbers are aligned with 

each other on a continuum and the division 

between each number has an equal difference. This 

is unlike in ordinal data, where the gaps between 

the numbers are usually not identical. For 

example, when measuring temperature, the 10-

degree Celsius difference between 20 and 30 is the 

same as the 10-degree Celsius difference between 

80 and 90. The zero in interval scales represents a 

value, rather than a true zero. Examples of interval 

scales are the Celsius and Fahrenheit temperature 

scales, in which a zero degree does not indicate an 



absence of temperature. Data that are presented on 

the interval scales can be expressed as a mean 

when analysing the data. Based on Figure 3.4, the 

responses to the questions are considered to be 

expressed as an interval scale since the intervals 

between each number are identical where the 

difference between each option in the above 

example is equal to 1 hour. 

  



Instruction: Circle the best answer according to 

your own eating habit 

1. Normally at what time will you be having 

your breakfast? 

b. 6.00am 

c. 7.00am 

d. 8.00am 

e. 9.00am 

f. 10.00am  

 

Figure 3.4: Example of question where the 

responses are expressed and measured using the 

interval scale 

 

  

Code’s definition: 
6.00am = 1 
7.00am = 2 
8.00am = 3 
9.00am = 4 
10.00am = 5 



● Ratio 

Ratio scale is similar to interval scale, except that 

it has a true zero which indicates a complete 

absence of the item on the measurement scale. 

Examples of ratio scales are height, weight and 

money. A reading of zero in height scale indicates 

non-existence. Ratio scale also provides 

information about the relative magnitude of 

scores. For instance, it can be interpreted that 20kg 

is twice as heavy as 10kg. Based on Figure 3.5, all 

the six questions require responses to be expressed 

in the ratio form. However, the ratio scale does not 

need any coding unlike nominal, ordinal and 



interval scale because the values refer to the exact 

measurements obtained from a study subject. The 

measurement units for such questions must be 

clearly specified in order to prevent inconsistency 

in eliciting responses from the study respondents 

and also to obviate the need for the researchers in 

making assumptions when reviewing the 

responses.  

  



 

Instruction: Please answer all questions 

1. Age:   _______ years  

2. Height:   _______ cm 

3. Weight: _______ kg 

4. BMI:   _______ kg/m2 

5. BP systolic: _______ mm Hg 

6. BP diastolic: _______mm Hg 

 

Figure 3.5: Example of questions where the 

responses are expressed and measured using the 

ratio scale 

 

 

  



For the sake of brevity, it can be summed 

up by saying that as long as the researchers have 

been equipped with the knowledge on the four 

different measurement scales, they will be able to 

design questions that can be analysed, particularly 

for a quantitative research study. This will also 

help them to identify appropriate statistical tests 

for performing subsequent data analysis. For 

example, frequency along with percentage data 

(%) is suitable for nominal and ordinal data; while 

mean with standard deviation is suitable for 

interval and ratio scales (provided that such data 

are normally distributed).  



Despite the above contention, we must 

emphasize that it is not our proposition that open-

ended answers are not allowed for a questionnaire 

and therefore should not be condoned. In fact, 

open-ended answer plays a very important role in 

capturing detailed information and in exploring 

new concepts or knowledge areas. For a medical 

survey, the detailed information captured from the 

open-ended question may not be analysed directly 

but the information can be kept as a reference for 

future use if necessary. If a researcher plans to 

analyse feedback obtained from open-ended 

questions, he/she will need to convert these 



feedbacks to categories or multiple-choice 

responses. For example, instead asking “State your 

co-morbidities” and provide an open-ended 

answer, researchers can convert the response to 

multiple questions with a close-ended ‘Yes/No’ 

response. To visualize this, please refer to Figure 

3.1. 

 



Chapter 4  

Step-by-step Procedures for 

Questionnaire Development 

 

Ideally, the recommended process for 

questionnaire development shall include (1) 

understanding the content and scope of the subject 

matter, (2) designing the structure and format of a 

questionnaire, (3) evaluating for both its content 

and face validity, (4) conducting a pilot study and 

(5) doing a fieldwork study to assess the reliability 

and validity of the questionnaire. Before starting to 



develop a new questionnaire, researchers will need 

to pre-specify the ultimate aim of a new 

questionnaire by answering the following 

questions, such as:  

(i) Is this questionnaire going to collect 

only facts and information, or  

(ii) Is it a knowledge-based type of 

questionnaire which is designed to 

assess the level of knowledge of 

respondents, or  

(iii) Is it a questionnaire designed to 

measure latent variables or  



(iv) Is it a questionnaire designed for 

screening/diagnostic purposes?  

This is an important step because it is must be 

made absolutely clear on the specific nature and 

type of questionnaire to be developed at first 

instance since this will determine the optimal 

approach to be applied for developing a 

questionnaire.  

 

 

 

 

 



4.1 Step 1: To explore knowledge and 

understand in depth the chosen research 

topic 

Irrespective of the type of questionnaires, 

the preliminary step of knowledge exploration is 

always necessary to acquire a thorough 

understanding of the overall scope of background 

subject matter. This can often be achieved via 

literature review of published journal articles or 

academic books, or through direct observation, or 

engaging in purposeful communication with 

experts, prospective respondents or holding a 

group discussion with key stakeholders and/or 



subject matter experts. It is a good practice to 

carefully review the existing study instruments or 

questionnaires because it can be very helpful for a 

researcher to first explore how the past researchers 

had perceived the scope and background content 

of the subject matter and the approach adopted by 

past researchers for designing the questionnaire. 

The overall goal is to better understand the scope 

of the subject matter so that the questionnaire that 

is awaiting development will be at least of equal or 

even higher standard (i.e. add value) than the 

existing questionnaires.  



After undertaking an initial exploratory 

work, the researcher should be able to answer the 

following questions: 

● Why is development of this new 

questionnaire necessary? 

● What is the overall scope of the 

questionnaire? The determination of its 

scope is important because it will ensure 

that only important and relevant questions 

will be asked.  

● From among all the questions which are 

considered necessary to be asked, which 

are regarded as the truly important ones? 



● How to phrase the questions during the 

development of the questionnaire? 

● What information will be expected for the 

researcher to derive from the 

questionnaire? 

● Is the new questionnaire going to be of the 

same standard or better than existing 

questionnaires that are measuring the 

similar subject matter? 

After a preliminary exploratory work has been 

conducted properly, the researcher will ideally be 

equipped with sufficient knowledge to develop 

appropriate questions for their questionnaire. The 



success of questionnaire development is highly 

dependent on the initial acquisition of thorough 

understanding of the subject matter. It is not a one-

off process but rather, a continuous process where 

the researcher will have to acquire an in-depth 

understanding of the background subject matter 

until the questionnaire has been successfully 

developed and finalised.  

 

4.2 Step 2: To develop the questionnaire   

Item development is the most crucial step 

in the development of a questionnaire. The 

researcher will need to have sufficient knowledge 



on the background subject matter before they can 

design appropriate questions. It is recommended to 

review the reporting standards of the current 

available questionnaires, in particular, those of the 

benchmark questionnaire(s). If there is no 

benchmark questionnaire available on a particular 

subject matter, it will be helpful to review other 

questionnaires from the same research topic. After 

having identified the minimum standard expected 

of the questionnaire that measures a similar subject 

matter, the researcher will need to add value in 

terms of the overall content or measurement scale 

of the questionnaire. 



The approach for developing and 

designing a questionnaire varies according to the 

type of questionnaire. Hence, the researcher will 

first need to understand all the different types of 

questionnaire and each of their utility and 

versatility for designing a questionnaire with a 

specific purpose. To the end, this book will be 

recommending a few important steps for 

developing a questionnaire and also providing a 

brief introductory guide for each type of 

questionnaire, as presented in Table 4.1.  

 

  



Table 4.1: Recommended steps for questionnaire 

development 

Steps Details 

Determine the 

overall scope of a 

questionnaire and 

its target 

population   

 

“The target 

population can be 

any sub-population 

such as patients 

(for which the 

diagnosis of a 

disease will be 

established), 

employees, or 

healthy population. 

The scope of the 

questionnaire shall 

depend on the 

Questionnaire to collect 

facts/information 

 

The scope can be set 

based on suitability of 

subjects’ characteristics, 

logistical or other 

scientific considerations 

of the underlying subject 

matter. Say, for example, 

in a questionnaire that 

aims to collect data from 

a patient’s medical 

record, the information 

needed to fill in this 

questionnaire may 

include demographic 

profiles of subjects, and 

their medical history, 



research 

question(s) and the 

study objective(s).” 

 

 

treatment and other 

clinical outcomes.  

 

Questionnaires to 

measure knowledge 

 

Knowledge regarding 

specific diseases can be 

broad. Researchers need 

to identify the scope of 

knowledge to be 

explored: whether to 

assess general knowledge 

on e.g. diabetes mellitus, 

or a specific area e.g. 

insulin therapy.  

 

Researchers will also 

need to understand the 

level of knowledge 

expected of the target 

population. Researchers 



may set questions of a 

higher level of difficulty 

for health professionals 

as compared to questions 

that aim to assess the 

patients’ knowledge 

levels. Hence, it shall 

also depend partly on the 

access to information by 

the target population.  

 

Questionnaires to 

measure latent variables 

 

A simple definition for 

latent variable(s) is 

recommended in order 

for a common 

understanding of the 

concept of ‘latent 

variable’ to be 

standardized. The 



definition of the latent 

variable within the 

context of the 

questionnaire will then 

reflect the scope of the 

questions to be asked. 

 

Latent variables usually 

refer to an existing 

theoretical framework for 

the measurement of a 

construct such as those 

underpinning theories on 

the measurement of a 

‘job satisfaction’ scale. 

These latent variables 

can also be based on an 

entirely new conceptual 

framework which has 

been designed by the 

researchers.  

 



Most importantly, the 

design of the theoretical 

framework should be 

robust and has been 

established by a strong 

basis which is in line 

with the current literature 

(See Appendix 1: The 

example of a conceptual 

framework for 

developing the job 

satisfaction 

questionnaire). 

 

Questionnaires to screen 

or diagnose a patient 

 

Set the definition of the 

outcome parameter such 

as with or without the 

event (which means that 

the outcome of interest 



can either be with the 

disease (poor outcome) 

or without the disease 

(good outcome). 

 

Then, choose the target 

population who are to be 

screened or diagnosed 

with the specific event of 

interest. The target 

population can be a 

healthy population or 

among population who 

are at risk such as 

patients. 

~  

Determine the 

appropriate 

number of sections 

and the required 

questions or 

Questionnaire to collect 

facts/information 

 

The questions are usually 

straightforward. Asking 

subjects’ “age” may give 



variables within 

each section. 

 

“The number of 

variables in a 

questionnaire 

depends on the 

scope of study and 

practicality of the 

time requirements 

to fill in the 

questionnaire. The 

variables should be 

sufficient to collect 

all the necessary 

information but not 

too many that will 

deter the subjects 

from completing 

the questionnaire 

and thus leading to 

the presence of 

rise to a different 

understanding such as 

whether it is referring to 

age at notification or age 

at diagnosis or age at 

current year.  

 

Therefore, questions 

need to be asked in a 

specific manner. All the 

questions should be 

accompanied by an 

appropriate definition 

and its unit of 

measurement. For 

example, age of an infant 

will be in weeks or 

months as compared to 

years for adults. Avoid 

open-ended questions 

unless they are 

absolutely necessary.  



missing data. The 

variables should 

also be clearly 

defined and 

unambiguous.  

 

It is recommended 

to start the entire 

process by 

determining the list 

of appropriate 

sections or 

domains. Next, it is 

necessary to list 

down all the 

appropriate 

questions within 

each section or 

domain.  

 

Finally, it is then 

necessary to 

 

The definition of each 

variable will need to be 

established. The 

appropriate unit of 

measurement for a 

variable has to be defined 

and its format must be 

standardized.  

 

All questions in the 

survey questionnaire are 

usually stated in a simple 

way such as respondent’s 

date upon diagnosis of a 

disease, gender and age 

at diagnosis. Hence 

proper definitions for the 

three variables are 

necessary, such as “the 

date when the patient had 

been notified to the 



carefully review all 

the sections and 

questions again 

until the draft set of 

a questionnaire is 

completed and 

finalized. This 

review should be 

based on an 

understanding of 

the subject matter 

and findings 

obtained from Step 

1 (i.e. To explore 

knowledge and 

understand in depth 

the chosen research 

topic” 

 

 

registry based on the 

format dd/mm/yyyy (eg: 

01/05/2015)”, patient’s 

gender where male is 

coded with 1 and female 

is coded with 2” and 

“Patient’s age at disease 

onset in years” 

respectively. The 

variable definition is 

important because it 

serves as a useful 

reference, especially for 

the investigators and 

statisticians. 

 

Questionnaires to 

measure knowledge 

 

Knowledge can stand 

alone as a single domain 

or can be divided into a 



few specific sub-

domains. For example, 

knowledge of antibiotics 

may include other sub-

domains such as theory 

on antibiotics and 

prescribing practices of 

antibiotics. In addition, 

both theories and 

practices can also be 

subdivided into a few 

other minor categories if 

necessary.  

 

Therefore, researchers 

have to set the scope of 

the knowledge 

questionnaire which is 

well-suited to the study 

objective and also to the 

knowledge level 



expected of the target 

population.  

 

Knowledge question is 

based on facts which one 

can readily find their 

answers from reputable 

sources. Thus, questions 

that do not have answers 

which are presented as 

clear facts should be 

avoided. For example, 

risk factors for a clinical 

outcome which are 

published in scientific 

journals can often vary 

according to their source. 

Thus, they are not 

usually regarded as 

knowledge questions yet.   

 



The answer for each 

question is clear and 

unanimous, and is well-

supported by facts, 

theories or practices. The 

answer is usually derived 

from a consensus among 

various scholars and is 

usually found in 

reputable resources such 

as published text books 

and standard guidelines.  

 

Responses which are 

expressed in a binary 

form such as “Yes” or 

“No” answer and in a 

multiple-choice answer 

are usually applied. 

Feedback which are rated 

by study respondents that 

base on a measurement 



scale such as Likert scale 

is discouraged. 

 

(See Appendix 2: 

Example of presentation 

to support evidence for 

knowledge questions). 

 

Questionnaires to 

measure latent variables 

 

The development of the 

items/questions usually 

begins with making an 

initial reference to the 

existing model of theory 

or framework. Of note, it 

must be borne in mind 

that it can often be a 

challenging task to 

develop the questions for 

a new domain which has 



been introduced by the 

researchers. 

 

This process requires 

researchers to explore the 

concept of a particular 

variable parameter that is 

based on previous 

scholarly work in order 

to understand how the 

variable parameter is 

being perceived by 

subject matter experts 

from the relevant field.  

 

However, it must be 

emphasized that those 

domains which are 

identified by the 

researchers based on 

their preliminary 

exploratory literature 



review may not be the 

same as the results 

derived from the 

subsequent statistical 

analysis.  

 

This is one of the major 

challenges in developing 

a questionnaire for 

measuring latent 

variables. The ultimate 

aim is to match the 

domains identified by the 

theoretical framework 

with those identified by 

key statistical findings.  

 

In other words, a strong 

basis for the construct of 

the domains will be 

established, if and only if 

the domains are 



consistent with the key 

findings obtained from 

statistical analysis.  

 

The questions within 

each domain should 

clearly reflect the overall 

scope of the intended 

domains. Therefore, the 

degree of success 

achieved by the construct 

is closely related to the 

extent for which the 

researchers are able to 

include the most ideal 

domains of a variable 

parameter in the 

questionnaire and then to 

develop relevant 

items/questions for each 

included domain.  

 



At this preliminary stage, 

the researchers will 

usually introduce many 

questions in each domain 

as it is likely for some of 

these questions to be 

omitted based on results 

of subsequent statistical 

analysis. In most cases, 

only responses based on 

a Likert scale format will 

be used. 

 

Questionnaires to screen 

or diagnose a patient 

 

The questions on risk 

factor or predictor of a 

clinical outcome should 

be specific to the 

outcome or disease of 

interest.  



 

Only those risk factors 

with a strong association 

with the outcome or 

disease of interest should 

be included so that each 

question will hold a 

sizeable weight for 

discriminating between 

disease and non-disease.  

 

This process requires the 

researchers to understand 

the variable parameter 

based on previous 

scholarly works. 

Extensive research is 

required to obtain a 

sound understanding of 

the risk factors or 

predictors which are 

strongly associated with 



a positive event (i.e. 

outcome of interest such 

as with the disease). 

Hence, the researchers 

are usually subject matter 

experts in this field. 

 

The relationship between 

the risk factors or 

predictors and the 

occurrence of a positive 

event (i.e. outcome of 

interest such as with the 

disease) should be at 

least moderately strong, 

and also be backed up by 

reputable sources. The 

validity of the questions 

is highly dependent on 

how well they are able to 

discriminate between 

diseased and non-



diseased groups (or event 

group versus non-event 

group). 

 

Responses which are 

based on a measurement 

scale such as the Likert 

scale, multiple-choice 

answers and binary 

responses (such as “Yes” 

or “No”) are generally 

used. 

~  

Define the scoring 

scheme for overall 

or/and each 

domain if 

necessary  

 

“Not for 

Questionnaire to 

Researchers have to 

define the scoring 

scheme to determine the 

overall score and 

individual scores for 

each domain level. It is 

preferred to fix the same 

weightage for each 

question, but researchers 



collect 

facts/information” 

 

may give higher 

weightages for selected 

questions.  

 

The conventional way of 

calculating the final 

score is usually by 

summation which is then 

converted into a 

percentage. A scoring 

manual should be 

prepared in advance for 

future reference. 

 

Some questionnaires use 

raw score although the 

majority converts the raw 

score into a percentage. 

This scoring will need to 

be validated 

subsequently to ensure 

that it can accurately 



reflect the magnitude of 

knowledge level (i.e. 

measure knowledge 

level), the magnitude of 

domains (i.e. measure 

latent variables) or the 

ability to discriminate 

between disease and non-

disease groups (i.e. 

screen for or diagnose a 

disease in a patient). 

~  

Determine the 

overall layout, 

structure and 

format of a 

Questionnaire 

At this stage, researchers 

will be ready with the 

questions and each of 

their respective 

measurement scales. The 

questionnaire should be 

presented in a simple and 

attractive manner to 

ensure that respondents 

are well-motivated to fill 



in the questionnaire 

completely.  The 

following provides a list 

of recommendations on 

how to design the overall 

structure and format of a 

questionnaire: 

i. Provide a clear 

title of survey at 

the front page of 

the questionnaire. 

ii. Provide a space 

for researchers to 

indicate the 

subject code for 

each completed 

questionnaire.  

iii. Insert page 

numbers in the 

whole 

questionnaire so 

that the subjects 



can identify any 

missing page(s) 

of the 

questionnaire, if 

they occur. 

iv. Briefly introduce 

background, 

objective and 

expectation of the 

study.  

v. It is also a good 

practice to 

request the 

subjects to fill in 

the questionnaire 

by using a pen 

instead of a 

pencil. 

vi. Arrange the 

questions into 

different sections 

in order to 



organize them 

under relevant 

parts of the 

questionnaire and 

then provide clear 

instructions 

within each 

section. 

vii. Use a reasonably 

large font size. 

Insert a statement of 

appreciation to express 

thanks and gratitude to 

the respondents at the 

end of the questionnaire. 

 

 

 

 



4.3 Step 3:  To assess both content validity 

and face validity 

 Topics on content validity and face validity 

have already been discussed thoroughly in existing 

literature including standard textbooks and 

research journals. This section aims to describe 

both content and face validity specifically for 

conducting questionnaire development studies. 

After the questionnaire has been finalized, its 

content validity and face validity must be assessed 

before proceeding to a pilot study. This is 

considered to be an early screening process to 



prevent problems from arising during the pilot 

study.  

 Content validity refers to the degree to 

which the study instrument is covering the content 

which it is supposed to measure. There are 

basically two important measures that must be 

addressed, the first is the measurable extent of each 

item for defining the traits and the second is the 

defined set of items that represents all the aspects 

of traits (Yaghmaie, 2003). Thus, content validity 

is a process in which the panel of subject matter 

experts (SME) for a particular field are elected to 

review the validity of each item, question or 



domain from the questionnaire and then provide 

their constructive comments on how to improve 

them further. This process is considered to be one 

of the most crucial step when the SME or its 

elected panel will carefully review and evaluate 

the content: whether the questions carry scientific 

or theoretical value, are aligned with the scope of 

study, are reflecting the intended section or 

domain and also whether the questions are able to 

answer the research question and to address the 

study objective(s).  

Content validity is commonly assessed by 

a qualitative approach when all the comments are 



being addressed and subsequently the researcher 

will improve the wording of these questions to 

maintain the validity and quality of the content of 

these questions or items. In other cases, the process 

can be completed through a quantitative approach 

such as by using content validity index (CVI) 

where the SMEs or its elected panel will rate each 

item in terms of its content validity and a specific 

formula will be used to assess each question or 

item (Rubio et al., 2003).  

The conventional way to check for its 

content validity is by conducting a face-to-face 

approach whereby the panel of subject matter 



expert will assess and provide their 

recommendations for improvement straightaway. 

The content validity (i.e. the initial development 

and subsequent amendment of the questions) can 

be conducted several times until the researcher is 

satisfied with the wording of the content of these 

questions.    

Another way to assess content validity is 

shown in the following example. In this example, 

the researcher aims to develop a job satisfaction 

questionnaire that consists of a few domains. Say, 

for example, the domain that requires to be 

assessed is “leadership”. Here is a description of 



all the necessary steps the researcher should take 

in order to assess the content validity of the three 

questions that are developed to represent the 

domain for leadership in the questionnaire.  

 

Step 1: To elect at least three expert panels from 

the relevant field. 

Step 2: To prepare the questions and arrange them 

according to a structured format such as in Figure 

4.1. 

Step 3: To send an initial draft of the questionnaire 

to the elected expert panels for a careful perusal 

and review. They will then critically evaluate each 



question and provide suggestions for 

improvement. 

Step 4: To make all necessary amendments in the 

draft questionnaire after receiving feedback from 

the panels of subject matter experts.   

(Step 2 until Step 4 can be repeated a few times if 

necessary) 

 

 Based on a quantitative approach, the 

responses provided by the expert panels can be 

assessed as shown in Figure 4.2. The calculation 

of the score will be shown in Step 4. In this 

example, the content validity is assessed by a 



quantitative method based on Content Validity 

Index (CVI), Item-level Content Validity Index (I-

CVI) and Scale-level Content Validity Index, 

universal agreement calculation method (S-

CVI/UA) (Polit & Beck, 2006). In this example, 

each question is assessed in a four Likert-scale 

such as “Not relevant = code 1”, “Somewhat 

relevant = code 2”, “Quite relevant = code 3” and 

“Highly relevant = code 4”. The experts’ responses 

which are given as “Quite relevant” and “Highly 

relevant” will be coded ‘1’ and those given as “Not 

relevant” and “Somewhat relevant” will be coded 

‘0’. Based on the example above, the mean I-CVI 



= 0.93, S-CVI/UA = 0.80 and mean expert 

proportion = 0.93. The value of I-CVI of at least 

equal or more than 0.90 shall be regarded as the 

items having sufficient evidence of content 

validity (Polit & Beck, 2006). 

 

 

  



Instruction: Kindly provide your evaluation for 

each question in terms of the suitability of its 

content pertaining to the knowledge domain 

 
Instruction: Kindly provide your suggestions for 

those questions that will require further revision.  

 
Figure 4.1: Example of feedback form to assess 

the content validity of a questionnaire 



Table 1: Ratings on a 20-Item scale by four 

experts: items that received a rating of 3 or 4 on a 

4-point relevance scale 



 



Figure 4.2: An example to illustrate the 

calculation of CVI, I-CVI and S-CVI/UA to 

assess content validity  



Once the results obtained from an 

assessment of content validity is satisfactory, then 

the researcher can proceed to the next step, which 

is an assessment of its face validity.  Face validity 

refers to the suitability of the content of an item(s) 

or a test which is specifically designed for an 

intended purpose as perceived by test takers, users 

or respondents (Secolsky, 1987). When a study 

instrument has high face validity, this will help to 

increase the level of cooperation and motivation 

among the examinees or respondents and then 

attract them to fill in the instrument (Nevo, 1985). 

This process will therefore aim to ensure the 



relevance of a test when it is being administered to 

the test participants (Holden & Ronald, 2010; 

Gravetter, et al., 2012).  

Face validity can be explored via an 

interview or a focus group discussion involving a 

qualitative approach, during a two-way 

communication between researchers and a few 

(preferably five to ten) respondents. The emphasis 

is on whether the respondents’ level of 

understanding of the questions in terms of their use 

of language and terminology can be regarded as 

satisfactory or not. The respondents will then 

provide honest feedback to these items or 



questions. This process can also include statistical 

analysis (by using a quantitative approach) e.g. 

based on feedback which is measured on a Likert-

scale to lend support to the evidence of face 

validity (Bujang et al., 2016). Such feedback will 

then be evaluated by researchers who shall decide 

if the questionnaire requires further amendment.  

Since the findings obtained from an 

assessment of its face validity are usually derived 

from the respondents, therefore feedback elicited 

from them will not be necessarily valid. This is 

because not all respondents have sufficient level of 

knowledge or prior experience with the meaning 



of the items or questions in the questionnaire. In 

addition, they might not understand the objective 

of the survey, or the overall purpose of its structure 

and format. Nevertheless, the researcher will still 

need to carefully examine the respondents’ 

responses, comments, feedback, and/or 

justifications for such responses. Such comments 

should still be accepted if they are valid. Based on 

the assessment of its face validity, the researcher 

should be able to determine whether or not the item 

or question will need to be rephrased, amended, 

expanded or omitted.  



 Unlike other types of questionnaires, a 

knowledge-based questionnaire especially for 

examination purposes may not necessarily require 

face validity testing because the researcher (who is 

also the subject matter expert) will already know 

the probable level of knowledge among the study 

subjects. Hence, the researcher will develop the 

questions which are tailored to an estimated level 

of knowledge of the target population. 

Nevertheless, feedback obtained from the study 

subjects is still valuable for estimating the 

difficulty level of these questions in order to 

decide what further amendments are necessary. 



 In summary, both content validity and face 

validity are important measures to ensure that the 

questionnaire is well-developed and all questions 

have been appropriately set. These processes can 

be repeated several times until the researchers are 

satisfied with both the content and face validity 

measures. Such processes should be completed 

ethically and in a trustworthy and transparent 

manner. Ignoring both these processes will 

eventually create many problems such as the 

elicitation of invalid responses from the 

respondents and thus introducing bias into 

interpretation of data and conclusion-generation. 



This explains why the researcher must always bear 

in mind that it is always necessary to ensure that 

both content and face validity are properly 

established, which makes it highly probable for the 

study instrument to achieve two major successes 

in attaining high levels of both reliability and 

validity. The first success in achieving high level 

of reliability can usually be seen from a pilot study.  

  

4.4 Step 4: Pilot study  

 A pilot study is a preliminary investigation 

that is conducted before proceeding to the actual 

survey or experiment which aims to address the 



objectives of the study. Conducting a large, full-

scale study is usually highly cost-consuming and 

resource-consuming. Therefore, any major flaws 

in the actual studies will very likely to result in a 

wastage of resources such as time, manpower and 

money. Thus, a pilot study shall serve as an 

important prerequisite for the main study (with a 

larger-scale) by ensuring that it is feasible to run 

the main study with a realistic ability to address its 

research objectives. 

 For a questionnaire development study, the 

pilot study is considered to be a preliminary 

evaluation of the questionnaire before the 



researchers are finalizing the questionnaire and 

confirming its structure and layout. In a pilot 

study, a small number of respondents will be asked 

to provide their responses to the newly-designed 

questionnaire based on a self-administered survey. 

Their responses will then be analysed and assessed 

based on a quantitative approach. Usually, pilot 

study requires a small sample size of less than 50 

subjects. At this stage, emphasis is only on 

reliability assessment since evidence for validity 

basis usually requires larger sample size which can 

only be achieved in fieldwork phase.  



The aim of a pilot study is to design a 

questionnaire in such a way that minimises 

potential errors that can occur in the questionnaire, 

especially in terms of its content. Common 

statistical techniques for use in a pilot study are 

test-retest reliability and internal consistency 

whereby a sample size of 30 to 50 subjects is 

usually regarded as adequate (Bujang et al., 2018; 

Bujang and Baharum, 2017a; Bujang and 

Baharum, 2017b). Reliability and validity testing 

are discussed in subsequent sections. Problematic 

item(s) can be detected through statistical analysis 



so that necessary action can be taken whether to 

amend, rephrase or omit the item(s).  

 

4.5 Step 5: Fieldwork study 

The final step is to conduct a fieldwork 

study. Fieldwork study involves conducting a 

survey with a sufficiently large sample size to 

assess the reliability and validity of a newly 

developed questionnaire. In this stage, researchers 

will need to design a study in such a way that the 

newly-developed questionnaire will have 

sufficient evidence of both reliability and validity. 

To conduct a fieldwork study for assessing a 



questionnaire’s reliability and validity, there are a 

list of important considerations that should be 

taken into account, including the types of study 

design, subjects’ eligibility criteria, sampling 

technique, sample size planning and statistical 

analyses. 

It is commonly understood that any 

mistakes in statistical analysis should be rectified 

since it is always possible for such analysis to be 

redone. In contrast, any errors in the selection of a 

suitable research design can lead to disastrous 

results because it will be too laborious and time-

consuming to repeat a survey especially one with 



a large sample size. Therefore, careful planning is 

necessary for establishing both the research design 

and data analysis, which should be well thought-

out and properly accounted for. One of the 

important elements for a questionnaire 

development study is to decide on the appropriate 

measures for performing reliability and validity 

testing for the new questionnaire. In subsequent 

section (Chapter 5 and Chapter 6), this book 

discusses regarding the common approaches and 

statistical techniques which are used to test 

reliability and validity of a questionnaire.  



In summary, an overall process for 

questionnaire development is presented 

schematically in Figure 4.3. This process involves 

five important and related phases, which is 

illustrated in a step-by-step fashion in Figure 4.3. 

As each of these steps has the same weightage in 

terms of its significance, right from the very 

beginning until the end; therefore, the researcher 

should not ignore any of the steps included in this 

process. 



 



Figure 4.3: Overall process of questionnaire 

development for quantitative medical research 



Chapter 5  

Testing the Reliability of a 

Questionnaire 

 

 Previous chapters have discussed 

regarding the process of questionnaire 

development from the beginning up until 

conducting a fieldwork study. After the 

recruitment of respondents has been completed, 

then the next step is to use the data to evaluate the 

newly developed questionnaire in terms of its 

reliability and validity. The determination of the 



appropriate statistical analysis to assess a 

questionnaire’s reliability and validity should be 

done upfront during the initial stage of research 

design. By knowing what types of questionnaire 

that should be developed and what types of 

evidence to be gathered in order to address the 

study objectives, the researcher will be able to 

determine what types of reliability and validity 

testing are required and subsequently they will 

decide what types of statistical analysis should be 

performed.   

 Earlier on, the four types of questionnaire 

are introduced in Chapter 2. The reason for 



introducing the four different types of 

questionnaires right at the beginning is that 

different types of questionnaire may necessitate 

different types of statistical analysis for the 

purpose of demonstrating evidence of both its 

reliability and validity. This has been proven time 

and again in the existing literatures. For example, 

a newly-developed questionnaire which aims to 

measure a latent variable such as job satisfaction 

might require Cronbach’s alpha test to measure the 

reliability of the domain. On the other hand, a 

newly-developed questionnaire that measures 



knowledge may not require the same test to assess 

the reliability of the questionnaire. 

Basically, all types of study instrument that 

are used for research must be validated. For 

example, it is compulsory to validate a weighing 

machine that is designed for use in research to 

ensure that all the observations made for these 

measurements of weight are precise enough. This 

applies similarly to questionnaires. However, the 

basis for determination of reliability and validity 

of a questionnaire can be either similar or different 

depending on the specific type of questionnaire. In 

this chapter, the book will discuss various 



statistical techniques for assessing the reliability of 

a questionnaire in general. Subsequently in 

Chapter 6, the book will summarize the 

appropriate statistical technique or statistical test 

that can be performed to test the reliability and 

validity for different types of questionnaires.  

 A valid questionnaire should ideally fulfil 

the specific requirements for both reliability and 

validity testing. Hence, researchers are responsible 

for providing as much evidence as possible on the 

reliability and validity of a questionnaire to 

convince the audience that the newly-developed 

questionnaire is valid. Reliability is a measure of 



consistency, stability and reproducibility (AERA, 

APA, NCME, 2014). For example, a weighing 

machine is considered reliable when repeated 

measurements of a particular weight shall produce 

almost the same value each time. In questionnaire 

development studies, reliability can be measured 

in two ways based on: (i) test-retest reliability or 

an agreement test, and (ii) perform the 

inconsistency test by calculation of the measure 

for an inconsistency. 

 

 

 



5.1 Test-retest reliability 

 In test-retest reliability, when the subjects’ 

responses for a questionnaire are found to be 

consistent after being self-administered for several 

times (usually at least twice), this indicates 

evidence to show that the questionnaire has some 

level of reliability. Any disagreement could be due 

to the varying contexts in which the questions are 

set which may possibly confuse the subjects. 

Another reason is that any recent changes in the 

subject’s medical condition or environment that 

may possibly affect the subject’s responses. For 

example, a subject may have symptoms of 



depression during the first survey but his/her 

symptoms may not be the same after 1-2 weeks’ 

time. However, in test-retest reliability, the 

researchers shall assume that the subjects’ medical 

or external condition remains constant between the 

two time points.  

 Considering that subjects may be 

influenced by their medical condition or their 

circumstances, researchers will usually provide a 

margin of allowance for the values of agreement. 

The usual procedures for performing the statistical 

analysis to test for the level of agreement is either 

via the intra-class correlation test for numerical 



values or kappa agreement test for categorical 

values. The acceptable range of coefficient values 

for demonstrating sufficient level of agreement in 

both statistical tests is more than 0.4 (Cicchetti, 

1994; Bujang & Baharum, 2017a). For 

questionnaire development, the authors 

recommend researchers to aim for higher range of 

coefficient values, i.e. more than 0.5.  

Table 5.1 shows a set of sample data which 

is collected by a questionnaire development study 

where a researcher aims to test the test-retest 

reliability of two questions (question 1=Q1 and 

question 2=Q2) and total score (TOT) at week 1 



and week 2. The result is presented in Table 5.2. 

Result shows that question 1 is demonstrating an 

acceptable and moderate agreement with kappa 

coefficient= 0.565 (p=0.010) when compared with 

question 2 with a value of kappa coefficient= -

0.316 (p=0.143). Looking at the red box, Q2 has 

more instances of disagreement when compared 

with Q1. Assuming all the other factors remain 

constant, it is likely that respondents might 

erroneously conclude that Q2 has resulted in 

higher number of inconsistencies in their 

responses. Thus, researcher may need to study the 

real cause of disagreement in the responses to Q2 



and then to make necessary amendment and/or 

substitution for Q2.  

  



Table 5.1: Sample data of a new Questionnaire A 

 



Table 5.2: Results of a test-retest reliability for 

Questionnaire A 

 

 

 The test-retest reliability for the total score 

(TOT) will be evaluated by using the intra-class 

correlation test. Based on the result, an assessment 

of the level of agreement via the TOT has reported 

a value of intra-class correlation coefficient to be 



0.649 (p=0.001). The agreement is considered 

acceptable since the coefficient is calculated to be 

more than 0.40. By amending, rephrasing or 

substituting question Q2 (to another better and 

more valid question), then both the level of 

agreement of Q2 and that of TOT will improve. 

 

 

 

 

 

 

 



5.2 Internal consistency 

Another reliability measure is internal 

consistency. The internal consistency can be 

measured for questionnaires that use rating scales 

like the Likert scale. A common type of Likert 

scale is a 5-point Likert scale (1 = strongly 

disagree, 2 = disagree, 3 = not sure, 4 = agree and 

5 = strongly agree). A higher level of internal 

consistency can be achieved if the majority of the 

subjects gives the same rating as their responses 

for the same question. The usual statistical test 

which is used to measure internal consistency is 

Cronbach’s alpha test with an acceptable 



coefficient value of more than 0.5 (Nunally, 1967; 

Bujang et al., 2018). For questionnaire 

development, this book is advocating a 

recommendation to aim for higher values of the 

coefficient for Cronbach’s alpha such as more than 

0.70.  

Another statistical test that can be 

performed to assess reliability is RASCH analysis. 

A RASCH analysis is a technique for measuring 

reliability for both the person’s and the item’s 

reliability. A good item will yield a sufficiently 

high level of person’s and item’s reliability, with 

coefficient values of more than 0.70 (Tennant et 



al., 2004). The person’s reliability estimates how 

well we can discriminate people based on their 

estimated visual ability (Bond & Fox, 2001). On 

the other hand, the item’s reliability indicates how 

well the items can be distinguished from each 

other on the basis of their difficulty level (Bond & 

Fox, 2001). Of note, RASCH analysis also offers 

many other statistical measurements beyond 

reliability testing, including validity testing.  

Reliability is usually a preliminary 

assessment of questionnaire development that can 

be performed during pilot study. One of the key 

advantages of using statistical techniques such as 



intra-class correlation, kappa agreement test and 

Cronbach’s alpha for assessing reliability is that 

the sample size requirement to determine high 

effect sizes is usually small (Bujang and Baharum, 

2017a; Bujang and Baharum, 2017b). Therefore, 

any coefficient values derived from the analysis 

that are found to be below the acceptable values 

shall indicate that the questions must be rephrased, 

amended or omitted before the questionnaire can 

undergo a validation process during the 

subsequent fieldwork phase.   

Table 5.3: Sample data of a new Questionnaire B 



 



Table 5.3 shows a sample set of data for a 

questionnaire development study for 

Questionnaire B. In this example, Q1, Q2 and Q3 

are hypothesized to be grouped together in one 

unique domain (Domain 1) and Q4, Q5 and Q6 are 

hypothesized to be grouped in another unique 

domain (Domain 2). The researcher aims to 

measure the internal consistency of Domain 1 and 

Domain 2. The result is presented in Table 5.4. 

 

  



Table 5.4: Results of internal consistency for 

Questionnaire B 

 

 Domain 1 reports a value of Cronbach’s 

alpha of 0.812 and a value of minimum Corrected 

item-Total correlation (CITC) of 0.509. The value 

of Cronbach’s alpha is reasonably high and this 

refers to the strength of consistency of the items 



for a particular domain. The values of CITC are 

also calculated to be relatively high and well above 

the minimum cut-off of 0.30. It is recommended to 

delete any items with a corrected item-total 

correlation of <0.30 (Kline, 1993). On another 

note, Q1 and Q2 is highly congruent with each 

other, which results in the same values obtained for 

both Corrected Item-Total Correlation (CITC) and 

Cronbach’s Alpha if Item Deleted (CAID). 

Besides that, the result shows that the coefficients 

of Cronbach’s alpha for Q1 and Q2 are the same. 

Although it seems that Q1 and Q2 are perhaps 

indicating for redundant questions, however it is 



not necessary for deleting any of the items. As 

suggested in the existing literature, questions of a 

particular level of importance (i.e. with an 

acceptable level of content validity) should ideally 

be retained regardless of their results via 

assessment by the correlation analysis (Rattray and 

Jones, 2007). 

 Domain 2 reports a value of Cronbach’s 

alpha of 0.587 and a value of minimum Corrected 

item-Total correlation (CITC) of 0.180. The result 

shows that Domain 2 is weak in terms of its 

consistency. For questionnaire development 

studies, all the inconsistent items found in this 



domain should be rephrased or omitted. If no 

action is taken, then the problematic item or 

domain will jeopardize the validity of the whole 

questionnaire. This is the reason why it is always 

strongly emphasized that the reliability of a new 

questionnaire must be carefully evaluated during 

pilot study, so that any amendments necessary to 

be made in the questionnaire have already been 

made before embarking in the fieldwork phase of 

validity testing.  For example, Q4 might be a 

problematic item and should be deleted from the 

whole questionnaire. Hence, the deletion of Q4 



will cause the value of Cronbach’s alpha to 

increase to a high value of 0.723.  

 In an effort to improve the consistency and 

reliability of items and domains, the process of 

validation such as assessing the content validity, or 

face validity and conducting a pilot study can often 

be repeated several times. Although such efforts 

are time-consuming, this remains as a very 

important step for the researcher to take for 

strengthening the reliability and also the validity of 

the new questionnaire. Taking into consideration 

that it is usually rather costly to conduct the 

fieldwork phase of validity testing of a 



questionnaire, it is always worthwhile to ensure 

that the questionnaire has an acceptable level of 

reliability before subjecting it to validation process 

in the fieldwork phase. This is because during the 

fieldwork phase, the main emphasis is to test the 

validity of the new questionnaire since it usually 

requires a much larger sample size for testing its 

validity.  

 

  



Chapter 6  

Testing the Validity of a Questionnaire 

 

 Validity of a questionnaire shall be based 

on statistical measures which are often considered 

as the strongest level of evidence to confirm the 

validity of a particular questionnaire. In the 

previous chapter, this book describes about the 

importance of content validity and face validity. 

Both these processes happen before the fieldwork 

testing of a questionnaire and most of the times 

they will not be recouping any statistical evidence. 



The type of validity discussed in this chapter is 

referring to that measure of validity which should 

be assessed by statistical methods. It is again 

emphasized that different types of questionnaire 

will require different types of statistical analysis to 

garner evidence for supporting its validity. In fact, 

a newly-developed questionnaire which aims to 

collect facts and information may not require any 

validity testing, apart from a basic assessment of 

its content validity and face validity.  

For illustration purposes, let’s say a 

weighing machine is said to be reliable if it always 

produces reproducible or consistent measures. 



However, the weight of the study subject is not 

necessarily truly accurate although the same 

results will be obtained after several rounds of 

measurements. The weighing machine is said to be 

valid if it is able to produce an accurate measure of 

what it is intended to measure. Thus, validity also 

refers to an assessment of the accuracy of the 

measurement. This explains why the validity of a 

questionnaire is referring to “the degree to which 

evidence and theory support the interpretations of 

test scores entailed by the proposed uses of tests” 

(AERA, APA, NCME, 2014). 



In questionnaire development studies, the 

questionnaire is said to be ‘valid’ when it is able to 

accurately measure what it is supposed to measure. 

For example, if a questionnaire is designed to 

measure the magnitude of depression of a patient, 

a higher score will reflect that the patient has more 

severe symptoms of depression compared to those 

who have lower scores. We have discussed two 

types of validity (i.e. content validity and face 

validity) to be conducted before or during the pilot 

study. Subsequently, this section will discuss the 

need for validity testing to be conducted during 

fieldwork phase. The validity of the questionnaire 



will be assessed by appropriate statistical methods 

which shall base their analyses on an adequate 

sample size. Figure 6.1 shows different types of 

validity testing. By utilising a quantitative 

approach, there are two differing measures for 

validity tests such as criterion validity and 

construct validity. 

 
 

Figure 6.1: Different types of validity testing   

  



6.1 Criterion validity 

Criterion validity is the extent to which an 

operationalization of a construct, such as a test, 

which can be related to, or which can predict, a 

theoretical representation of the construct 

(Cronbach et. al., 1955). For example, a manager 

gives an interview score (test score) to a candidate 

and he/she wants to assess whether or not there is 

a positive (linear) correlation between a 

candidate’s test score and his/her job performance 

(sales figure). Meaning to say, the manager is 

predicting that those employees who score highly 

on their pre-employment test shall also produce 



high sales figures? If there is a positive correlation 

between the test score and job performance, then 

the interview or test score can be considered as 

having a good criterion validity.  

In questionnaire development study, a 

particular item or test score is expected to have a 

degree of association or correlation with another 

variable which can often be an outcome or a test 

score from another validated questionnaire. Two 

fundamental measures for the determination of 

criterion validity are concurrent validity and 

predictive validity. Criterion validity can 



sometimes be regarded as a measure of 

effectiveness. 

 

  



6.1.1 Concurrent validity 

For questionnaire development studies, 

concurrent validity refers to a measure of the 

degree of correlation between the test scores 

derived from a newly validated questionnaire and 

those from another set of criterion scores. One 

common practice is for the researcher to use 

another previously validated questionnaire to 

support the claim for evidence of validity of the 

newly developed questionnaire. A validated 

questionnaire simply means that the work involved 

in the development of the questionnaire has 

already been published in peer-reviewed journals 



or sometimes in books or reports. To check for the 

concurrent validity of a questionnaire, the two 

different questionnaires must have some degree of 

similarity whereby the overall score or domain 

scores are found to be clearly associated.  

This can often be tested by using 

correlation test such as Pearson’s chi-square test, 

Pearson’s test or Spearman’s rank test whereby the 

researcher can associate or correlate the scores 

between various categories or domains from two 

different questionnaires. For example, SF-36 

questionnaire had been used to validate Diabetes 

Quality of Life (DQoL) questionnaire (See Figure 



6.2). The results showed that ‘satisfaction’ and 

‘impact’, which were two of the domains from 

DQoL, had been correlated with the domains of 

‘physical functioning’, ‘social functioning’, ‘role 

physical functioning’, ‘pain score’ and ‘general 

health’ domains from the SF36 (Jacobson et al., 

1994).   

Concurrent validity can often be regarded 

as a fairly weak type of a measure of validity. The 

underlying problem with concurrent validity is that 

the benchmark test (i.e. previous validated 

questionnaire) may intrinsically have some 

inaccuracies and, if the new test (i.e. newly-



developed questionnaire) does show some degree 

of correlation, it merely shows that the new test 

also has the same problem. Therefore, the 

researcher will need to make sure that the 

benchmark test has been accorded an appropriate 

measure of validity, which is deemed satisfactory 

for the purpose of the research. 

  



 

Figure 6.2: Example of testing for validity based 

on an assessment of concurrent validity (Results 

obtained from Jacobson et. al., (1994)) 

 

  



Another assessment of concurrent validity 

can also occur in a following scenario. For 

example, let’s say a group of medical students take 

two final exams to assess their knowledge. One 

exam is a practical test and the second exam is a 

paper test. If the medical students who score well 

on the paper test also score well on the practical 

test, then concurrent validity has occurred. If, on 

the other hand, students who score well on the 

paper test score poorly on the practical test (and 

vice versa), then there is a problem with concurrent 

validity. In this particular example, the ability of 

either test to assess knowledge can be questioned. 



 

6.1.2 Predictive validity 

Predictive validity refers to the extent to 

which the questionnaire is sufficiently valid for 

using the score on a scale or a test to predict the 

value of some other variable in the future (See 

Figure 6.3). In medical research, a newly-

developed questionnaire will be validated based on 

its ability to be associated with some other real-life 

outcomes. Therefore, predictive validity of a 

questionnaire usually requires a longer time to 

evaluate as it is necessary to wait for the outcome 

to occur. Predictive validity can be most suitably 



applied in circumstances when the measure of the 

questionnaire is likely to be directly attributed to 

either a good or a bad outcome in the future.  

For example, in a study by Levi and 

colleagues (1999), the domains were validated 

only after two years to see whether the negative 

indicators such as psychiatric hospitalization and 

drug use could potentially be associated with 

personality disorders (Levy et al, 1999) (See 

Figure 6.4). Since predictive validity requires 

more time to assess the changes in the endpoint or 

outcome, it is often less popular among 

researchers. However, predictive validity can still 



be useful to indicate the extent to which a 

questionnaire is able to predict future outcomes, 

which can often be highly relevant in various 

clinical applications.   

 

 

  



 

Figure 6.3: Schematic diagram that provides a 

visualization of the concept of predictive validity 

 

 

 



 

Figure 6.4: Example of testing for validity based 

on an assessment of predictive validity (Results 

obtained from Levy et. al., (1999)) 

 

 

  

  



6.2 Construct validity  

The conventional concept of validity was 

traditionally defined as "the degree to which a test 

measures what it claims, or purports, to be 

measuring" (Brown, 1996). A construct, or 

psychological construct as it is also called, is an 

attribute, proficiency, ability, or skill that is often 

found in the human brain which is defined by 

established theories (Brown, 2000). For example, 

‘job satisfaction’, ‘diabetes self-care activities’, 

‘quality of life’, ‘depression’ are all regarded as 

constructs. A construct often originates from 

theory which has also been observed to exist in 



practice. For example, Toobert and colleague 

developed a construct for diabetes self-care 

activities and the four main domains for this 

construct consisted of diet, exercise, blood glucose 

monitoring and foot care; all of which were 

empirically developed from the construct (Toobert 

& Glasgow, 1994). The two fundamental measures 

for determination of the construct validity are 

convergent validity and discriminant validity. 

Construct validity can often be analysed 

statistically via exploratory factor analysis (EFA) 

and confirmatory factor analysis (CFA). As shown 

in Figure 6.5, items are hypothesized to represent 



three domains (as illustrated by three different 

colours: green, purple and red). It is expected that 

three domains will be constructed through EFA. A 

good construct is derived when the construct based 

on EFA is similar to the construct which was based 

on the originally hypothesized framework. 

However, a problematic construct can be obtained 

if it has at least one item which falls under several 

different hypothesized domains.  

In questionnaire development studies, 

researchers will have hypothesized domains with 

several items in each hypothesized domain. The 

success in the construct is highly dependent on the 



content of the items which are being introduced in 

the questionnaire. Ideally, each of the items should 

represent its own domain only, and therefore 

should not overlap with the other domains. When 

a problematic construct is found, the researcher 

can either substitute or delete those items which 

overlap with the other domains until an ideal 

construct has been identified.   



 

Figure 6.5: A visualization of how an exploratory 

factor analysis works  

 

 

 

 As shown above, a good construct consists 

of items which represent their own domain only, 

which will enable it to identify common factors 

that can explain the order or structure among 

measured variables. On the other hand, a 

problematic construct consists of items which 

overlap with the other domains, which will 



preclude it from identifying those factors that can 

explain the order or structure among measured 

variables. A real-life example is shown in Figure 

6.6. It was a study by Ahmad et. al., (2020) where 

the researchers had successfully constructed 8 

domains of a job satisfaction model which 

consisted of Teamwork (TW), Leadership (LD), 

Rewards and recognitions (RR), Empowerment 

(EP), Training & development (TD), Flexibility of 

working hours (WH), Communication (C), and 

Working condition (WC). This is an illustration 

based on findings obtained from exploratory factor 

analysis. To summarize the result, all items were 



successfully grouped together within their own 

respective domains with reasonably high factor 

loadings (>0.500). For example, the five items 

TW1, TW2, TW3, TW4 and TW5 are measuring 

TW and none of TW’s items are measuring the 

other domains. The same applies to other domains.  



   
Figure 6.6: Example of testing for validity based 

on an assessment of construct validity (Results 

obtained from Ahmad et. al., (2020)) 



6.2.1 Convergent validity 

Convergent validity refers to the degree for 

which the scores obtained from a test correlates 

with (or are related to) scores obtained from the 

other tests that are designed to assess the same 

construct. Based on Figure 6.6, domains TW, LD, 

RR, EP, TD, WH, C, and WC are measuring the 

same construct or a common latent variable: 

namely, job satisfaction. Based on this design, the 

higher the score in each domain, the more likely 

for it to be contributing to the higher score on the 

‘job satisfaction’ scale. Thus, it is expected that the 

high correlation between the scores on different 



measures that assess the same domains will yield a 

moderate to strong level of positive correlation 

between the different study instruments, thereby 

demonstrating convergent validity. 

To assess construct validity of a newly 

developed questionnaire, the researcher should 

first establish its convergent validity, before 

testing for its discriminant validity. The basic 

difference between  convergent and discriminant 

validity is that convergent validity aims to test 

whether those constructs which should be related 

are actually related, while discriminant validity 

aims to test whether those constructs which should 



not be related are, in fact, unrelated. Convergent 

validity can be evaluated using correlation 

coefficients either using Pearson’s correlation test 

or Spearman’s correlation test. However, since 

exploratory factor analysis can also verify any 

evidence of both convergent validity and 

discriminant validity at one go, so it is a well-

known fact that reporting the results based on 

exploratory factor analysis alone is usually 

sufficient and preferable. However, some scholars 

prefer to report those results which are based on 

confirmatory factor analysis and/or RASCH 

analysis (Adnan et. al., 2018; Bujang et, al., 2018). 



For a questionnaire development study, an 

assessment of convergent validity and concurrent 

validity seems to be similar in terms of their 

definitions and proposed statistical analyses. To 

distinguish between convergent validity and 

concurrent validity, it must be noted that 

concurrent validity usually applies to two different 

sets of questionnaires where one of them is a 

newly-developed questionnaire and another is 

derived from a benchmark test (and it is also a 

validated questionnaire which was published 

earlier). On the other hand, convergent validity 

involves those domains from only one construct 



and also a latent variable which is from the newly-

developed questionnaire. 

 

6.2.2 Discriminant validity 

Discriminant validity tests whether 

concepts or measurements that are not supposed to 

be related are actually found to be totally 

unrelated. In other words, discriminant validity 

provides evidence that measures of constructs that 

theoretically should not be highly related to each 

other are, in fact, not found to be highly correlated 

to each other.  



Correlation tests (i.e. Pearson’s correlation 

or Spearman’s rank correlation) can be applied to 

demonstrate that the correlation between domains 

are low which will be indicating that the two 

domains have an ability to discriminate between 

each other (See Figure 6.7).  Based on this Figure 

6.7, there are two latent variables X and Y. 

Domain A and domain B are the constructs for 

latent variable X and domain C and domain D are 

the constructs for latent variable Y. Results show 

that since domain A and domain B are associated 

with latent variable X, but not Y. Therefore, 

domain A and domain B should ideally not be 



correlated with domain C and domain D. The 

above observation had already been proven in 

previous research studies that are based on low 

correlation coefficients. Practically speaking, 

discriminant validity coefficients should usually 

be noticeably smaller in magnitude than 

convergent validity coefficients, in order for it to 

hold true. 

Previously, it was explained that 

exploratory factor analysis, confirmatory factor 

analysis and RASCH analysis are also providing 

evidence for demonstrating both convergent and 

discriminant validity. However, it is always 



recommended to first assess both the convergent 

and discriminant validity by using a simple test 

such as correlation test, since it is very useful to 

avoid any errors or problems which may arise in 

the subsequent stage of analysis. 

 

  



 

Figure 6.7: Schematic diagram that provides a 

visualization of the concept of discriminant 

validity 

 

 

Low correlation between all the pairings showed 

that both domains are not associated with each 



other, which established a high level of 

discriminant validity between latent variable X 

and Y. 

6.3 Diagnostic assessment 

It can be debatable whether or not 

diagnostic assessment falls under any type of 

validity testing (concurrent, predictive, convergent 

and discriminant) as mentioned previously. 

Probably such a definition of diagnostic 

assessment bears a close resemblance to criterion 

validity because researchers are comparing the 

scale (which is regarded as an alternative) to the 

gold standard (which is regarded as the truth). In 



medical research, technique of diagnostic 

assessment has been widely used to develop a 

questionnaire, particularly for one that is used to 

screen or diagnose a patient. In this book, this type 

of questionnaire shall fall under the fourth 

category (i.e. questionnaire to screen for or 

diagnose a medical condition in a study subject).  

For example, a newly-developed 

questionnaire is said to be valid if it is able to 

discriminate between the ‘diseased’ and ‘non-

diseased’ groups. Discriminant validity can be 

analysed by using sensitivity and specificity test. 

For example, both Berlin OSA and STOP-Bang 



questionnaires were successfully developed to 

screen patients with obstructive sleep apnoea 

(OSA) (Netzer et al., 1999; Farney et. al., 2011). 

From the analysis, the researchers had identified a 

newly-developed questionnaire which is expected 

to produce moderate to high values for both 

sensitivity and specificity tests. 

However, it is quite rare for a questionnaire 

or scale to be so highly sensitive in establishing or 

ruling out the diagnosis of OSA in a patient. In 

clinical practice, the gold standard for diagnosing 

OSA is the attended overnight level I 

polysomnogram (PSG). As mentioned earlier in 



Chapter 2, the severity of OSA is measured with 

the AHI, which is the number of apnea and 

hypopnea events per hour of sleep. The AHI 

reading which exceeds 5 shall indicate that a 

patient has OSA (Young et al., 2002). The gold 

standard for establishing OSA diagnosis in a 

patient is too time-consuming and expensive. 

Therefore, both the Berlin OSA and STOP-Bang 

questionnaire are now developed to provisionally 

screen for any patients with a probable diagnosis 

of OSA, before confirming their diagnosis at a 

later stage.  

6.4 Known group comparison 



Known-groups validity is being 

demonstrated whenever a test or questionnaire can 

realistically discriminate between two groups that 

are known to differ on the variable of interest 

(Davidson, 2014). A known group comparison can 

be applied to validate an individual item or a set of 

questions (or otherwise termed as a domain). A 

question or domain is considered valid if the two 

populations of specific and distinctly different 

characteristics appear to have significant 

differences in their mean or median score.  For 

instance, let’s say a particular set of questions 

under one domain is representing the magnitude of 



distress whereby a higher score indicates a more 

severely distressed state of the subject. This 

domain shall be considered valid if there is a 

statistically-significant difference in the mean 

score or median score between the distressed 

group and non-distressed group (Tiong et al., 

2018). Similarly, it is also a regarded as a suitable 

technique that can be applied for all types of 

questionnaires except a questionnaire which is 

designed to collect information from the study 

subjects. Statistical techniques such as 

independent sample-test or Mann Whitney-U test 

can be applied since the outcome is expressed in a 



numerical form (score) and the purpose for 

statistical analysis is to compare the outcomes 

between the two distinct groups (See Figure 6.8). 

On the other hand, Pearson’s Chi-square or 

Fisher’s exact tests can be applied for the 

outcomes which are expressed in a categorical 

form. 

 



 

Figure 6.8: Example of testing for validity based 

on known-groups comparison (Part of the results 

obtained from Tiong et. al., (2018)) 

 

6.5 Summary of reliability and validity 

testing 

 This book has discussed two types of 

reliability testing (test-retest reliability and 



internal consistency) and six types of validity 

testing besides the usual content and face validity 

(i.e. concurrent validity, predictive validity, 

convergent validity, discriminant validity, 

diagnostic assessment and known groups 

comparison). Content and face validity can be 

assessed for all types of questionnaires and both 

these measures of validity should be established 

before conducting a pilot study. However, it must 

be borne in mind that not all techniques discussed 

in this book should be applied for a newly-

developed questionnaire. The researcher should 

wisely select the appropriate statistical techniques 



for reliability and validity testing of a newly- 

developed questionnaire. 

The overarching idea is to provide as many 

sources of evidence for both reliability and validity 

testing as possible. For a minimum requirement, 

this book recommends that the researcher can 

choose to apply at least one type of reliability 

testing and then followed by at least one type of 

validity testing, besides the usual content validity 

and face validity. This is because it is already 

known that the more statistical tests on reliability 

and validity testing are being applied to a 

questionnaire, the more robust the cumulative 



evidence for its reliability and validity will be. 

Table 6.1 summarises the common statistical 

techniques that are used to test for reliability and 

validity in many different types of questionnaire.  

Using the following example as an 

illustration. Let’s say, a newly-developed 

questionnaire that is designed to collect facts or 

information is currently awaiting validation. For 

this type of questionnaire, it is often considered 

optional to perform test-retest reliability or to test 

for the level of agreement. In most cases, it may 

not be necessary to assess the test-retest reliability 

for this type of questionnaire. However, it can still 



be done if the researchers choose to do so. 

Although it is not necessary to garner sufficient 

statistical evidence for the measurement of 

reliability and validity in this type of 

questionnaire; however, it should nevertheless still 

have both its content validity and face validity be 

subjected for assessment at a bare minimum. 

 

  



Table 6.1: Recommended techniques used to test 

for reliability and validity for different types of 

questionnaires 



 



Note: “X” indicates possible technique(s) for validity 

and reliability testing that can be applied  

  



 For a questionnaire that aims to measure 

latent variables, almost all the statistical 

techniques for reliability and validity testing can 

be applied (except for diagnostic assessment). 

However, the researcher will need to decide 

whether he/she chooses to apply all the techniques 

or to select only a few of these techniques. At a 

bare minimum, both content validity and face 

validity are required during or before conducting a 

pilot study. Measuring internal consistency can 

also be done during a pilot study. Citing an 

example obtained from a study reported by Ahmad 

et al., (2021) regarding a questionnaire 



development study for developing the job 

satisfaction questionnaire, this newly-developed 

questionnaire had been subjected to validity 

testing, which included both convergent and 

discriminant validity; and these two types of 

validity are the fundamental aspects of construct 

validity.  

 

 

 

 

 



Chapter 7  

Other Issues Relevant to Questionnaire 

Development 

 

 To develop a new questionnaire from 

scratch can be a very challenging task. Previously, 

we had discussed the processes involved in 

developing four different types of questionnaires. 

In this chapter, the authors highlight a few issues 

relevant to questionnaire development. 

 



7.1 Is there any other types of 

questionnaire?  

 In the existing literature particularly for the 

medical discipline, there are four main types of 

questionnaire as discussed in earlier sections. 

Therefore, the next question which might arise is 

that: “whether there are any other types of 

questionnaire for survey research in medical 

field?” 

 

 

 

 



7.1.1 Knowledge, Attitude and Practice 

(KAP) questionnaire 

A common type of study for medical 

research involves the use of a ‘Knowledge, 

Attitude and Practices (KAP)’ type of 

questionnaire. Although a KAP questionnaire is 

usually regarded as one questionnaire; it actually 

consists of three different categories such as Type 

2 (to measure knowledge – “K”), Type 3 (to 

measure latent variable – “A”), and Type 1 (to 

collect facts and information – “P”). Since each 

domain (i.e. ‘Knowledge’, ‘Attitude’ and 

‘Practices’) aims to collect a different type of 



information, each domain may require a different 

approach for validation. Thus, this type of 

questionnaire still falls under the four types of 

questionnaire as discussed earlier.  

 Similarly, every survey will be collecting 

different types of variables such as demographic 

profile of respondents and questions pertaining to 

knowledge, attitude and practice of the 

respondents. In this case, although the research 

study will be regarding both these sections as one 

set of questionnaire; in reality this set of 

questionnaire actually consists of two types of 

questionnaire: Type 1 (to collect facts or 



information) and Type 3 (to measure latent 

variable). This means that all these four 

fundamental types of questionnaire are being 

considered universally applicable to all types of 

survey research for the medical discipline.    

 However, it is always recommended to 

exercise caution by not combining any two (or 

more) of the four different types of questionnaire 

into a single set of questionnaire or within a single 

section. For example, a set of questionnaire has 

been drafted to consist of questions related to 

demographic profile (Type 1) and also questions 

to assess knowledge (Type 2) within the same 



section. Such a questionnaire is very difficult to be 

validated and should therefore be avoided. 

7.1.2 To develop a framework or theoretical 

model by using the path analysis 

This type of questionnaire is an extension 

from questionnaire type 4 – to measure latent 

variable. In previous sections, it was emphasized 

that the construct of latent variables should follow 

an ideal framework which is supported by existing 

theory retrieved from the contemporary literature. 

For example, let’s refer to Appendix 1 for an 

example of a proposed framework for job 

satisfaction. There are seven latent variables that 



are contributing to the concept of ‘job 

satisfaction’, all of which are being validated by 

using exploratory factor analysis and the 

cumulative evidence can then be strengthened by 

measuring the goodness of model fit via 

confirmatory factor analysis (Ahmad et al., 2020). 

Hence, this involves an evaluation of “many latent 

variables which are reduced to a single latent 

variable” or in other words, the model specifies a 

list of the significant domains that contribute to a 

single outcome.  

However, there is a type of questionnaire 

that also measures latent variables but the model is 



showing a path relationship (example shown in 

Figure 13). Here, “User Satisfaction” is 

determined by four latent variables (i.e. Perceived 

Usefulness, Perceived Ease of Use, Behavioural 

Intention and Actual System Use) but the model is 

showing a path relationship in which there is no 

single dependent variable. For this type of 

questionnaire, the researcher will develop and 

design questions for each domain (e.g. five 

questions for each domain). Later, instead of using 

exploratory factor analysis, the researcher will 

apply confirmatory factor analysis to evaluate the 

model based on a path relationship diagram 



(Figure 13). This technique is called path analysis. 

The model is considered valid if several relevant 

indicators such as Goodness-of-fit index (GFI), 

Adjusted goodness-of-fit test (AGFI), 

Comparative fit index (CFI) and Root-mean-

square residual (RMR) have been proven to 

support the goodness of model fit. 

 

 
 

Figure 7.1: An example of a conceptual 

framework of user experience dimension that 

leads to the concept of user’s satisfaction  



7.1.3 Visual Analogue Score (VAS)  

A Visual Analogue Scale (VAS) is a 

measurement instrument that aims to measure a 

characteristic of variables that is believed to range 

across a continuum of values and cannot be 

directly measured (Gould, 2001). It is often used 

in epidemiologic and clinical research to measure 

the intensity or frequency of various symptoms or 

outcomes (EuroQol, 1996; Dauphin et. al., 1999). 

For example, the amount of pain that a patient feels 

ranges across a continuum from none to an 

extreme amount of pain. The simplest VAS is a 

straight horizontal line of fixed length, for instance 



100mm with a proportionate length of 10mm 

where every 10mm indicates different scale (e.g. 0 

to 10) representing a continuum from worst (e.g. 

0) to best (e.g. 10). The ends are defined as the 

extreme limits of the parameter to be measured 

(e.g. pain) which will be orientated from the left 

(worst) to the right (best) (Streiner & Norman, 

1989). In some studies, horizontal scales are 

orientated from right to left; however, many 

investigators use a vertical VAS (Scott, 1976).  

  



 

 

Figure 7.2: Example of VAS for measuring pain 

  



The question now is: “Should VAS fall 

under which type of questionnaire?” Based on 

empirical considerations, VAS should fall under 

type 3 questionnaire which aims to measure latent 

variables. Previously, we learned that a few 

questions may have to be developed to represent a 

specific domain. So, VAS is the simplest form of 

question that can represent a specific domain (e.g: 

pain). Thus, the basis for validating VAS is not the 

same as that for validating a set of questions that 

represent specific domains as previously 

discussed. As for quantitative approach to validate 

a questionnaire that measures latent variables, 



normally the statistical techniques that we should 

be using will be exploratory factor analysis and/or 

structural equation modelling and/or RASCH 

analysis.  

However, in order to validate the VAS, a 

list of suitable statistical techniques that can 

possibly be used includes known group 

comparison (independent or paired study design), 

convergent validity and predictive validity; and the 

choice of which statistical technique to use shall 

depend on the situation. Apart from its simplicity, 

another major strength of VAS is that its 

measurement will fall under the interval scale. 



Therefore, besides having an element of 

continuum, it also has an element of fixed interval 

with the same size. Therefore, statistics such as 

mean and standard deviation can easily be 

computed from the VAS.   

 

7.2 Sample size requirement  

 Sample size estimation is determined by 

three components: type I error (usually is fixed at 

0.05), power (usually is fixed at 80.0%) and effect 

size. Thus, the effect sizes will need to be 

estimated beforehand by using different formula 

which shall depend on the study objectives. 



Different validation studies may apply different 

statistical techniques. Therefore, researchers will 

need to first calculate or estimate the sample size 

requirement that is based on the statistical tests for 

which the questionnaire is being validated. There 

are many useful published guidelines on the 

estimation of sample size requirement for a wide 

variety of research purposes; and all of these are 

already widely available in the existing literature 

such as intra-correlation, kappa agreement, 

correlation test, sensitivity and specificity, 

multiple linear regression and analysis of 

covariance, logistic regression and exploratory 



factor analysis (Bujang et al., 2012; Bujang and 

Baharum, 2017a; Bujang and Baharum, 2017b; 

Bujang and Baharum, 2016; Bujang and Adnan, 

2016, Bujang et al., 2017; Bujang et al., 2018; 

Bujang et al., 2019).  

 

7.3 Questionnaire translation 

 If it is necessary to translate a newly-

developed questionnaire into other language(s), 

proper translation technique (forward and 

backward translation) will need to be applied 

(Bujang et al., 2016; Bujang et al., 2017). In 

addition, questionnaire translation is also 



necessary when the target respondents are multi-

racial and speak different languages like in 

Malaysia. Say, if the questionnaire has initially 

been developed in the Malay language. Then, the 

researcher may need to translate the questionnaire 

into Mandarin and Tamil for Chinese and Indian 

population respectively. It can be a very 

challenging task for translating a questionnaire 

which is designed to measure latent variables. This 

is because different ethnicities may perceive the 

latent variables differently due to different cultural 

practices and lifestyles (Omar et al., 2010; Adam 

et al., 2010). Therefore, the translators should also 



emphasize on the need for cross-cultural 

adaptation of the different languages since a direct 

word-by-word translation might not work well 

(Guilleman et al., 1993).  

 

7.4 Number of items 

Questionnaires with too few questions may 

not be sufficient to acquire sufficient information 

while questionnaires with too many items can 

over-burden the subjects which will potentially 

lead to missing values. In a questionnaire 

development, there is no limit to the number of 

questions. Preferably, the recommended number 



of items should be less than 100. However, it is 

dependent on the purpose of the research itself. For 

example, a questionnaire for patient registry 

questionnaire may collect more than 100 variables 

(NHAM, 2015). However, the researcher will have 

to consider the feasibility of capturing all the 

variables and the time needed for data collection 

and data entry. Otherwise, the researcher may have 

to simplify the form by reducing the total number 

of questions and/or items in order to make 

allowances for the constraints imposed by 

manpower (such as the total number of staff 



available) and financial resources (such as 

financial budget).  

 

7.5 Modification of available questionnaire 

 Making modifications to an existing 

validated questionnaire or selecting questions 

from a few validated questionnaires and 

combining into one are not considered as 

questionnaire development even if some of the 

original questions have been amended. The owner 

of the questionnaire is still the original author(s) 

who was involved in the initial development of the 

questionnaire and the copyright licence is being 



granted to the publisher in most circumstances. 

Instead of making amendments on readily 

available validated questionnaires, it is 

recommended to develop a new questionnaire. In 

a scenario where the researcher intends to adopt a 

validated questionnaire from a foreign language 

for use in the local setting, a proper validation 

process will need to be conducted such as: to 

evaluate the content validity, to do forward and 

backward translation (from foreign language to 

local language and vice versa), to assess face 

validity, to conduct a pilot study mainly to assess 

the reliability of the questionnaire which will then 



be followed by a field test to assess the validity of 

the questionnaire.  

 

7.6 To provide a manual for handling 

missing values  

Missing values are common and need to be 

properly managed. The easiest way to handle the 

missing value is to declare it as missing value in 

the dataset. A specific code such as “9999” 

(something distinct and will not be confused with 

a valid value) can be applied to replace each and 

every missing values in the dataset. The other 

technique is to do imputation. In statistics, 



imputation is the process of replacing missing data 

with substituted values. There are many 

imputation techniques available such as replacing 

missing values with mean, mode or other specific 

technique. Most importantly, researchers need to 

provide a manual for handling missing values for 

a newly questionnaire that they developed. This is 

to prevent inconsistent handling of missing values 

in a questionnaire which can introduce bias in 

results. 

Missing values in knowledge 

questionnaires can be problematic as it is 

impossible to impute the missing values in such 



case. As a result, the total score cannot be 

computed and thus becomes missing value. This 

also applies to questionnaires that measure latent 

variables since majority of this type of 

questionnaire have scores for overall items, 

domains or both the overall score and domain 

scores. Some studies suggest an imputation 

technique by using mean values but, imputation is 

not allowable if the extent of missing values 

reaches a certain limit (Kovacs, 1985). It is 

recommended that only 10% to 20% missing 

values out of the total number of questions can be 

imputed. Thus, researchers need to decide on the 



rule of handling missing values so that there is a 

standardized practice in administration of the same 

questionnaire.  

Questionnaires for diagnostic research are 

usually based on facts or scientific knowledge. 

Each question assists the researcher to 

discriminate subjects with or without disease. 

Therefore, an imputation is discouraged to avoid 

bias in screening or diagnosing the subjects. In this 

type of questionnaire, it is often recommended for 

including a smaller total number of items so that 

missing values can be minimised. In general, 

missing values is a challenging issue but needs to 



be properly controlled. To avoid insufficient 

sample size due to missing data, it is advisable to 

account for 20% to 30% non-response rate when 

recruiting participants.   

 

 

 

 

 

 

 

 

 



7.7 To state possible limitations of study 

 Developing a new questionnaire from 

scratch can often be highly complicated. The 

researcher may try to develop many relevant 

questions and to provide as much evidence as 

possible for establishing the validity of the newly-

developed questionnaire. However, it is still 

possible to identify many study limitations which 

may occur at any of the stages of this research 

study: such as in determining the scope of study, 

in selecting a suitable study design, in choosing the 

sampling technique, and in establishing the subject 

eligibility criteria. Therefore, it is necessary to 



identify and report any limitations for 

questionnaire development study. By putting them 

into proper perspective, all these limitations will 

provide a fair appraisal for the overall utility and 

versatility of the questionnaire, and a valid 

justification for the degree of generalisability of 

the questionnaire for the target population, and 

also a list of useful recommendations for future 

research.  

 

 

 

 



Chapter 8  

Summary 

 

In conclusion, this book has provided a 

lengthy discussion on the entire questionnaire 

development process for four main types of 

questionnaires, namely: (i)one that is designed to 

collect facts or information, (ii)to measure 

knowledge, (iii)to measure latent variables and 

(iv)for diagnostic research. Moreover, proper steps 

for developing a new questionnaire based on each 

of the four categories of questionnaire are also 



proposed. Each type of questionnaire will require 

a different approach for designing and developing 

the questions and also ultimately testing the 

reliability and validity of the questionnaire. 

However, discussion on the statistical treatment 

such as the process of statistical analysis and 

interpretation are not discussed in detail in this 

book since its emphasis is on the entire process of 

questionnaire development (as well as all the 

major processes involved in questionnaire 

development).  

In addition, this book proposes a simple 

checklist (Table 8.1) that can serve as a guide to 



perform critical appraisal of a questionnaire 

development process and also as a guide for the 

researcher to plan and conduct a questionnaire 

development study. There are a total of 21 

checklist items that cover the entire process of 

questionnaire development to enable the 

researcher to achieve at least the bare minimum 

standard requirements for a questionnaire 

development study. 

 

  



Table 8.1: A detailed checklist that provides a 

step-by-step guide for conducting a questionnaire 

development study 
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Appendices 

 

Appendix 1: 

A conceptual framework for job satisfaction 

questionnaire (JSQ) derived from Ahmad et al., 

(2020) 

 

 

Appendix 2 

Example of presentation to support evidence for 

knowledge questions 

 

 

 



Appendix 1 

A conceptual framework for job satisfaction 

questionnaire (JSQ) derived from Ahmad et al., 

(2020) 

 

 
 

 Appendix 1 is referring to a conceptual 

framework for job satisfaction. Based on this 

model, there are seven domains contributing to job 

satisfaction such as leadership, reward and 



recognition, empowerment, training and 

development, working hours, communication and 

working condition.  

 

 

 

 

 

 

  



Appendix 2 

Example of presentation to support evidence for 

knowledge questions 

 

No. Soalan-

soalan/Questions 

Rujukan-

rujukan/References 

1. Apakah itu plak 

gigi?/ What is 

dental plaque? 

 

Newman, M. G., 

Takei, H. H., 

Klokkevold, P. R., 

& Carranza, F. A. 

(2019). Newman 

and Carranza’s 

Clinical 

periodontology. In 

Newman and 

Carranza's clinical 

periodontology (pp. 

119-150). 

Philadelphia, PA: 

Elsevier. 

 



Lang, N. P., & 

Karring, T. (2008). 

Oral Biofilms and 

Calculus. In Clinical 

periodontology and 

implant dentistry 

(5th ed., Vol. 1, pp. 

187-196). Oxford, 

UK: Blackwell 

Munksgaard. 

 

  . 

2. Plak boleh 

menyebabkan 

apa?/ What can 

plaque cause? 

 

Newman, M., Takei, 

H., Klokkevold, P., 

& Carranza, F. 

(2019). Newman 

and carranza's 

Clinical 

periodontology. In 

Newman and 

Carranza's clinical 

periodontology (p. 

122). Philadelphia, 

PA: Elsevier. 

 



Lang, N., & 

Karring, T. (2008). 

Microbiology. In 

Clinical 

periodontology and 

implant dentistry 

(5th ed., Vol. 1, p. 

208). Oxford, UK: 

Blackwell 

Munksgaard. 

 

  . 

3. Di antara berikut, 

yang manakah 

merupakan tanda- 

tanda awal 

penyakit gusi?/ 

Which of the 

following are 

early signs of gum 

disease? 

 

Newman, M., Takei, 

H., Klokkevold, P., 

& Carranza, F. 

(2019). Clinical 

Features of 

Gingivitis. In 

Newman and 

Carranza's clinical 

periodontology 

(13th ed., pp. 248-

255). Philadelphia, 

PA: Elsevier. 

 



Lang, N., & 

Karring, T. (2008). 

Plaque-Induced 

Gingival Diseases. 

In Clinical 

periodontology and 

implant dentistry 

(5th ed., Vol. 1, pp. 

405-407). Oxford, 

UK: Blackwell 

Munksgaard. 

 

  . 

4. Adakah penyakit 

gusi dapat 

dirawat? / Can 

gum disease be 

treated? 

 

Newman, M., Takei, 

H., Klokkevold, P., 

& Carranza, F. 

(2019). The 

Treatment Plan. In 

Newman and 

Carranza's clinical 

periodontology 

(13th ed., pp. 426-

430). Philadelphia, 

PA: Elsevier. 

 



Lang, N., & 

Karring, T. (2008). 

Treatment of 

plaque-induced 

gingival diseases. In 

Clinical 

periodontology and 

implant dentistry 

(5th ed., Vol. 1, p. 

414). Oxford, UK: 

Blackwell 

Munksgaard. 

 

  . 

5 Adakah penyakit 

gusi boleh 

berjangkit? / Is 

gum disease 

contagious? 

 

Newman, M., Takei, 

H., Klokkevold, P., 

& Carranza, F. 

(2019). Biofilm and 

Periodontal 

Microbiology. In 

Newman and 

Carranza's clinical 

periodontology 

(13th ed., pp. 131-

133). Philadelphia, 

PA: Elsevier. 



 

Lang, N., & 

Karring, T. (2008). 

Periodontal 

Pathology. In 

Clinical 

periodontology and 

implant dentistry 

(5th ed., Vol. 1, pp. 

466-468). Oxford, 

UK: Blackwell 

Munksgaard. 

 

  . 

6. Adakah penyakit 

gusi boleh 

menyebabkan gigi 

longgar? / Can 

gum disease lead 

to 

loosened/mobility 

of teeth? 

 

Newman, M., Takei, 

H., Klokkevold, P., 

& Carranza, F. 

(2019). Tooth 

Mobility. In 

Newman and 

Carranza's clinical 

periodontology 

(13th ed., pp. 391-

392). Philadelphia, 

PA: Elsevier. 

 



Lang, N., & 

Karring, T. (2008). 

Tooth mobility 

crown 

excursion/root 

displacement. In 

Clinical 

periodontology and 

implant dentistry 

(5th ed., Vol. 1, pp. 

1125-1137). Oxford, 

UK: Blackwell 

Munksgaard. 

 

  . 

7. Pada peringkat 

umur berapakah 

seseorang itu 

mudah mendapat 

penyakit gusi? / At 

what age, a 

person is prone to 

have gum 

disease? 

 

Newman, M., Takei, 

H., Klokkevold, P., 

& Carranza, F. 

(2019). Gingival 

Disease in 

Childhood. In 

Newman and 

Carranza's clinical 

periodontology 

(13th ed., pp. 277-



286). Philadelphia, 

PA: Elsevier. 

 

Newman, M., Takei, 

H., Klokkevold, P., 

& Carranza, F. 

(2019). Aging and 

the Periodontium. In 

Newman and 

Carranza's clinical 

periodontology 

(13th ed., pp. 50-

54). Philadelphia, 

PA: Elsevier. 

 

Lang, N., & 

Karring, T. (2008). 

Supportive 

Periodontal Therapy 

(SPT). In Clinical 

periodontology and 

implant 

dentistry(5th ed., 

Vol. 2, p. 1307). 

Oxford, UK: 



Blackwell 

Munksgaard. 

 

  . 

8. Adakah seseorang 

itu lebih mudah 

mendapat 

penyakit gusi 

semasa 

mengandung?/ Is 

it easier to get 

gum disease 

during 

pregnancy? 

 

Newman, M., Takei, 

H., Klokkevold, P., 

& Carranza, F. 

(2019). Periodontal 

Therapy in the 

Female Patient. In 

Newman and 

Carranza's clinical 

periodontology 

(13th ed., pp. 467-

472). Philadelphia, 

PA: Elsevier. 

 

Lang, N., & 

Karring, T. (2008). 

Periodontal Disease 

as a Risk for 

Systemic Disease. 

In Clinical 

periodontology and 

implant dentistry 

(5th ed., Vol. 1, pp. 



480-486). Oxford, 

UK: Blackwell 

Munksgaard. 

 

  . 

9. Adakah merokok 

boleh 

meningkatkan 

risiko penyakit 

gusi? / Does 

smoking increase 

the risk of having 

gum disease? 

 

Newman, M., Takei, 

H., Klokkevold, P., 

& Carranza, F. 

(2019). Smoking 

and Periodontal 

Disease. In Newman 

and Carranza's 

clinical 

periodontology 

(13th ed., pp. 181-

189). Philadelphia, 

PA: Elsevier. 
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