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Conclusion: 
 
– The “word” notion is not helpful for describing Coptic. 
 
– But Coptic is not necessarily unique – more generally, the “word” notion is not as 
crucial as is often thought for describing languages. 
 
– We need different descriptive categories for each language, because each language 
must be described in its own terms. 
 
– Languages are not made out of the same building blocks, unlike things in the world, 
which are all made out of the same chemical elements. 
 
 
1. Where I come from 
 
empirical universals of language 
 
 – Which nontrivial properties are shared by all languages? 
 – Which connections can we make between properties of languages? 
 
Nontrivial properties, e.g. 
 
 – all languages have special negative morphemes 
 – all languages have special question constructions 
 – all languages have demonstratives 
 
Connections between properties, e.g. 
 
– If a language has prepositions rather than postpositions, the possessor follows the noun 
 
– If a language allows one to say “They introduced me to him”, then it also allows “They 
introduced him to me” (using the same or a shorter construction) 
 
cf. French  Ils me l’ont introduit. 
   *Ils me lui ont introduit. (Ils m’ont introduit à lui.) 
          (Haspelmath 2004) 
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2. How universal are words? 

 
“All languages have words” (Radford et al. 1999: 145) – a trivial universal? 
 
“Coptic lacks words” – a sensational discovery? 
 
No: Coptic is a fairly usual language, but it can be used well to illustrate the point that 
linguistics does not necessarily need a “word” notion to describe languages. 
 
Traditionally, the “word” concept is the basis for some other commonly used concepts: 
 
 – Syntax describes the combination of words to yield sentences. 
 – Morphology describes the combination of morphemes to yield words. 
 – Syntax and morphology are different “levels” of language description. 
 
But all this presupposes that we know what “words” are. The problem is that we don’t. 
 
 
3. Attitudes toward words 
 
(1) Words can be identified by speakers, because they have intuitions 
about words. 
 
Coseriu (1964: 141-142) simply asserts: "Nous estimons la notion de 'mot' comme 
intuitivement établie" ["We regard the notion of word as intuitively established"] 
 
Aronoff & Fudeman (2005: 36), "speakers – literate and illiterate – have clear intuitions 
about what is and what isn't a word" 
 
But what if their language does not have a word for ‘word’? 
 
English word, French mot, Russian slovo, Hebrew mila – but what is the word for ‚word’ in 
Coptic?  
 
 in Lezgian:  č’al ‘speech, talk, language, word’ 
 
(2) Words can be identified by grammarians, because they all share 
certain grammatical properties. They form the basis for the distinction 
between morphology and syntax (mainstream linguistics) 
 
(3) Many languages have words, but some don’t (non-mainstream 
linguistics)  
 
(4) Words cannot be properly defined and are irrelevant for linguistics 
(my position) 
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We certainly know what TYPICAL WORDS are, e.g. ROOTS like tree, moon, blue, write, laugh, 
and TYPICAL COMPLEX WORDS: 
 
 verbal roots with tense and person suffixes: 
      
  German kauf-te-st ‘you bought’ 
  Latin scribe-ba-s ‘you wrote’ 
  Hebrew katav-ti ‘I wrote’ 
 
 
 nominal roots with number and case suffixes: 
      
  German Kind-er-n ‘to children’ 
  Latin puer-is ‘to the boys’ 
  Arabic ħayawaan-aat-i ‘of the animals’ 
  
 verbal roots with derivational prefixes: 
      
  Latin pro-ducere ‘lead forth’ 
  German ver-kaufen ‘sell’ 
 
 nominal roots with derivational suffixes: 
      
  English kind-ness 
  Hebrew maħšev-on ‘calculator’ 
 
But there are also a number of problems in familiar languages, e.g. 
 
 English ’s genitive:   
    the men’s house, the boys’ house, the men who came’s house 
 
 German infinitival zu: 
    zu schreiben ‘to write’, umzuschreiben ‘to rewrite’ (um-zu-schreiben) 
 
 French preposition de: 
    la maison de la reine  ‘the queen’s house’,  
    la maison du roi  ‘the king’s house’ 
 
 Russian preposition k/ko: 
    k drugu   ‘to the friend’ 
    ko mnogim druz’jam ‘to many friends’ 
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Such “problems” tend to be found in all languages;  
they are more noticeable in languages which do not have an established orthography, or in 
languages whose orthography does not divide a sentence into words, e.g. 
 
൞䃔䀶ᆮѣθ䂔 ᱥ㜳⦞䚁⭞ќᴿ䃔㗟ޝᇯᡌ䃔⭞ޝᇯδޭᴿ㺞䶘㗟ᡌሜ䳑
㗟εⲺᴶቅփȾ 
 
One can suspect that the “problems” arise when a language has complex expressions that are 
not very much like the typical complex words of Latin or German. 
 
 
5. Defining and identifying words 
 
So how do mainstream linguists define words?  
 The answer is: they don’t. They generally just assume that words can be defined. 
 
Zedler (1749): "Wort: ein vernemlicher Laut, der etwas bedeutet"  
     [word: a perceptible sound that means something] 
Sapir (1921: 34): "the smallest, completely satisfying bits of isolated 'meaning' into which the sentence 

resolves itself" 
 
Bloomfield (1933): "a free form which does not consist entirely of (two or more) 

lesser free forms; in brief, a word is a minimum free form"  
   (free form = a form that can occur on its own a complete 

utterance) 
 
Wikipedia (2016-02-05): 
“In linguistics, a word is the smallest element that may be uttered in isolation with 
semantic or pragmatic content (with literal or practical meaning).” 
 
But: some compound words are not minimal free forms (e.g. firewater: fire and water are 
free forms), and many verbs cannot be used on their own, e.g. *put or *tell: cf. put it 
there, tell me). Even Bloomfield recognized that the criterion does not work for the (the 
house), which is not a free form, but we want to say that it is a word. 
 
Dixon & Aikhenvald (2002: 19-23): 
 
A grammatical word consists of a number of grammatical elements which: 

(a) always occur together, rather than scattered through the clause (the criterion of 
cohesiveness);  

(b) occur in a fixed order;  
(c) have a conventionalised coherence and meaning. 
(d) Morphological processes involved in the formation of words tend to be non-

recursive. That is, one element will not appear twice in a word. 
(e) There will be just one inflectional affix per word. 
 

But: articles, quantifiers, numerals and adjectives occur in a fixed order in many 
languages: 
 
all these three five little houses (never scattered, always in this fixed order) 
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6. Complex forms in Coptic 
 
Coptic has what looks like inflectional and derivational prefixes and suffixes, e.g. 
 
derivational: 
 
hôtb  ‘kill’   ref-hôtb   ‘murderer’ 

ϩⲱτβ     ⲣⲉϥϩⲱτβ 
monakhos ‘monk’   mnt-monakhos  ‘monasticism, monkhood’ 

μοναχοσ    μντμοναχοσ 
 
inflectional: 
 

1SG ti-sôtm ne-i-sôtm ϯⲥⲱⲧⲙ ⲛⲉⲓⲥⲱⲧⲙ 

2SG.M k-sôtm ne-k-sôtm ⲕⲥⲱⲧⲙ ⲛⲉⲕⲥⲱⲧⲙ 

3SG.M f-sôtm ne-f-sôtm ϥⲥⲱⲧⲙ ⲛⲉϥⲥⲱⲧⲙ 

1PL tn-sôtm ne-n-sôtm ⲧⲛⲥⲱⲧⲙ ⲛⲉⲛⲥⲱⲧⲙ 

2PL tetn-sôtm ne-tetn-sôtm ⲧⲉⲧⲛⲥⲱⲧⲙ ⲛⲉⲧⲉⲧⲛⲥⲱⲧⲙ 

3PL se-sôtm ne-u-sôtm ⲥⲉⲥⲱⲧⲙ ⲛⲉⲩⲥⲱⲧⲙ 
 ‘I hear’ etc. ‘I heard’ etc. 
 
But there are many more affix-like forms that behave exactly like the tense and person 
“prefixes” in Coptic, e.g. 
 
– definite articles  p-rôme  ‘the man’ te-shime ‘the woman’ 

    ⲡⲣⲱⲙⲉ   ⲧⲉⲥϩⲓⲙⲉ 
 
– demonstatives  pei-rôme ‘this man’ tei-shime ‘this woman’ 

    ⲡⲉⲓⲣⲱⲙⲉ   ⲧⲉⲓⲥϩⲓⲙⲉ 
 
– prepositions   hn-n-rôme ‘in human beings’ 

    ϩⲛⲛⲣⲱⲙⲉ 
    mn-ne-n-šêre ‘with our children’ 

    ⲙⲛⲛⲉⲛϣⲏⲣⲉ 
    e-p-čoeis ‘to the lord’ 

    ⲉⲡϫⲟⲉⲓⲥ 
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– complementizer  če-e-tetne-pisteue  ‘that you believe’ 

    ϫⲉⲉⲧⲉⲧⲛⲉⲡⲓcⲧⲉⲩⲉ 
 
– coordinator   kas hi-sarx  ‘bones and flesh’ 

    ⲕⲁcϩⲓcⲁⲣⲝ 
 
– relativizer   p-šên et-nanou-f ‘the tree that is good’ 

    ⲡϣⲏⲛⲉⲧⲛⲁⲛⲟⲩϥ 
 
– existential verb  mnte-pneuma kas hi-sarx 
    lack-spirit bone and-flesh  
    ‘Spirits do not have bones and flesh.’ 

    ⲙⲛⲧⲉⲡⲛⲉⲩⲙⲁⲕⲁcϩⲓcⲁⲣⲝ 
 
Are these all prefixes? And what about verbs? Are they also prefixes? 
 
    neč-ou-noc  n-hroou  ‘utter a loud cry’ 
    throw-a-big ATT-cry 

    ⲛⲉϫⲟⲩⲛⲟϭⲛϩⲣⲟⲟⲩ 
 
    tse-i-ou-hmč   ‘make me drink vinegar’ 
    make.drink-1SG-a-vinegar 

    ⲧcⲉⲓⲟⲩϩⲙϫ 
 
 
7. How to describe Coptic 
 
Coptic has several different types of morphemes: 
 
– always stressed morphemes:  almost all nouns (e.g. rôme ‘man’) 
– always unstressed morphemes:  many different kinds of grammatical morphemes 
– variable morphemes:   many transitive verbs, plus a few others 
      (e.g. nouče/neč- ‘throw’, tso/tse- ‘make s.o. drink’) 
– floating morphemes:   particles such as de 
 
Unstressed morphemes must attach to some stressed morpheme, either at the end, or 
(much more frequently) at the beginning. 
 
Combinations of stressed morphemes plus attached unstressed morphemes are called  
“bound groups” by Layton (2004) (Haspelmath (2015a: 125) calls them “stress 
groups”). 
 
Unstressed morphemes may only contain the vowels e or a, or some syllabic sonorant 
(liquid, nasal or glide; y and w are written like i and u). 
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The exact sequence and combinability of morphemes is complex, but there is no “word” 
notion that is helpful for describing Coptic grammar. 
 
Rules for word division in Coptic are arbitrary and differ among authors. Coptic 
manuscripts do not contain any word divisions. Word divisions are introduced to make 
Coptic look more like Latin or English. 
 
Should Coptic be written like “isolating languages”, with spaces between all morphemes? 
e.g. 
 

  b. ϩⲙ  ⲡ  ⲙⲉϩ  ϣⲟⲙⲛⲧ 
   hm-p-meh-šomnt     [hәm-p-mәh-ʃómәnt] 
   in-DEF.M-ORD-three 
   ‘in the third’ 
 

  c. ⲟⲩ  ⲣⲉϥ  ⲣ  ⲛⲟⲃⲉ 
   ou-ref-r-nobe     [w-rәf-әr-nóbә] 
   INDF-AGT-do-sin 
   ‘a sinner’ 
 

  d. ⲉ  ⲩⲛⲧ  ⲥ  ⲟⲩ  ϣⲉⲉⲣⲉ 
   e-unt-s-ou-šeere     [ә-wәnt-әs-w-ʃéʔrә] 
   REL-have-3SGF-INDF-daughter 
   ‘who had a daughter’ 
 

  e. ⲙⲛ  ⲛ  ⲉⲧⲉ  ⲛ  ⲧⲛ  ⲛⲁⲩ  ⲉⲣⲟ  ⲟⲩ 
   mn-n-ete-n-tn-nau    ero-ou   [mәn-n-әtә-n-tәn-náw әrów] 
   with-DEF.PL-REL-NEG-1PL-see to-3PL 
   ‘and those which we do not see’ 
 
For linguists, it does not matter how Coptic is written. Probably for our reading habits, it 
is easiest if it is written with hyphens linking unstressed and stressed morphemes (much 
as in Layton’s grammar). 
 
Crucially, we cannot equate stress groups with words, because stress groups often 
contain elements that have NO MORPHOSYNTACTIC COHERENCE, e.g. 
 

(52) a. ⲁⲡⲁⲩⲗⲟⲥ ⲛⲁⲩ ⲉⲣⲟϥ 
   a-paulos nau ero-f   [a-páwlos náw әró-f] 
   PRET-Paul see to-3SGM 
   ‘Paul saw him.’ 
 

  b. ⲡⲉⲛⲧⲁⲙⲱⲩⲥⲏⲥ ⲥϩⲁⲓ ⲉⲧⲃⲏⲏⲧϥ 
   p-ent-a-môusês shai etbêêt-f [p-әnt-a-mo:isé:s sháj әtbé:ʔt-әf] 
   DEF.M-REL-PRET-Moses write about-3SGM 
   ‘the one of whom Moses wrote’ 
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And verbs can sometimes be unstressed: 
 

(51) a. ⲡⲉϫⲉⲓⲏⲥⲟⲩⲥ 
   peče-iêsous     [pәkjә-je:sú:s] 
   say-Jesus 
   ‘Jesus said.’ 
  

  b. ⲉⲛⲉϫⲧⲉϥⲥϩⲓⲙⲉ  ⲉⲃⲟⲗ 
   e-neč-t-ef-shime   ebol  [ә-nәkj-t-әf-shí:mә  әból] 
   to-throw-DEF.F-3SGM-wife out 
   ‘to throw out (=divorce) his wife’ 
 
 
8. Other authors on Coptic 
 
“structuralist authors“: 
 
Shisha-Halevy (2002: 429-430): 
“Word division, entirely strange to Coptic and Egyptian analytic sensibility, 
accommodates the western student’s bias, in a subjective and imprecise conception, 
suited to the (Indo-) European typical parcel unit of lexical stem and grammemic affixes, 
packaged as a ‚word’, which often conflicts with the Coptic native typology of lexical 
units precedded by affixes.... The word is no longer a notion of general analytical 
significance.“ 
 
Layton (2004: §27): 
“Coptic morphs – the building blocks of patterns and constructions – typically occur in 
strings, which are united by relationships of adjacent dependency or ‚boundness’. Such 
morph strings will be called BOUND GROUPS. ...The constituents, sequence, and 
boundaries of a bound group are regulated by the basic dependency propertiesof each 
morph that happens to occur within it, as well as by other factors...“ 
 
 
 
generative and typological authors: 
 
Reintges (2001: 177): 
“I will argue that the person, number and gender markings on Coptic verb forms are not 
agreement affixes, but pronominal clitics.” 
 
Egedi (2007: 118) 
“In view of the above demonstrated arguments, my suggestion is to avoid the traditional 
use of such category terms as suffix, infinitive and inflection or conjugation in the Coptic 
language. It would be more adequate to utilise such expressions as weak pronouns or 
clitic pronouns, absolute, prenominal, etc. forms of the verb without referring to any 
kind of finiteness, instead.” 
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Grossman & Polis (2015: 8): 
“Coptic has prefixed subject affixes on verbs. While they may follow TAM/Polarity 
affixes, they always precede the lexical verb.” 
 
a-f-či    n-ou-oik 
PST-3SG.M-take ACC-INDEF-bread 
‘He took some bread.’ 
 
But cf. a-p-rôme   či ... (cf. their criteria: uninterruptability, adjacency) 
 PST-DEF-man take 
 ‘The man took...’ 
 
 
9. Combining the criteria: Persuasion by test batteries 
 
• often in linguistics, a number of criteria are selected and applied, and in the published 
accounts usually all of them point in the same direction 
• the more criteria converge, the more persuasive the argument becomes (Haspelmath 
2011: §4) 
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Free occurrence    x   x   
External mobility and internal fixedness x   x x x    
Uninterruptibility    x     x 
Non-selectivity x x   x x x  x 
Non-coordinatability   x x x  x x x 
Anaphoric islandhood   x     x  
Nonextractability   x     x  
Morphophonological idiosyncrasies x x   x x x   
Deviations from biuniqueness         x 
Table 1. Nine studies that examine wordhood using test batteries 
 
But since different criteria are applied in different languages, the procedure is non-
rigorous. 
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10. Diagnostics vs. criteria 
 
Is this not a serious problem? 
 
Zwicky (1985: 284-286): no, because diagnostics are only hints, they are not defining 
criteria 
 
diagnostics  criteria 
(= symptoms) (= definientia) 
– point us to an underlying reality that 
may not be observable directly 

– jointly necessary and sufficient 

– may be absent or occasionally 
contradict each other 

– when they are applicable, they can be 
used to classify the phenomena 

– ultimately, taxonomy (= theory-
building) is done on the basis of the 
researcher’s intuitions 

– when the application is unclear, 
sharpen the criteria or get more data 

 
“analogous to medical diagnosis; as in medical diagnosis, interfering factors can prevent 
even clear cases from exhibiting a certain symptom, and a particular symptom might 
result from some condition other than the one at issue” (Zwicky 1985: 284-286) 
 
But: in medicine, there is abundant evidence that “every disease should NOT be 
described in its own terms” – many or most diseases are caused by a factor that is 
independent of the symptoms (pathogens), so an apriorist approach is sensible. 
 
In language, the postulation of cross-linguistic (universally applicable) categories is not so 
much based on evidence, as on hope: That we will eventually be able to identify the 
correct categories of UG. 
 
If intuitions differ across researchers, there is no way to resolve the disagreements. 
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11. Some positive steps: Comparative concepts 
 
To compare languages rigorously, we need COMPARATIVE CONCEPTS – a special set of 
concepts that are intended for comparison, not description/analysis (Haspelmath 2010). 
 
plenimorph = a morph that denotes a thing, a process or a property (= a root) 
 
minimorph = a morph with a meaning that is normally omitted in translation into 
some other language without significant loss of content (i.e., a meaning that could easily 
be inferred from context, or a meaning that makes a small, subtle contribution) 
 
Universal I: In all languages, plenimorphs are longer on average than minimorphs. (In 
fact, almost all languages have many plenimorphs that are bisyllabic or longer, and all have 
many minimorphs that are monosyllabic or shorter.) 
 
Universal II: In all languages, plenimorphs show greater ordering variability than 
minimorphs. (In fact, all languages have some minimorphs whose ordering is strictly fixed 
with respect to a related plenimorph.) 
 
Universal III: In all languages, the coalescence properties of minimorphs (prosodic 
dependency, adjacency, narrow scope, shape idiosyncrasy) correlate strongly with each 
other: If a morph is more coalescent than another morph with respect to one of the 
properties, it also tends to be more coalescent with respect to the other properties. 
 
These concepts are not necessary for describing Egyptian or Coptic. They are not 
intended as an aid to language description. 
 
Specialists of particular languages should certainly be inspired by typological work, but 
should not feel the need to adopt all their concepts from the typologists. Typology and 
descripritive linguistics should be in symbiosis, but not in a one-sided dependency 
relation.  
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