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Abstract. Analyzing content generated on social media has proven to
be a powerful tool for early detection of crisis-related events. Such an
analysis may allow for timely action, mitigating or even preventing alto-
gether the effects of a crisis. However, the high noise levels in short texts
present in microblogging platforms, combined with the limited publicly
available datasets have rendered the task difficult. Here, we propose deep
learning models based on a transformer self-attention encoder, which is
capable of detecting event-related parts in a text, while also minimizing
potential noise levels. Our models efficacy is shown by experimenting
with CrisisLexT26, achieving up to 81.6% f1-score and 92.7% AUC.
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1 Introduction

Over the years, many methods have been introduced in an effort to effectively de-
tect crisis events from online textual content, and thus keep relevant stakeholders
and the community at large informed about these events and their aftermath.
Such crisis event detection methods were initially utilizing handcrafted feature
engineering to enrich their models with semantic and linguistic knowledge [17,
23, 22]. Nevertheless, the handcrafted features are not able to capture the multi-
level correlations between words and tend to be overspecialized to the designed
domain (e.g. applied on a single language), time consuming, and prone to error
propagation. In the last decade, though, Convolutional Neural Networks (CNNs)
[21] and Recurrent Neural Networks (RNNs) [16] proved their ability to capture
semantic information [19, 33] and, therefore, pioneering works introduced CNNs
[7, 31], RNNs [30], and even hybrid approaches [12] to the event detection task.
Graph Convolutional Networks (GCNs) which enable the convolution of words
that are dependent on each other by using the syntactic representation of a
text have also been employed [29]. Finally, attention mechanisms have been ap-
plied, either in combination with GCNs [35] or in a more straightforward way
[25], to combine attention vectors for words and entities with the original word
embeddings before being forwarded to a perceptron layer.

However all these studies focused on the sentence level of large and well or-
ganised documents by identifying event trigger words. Another research area for



event detection has been the categorization of short social media posts by their
informativeness during a crisis. A publicly available dataset widely used in this
context is CrisisLexT26 [32], which contains Twitter posts from 26 different crisis
events. CNNs have been extensively studied also for this task (e.g. [6], [28], [5]),
with one of the most well known CNN architectures for sentence classification,
the Multi-Channel CNN architecture [19], achieving noteworthy results [4].

Although a lot of effort has been put into the event detection task, it appears
that no special emphasis has been placed on how to effectively deal with short
noisy (informal language, syntactic errors, unordered summarizations etc.) texts,
which limits the effectiveness of the currently available methods. For instance,
only a limited number of studies have used attention mechanisms towards this
direction [18]. To this end, this paper proposes a new way of dealing with short
and high noise texts in the context of the crisis-related event detection. The
proposed method is based on a state-of-the-art self attention encoder [34], which
is utilized as a denoiser for the text before this is further forwarded to other types
of layers; to the best of our knowledge, there is no prior work that investigates the
effect of the self-attention encoder in the event detection task. We also designed
and implemented three models modifying to some extent the way in which the
self attention is utilized, while also experimenting with different neural network
architectures. Moreover, to be comparable with the state of the art, the Multi-
Channel CNN architecture [4] is used as baseline, as well as a variation thereof.
Finally, we open-source our implementations for reproducibility and extensibility
purposes [1].

2 Methodology

To handle short and noisy texts, we base our models on a self attention method.
We assume that the attention will be immune to any temporal inconsistency in
the text and be able to reinforce dependencies between relevant words. Before
presenting the proposed architectures, we first describe their key components.

Language Modeling. To create a mathematical representation of the input
words we use an embedding of the language into a high dimensional euclidean
space where neighboring words are also semantically close; input texts are mod-
eled in a D-dimensional vector based on the words’ vectors representations. We
chose a 300-dimensional Word2Vec model [27] (pretrained on Google news) so as
to be comparable with the chosen baseline [4]. Furthermore, to give sequential
information to each word embedding, other works (e.g. [34]) add positional en-
coding to the embedding vector [14]. However, we argue that in short texts (e.g.
Twitter posts), positional information would be unnecessary in the embedding
layer, as these texts tend to be very unorganized and high in noise.

Self Attention Encoder. Overall, the Self Attention Encoder [34] consists of
a block of 2 sub-layers. The first is a multi-head self attention and the second
is a position-wise feed-forward layer, i.e. a fully connected layer with shared
parameters over the sequence, applied in each position. Each layer output is



added with a residual connection [15] from the previous layer output followed by
Layer Normalization [3] aiming to a more stable and better regularized network.

Intuitively, the attention vector of a query word sums to 1 and spans the
“attention” of the query to the most important words (keys); we use as queries
(Q), as keys (K), and as values (V) the same input sequence, where every word
is a query, a key, and a value, and their dimension is d. The attention mechanism
that is applied at the core of each head is a scaled dot product attention (SDPA)
which is a normalized version of the simple dot product attention and adheres

to the following equations: (1): E = (QKT )√
d

; the attention scores are calculated,

(2): A = softmax(E); the attention is distributed to every key based on the
attention scores, and (3): C = AV ; the output context vector is calculated as an
attention weighted sum of all values.

Multi-head Attention. This is the layer where the attentions are calculated.
In order to attend in more than one ways, queries, keys, and values are projected
h times through learned projection matrices, where h is the number of attention
heads. These h tuples of Q, K, V are forwarded to each head’s SDPA. Outputs
are concatenated, and once again projected through a learned weight matrix.
In the original work, these projections are linear [34]. However, we found that
in our case non-linear projection with the Rectifier Linear Unit (ReLU) as an
activation function boosted the performance.

GRU and CNN. GRUs are well known neural architectures capable of cap-
turing sequential information [8]. Specifically, an update and reset gate is used
to decide what information should be passed to the output. CNNs [21] capture
salient features from chunks of information where each chunk is an n-gram of
words from the input text where the convolution operation is performed on.

2.1 Proposed Neural Network Architectures

In this section, we introduce the overall design of the three proposed architec-
tures. All models are optimized with ADAM optimizer [20], learning rate of
0.001, and with dropout of 0.5 before the output, for regularization purposes.

Stacked-Self Attention Encoders (Stacked-SAE). The first proposed ar-
chitecture consists of a stack of 4 (experimentally chosen) self-attention encoders.
It is the deepest of the architectures and the most complex one. The output is
aggregated with Global Average Pooling [24] and finally projected onto the out-
put layer, i.e. a fully connected layer with softmax as activation function. We
expect that a deeper architecture will be able to create better representations
and capture more complex patterns.

Attention Denoised Parallel GRUs (AD-PGRU). This and the next ar-
chitecture are using only one self-attention encoder as a feature extraction mech-
anism. As a result, the attention weighted output added to the input with the
residual connection is expected to reinforce the important words eliminating sig-
nificant part of the noise. Afterwards and inspired by [19], the signal is passed
to a Parallel GRU architecture composed of 3 units that reduces the sequence to



a single vector in the end and concatenates all before forwarding to the output.
Each unit is expected to learn a different sequential representation of the input.

Attention Denoised Multi-channel CNN (AD-MCNN). The final archi-
tecture uses the same denoiser as the previous one, but instead of a parallel GRU
design, we followed the architecture proposed in [19] for sentence classification,
i.e. use of three parallel CNN layers operating under different kernel sizes, so as
to capture different N -gram combinations from the text, and a max-over-time
pooling operation [9]. As for the parameterization, we followed the settings pro-
posed in [4], where the aforementioned architecture was repurposed for the event
detection task (experimenting with the CrisisLexT26 dataset).

3 Dataset and Experimental Setup

Ground Truth. For experimentation purposes, the CrisisLexT26 [32] dataset
is used; it is publicly available and widely used in related work. It contains 26
different crisis events from 2012 and 2013 and consists of ≈28k tweets (≈1k posts
per event). The labels for each tweet concern its: (i) Informativeness, whether it
is related to the specific crisis or not, (ii) Information Source, e.g. government
and NGO, and (iii) Information Type, e.g. affected individuals.

Text Analysis. Our analysis of the dataset indicates its noisiness as follows.
Each tweet contains on average 1.1 hashtags (normalized by the size of the tweet)
and 37.4% of all tweets have hashtags in the middle of their text. Similarly, tweets
contain on average 0.56 links and 0.81 tags, while the appearances of both in
the middle of the text are 15.6% and 55.6%, respectively. A final observation
would be that of punctuation, which if used informally may disturb the flow of
the sentence, especially when it indicates a more complex sentiment like shock
or irony. We found that 11% of the tweets in the dataset include “.” or “...”;
likewise one or more —in sequence— “!” and “?” are found in the middle of the
text 8% and 4.5% of the times, respectively.

Experimental Setups. Two experimental setups were designed: (i) Binary
classification: the focus is on the Informativeness category and the objective is to
detect the relatedness of a post to a crisis event; and (ii)Multi-class classification:
with the focus being on the Information Type category.

Since the class distribution is highly imbalanced we decided to train our
models both for imbalanced and balanced dataset setups. For the balanced setup,
we performed oversampling of the minority class using the pretrained BERT
model [11] tailored to the Masked Language Model task [2].

We divided the dataset in a stratified fashion with a 0.8-0.2 train-test split,
and derived a 10 run average for each experiment creating stochasticity by al-
ternating the global network seed, while all the other randomized parameters,
such as the dataset split seed are constant. This is to ensure that all randomness
comes from network weights initialization.



Table 1. Experimental results. (“*”: statistically significant over baselines)

Binary Classification

Imbalanced Balanced

Precision Recall F1-score AUC Precision Recall F1-score AUC

MCNN 0.841 0.772 0.800 0.921 0.798 0.793 0.793 0.918
MCNN-MA 0.772 0.771 0.770 0.888 0.691 0.768 0.711 0.871

Stacked-SAE 0.821 0.799* 0.808* 0.915 0.809 0.784 0.793 0.910
AD-PGRU 0.835 0.799* 0.814* 0.927* 0.808 0.802 0.803* 0.921
AD-MCNN 0.834 0.802* 0.816* 0.925* 0.804 0.805 0.802* 0.923*

Multiclass Classification

Imbalanced Balanced

Precision Recall F1-score AUC Precision Recall F1-score AUC

MCNN 0.671 0.627 0.640 0.913 0.624 0.648 0.632 0.910
MCNN-MA 0.616 0.589 0.598 0.883 0.561 0.577 0.563 0.873

Stacked-SAE 0.644 0.630* 0.633 0.906 0.622 0.636 0.626 0.900
AD-PGRU 0.648 0.637* 0.638 0.910 0.627 0.640 0.630 0.909
AD-MCNN 0.656 0.644* 0.647* 0.914 0.627 0.648 0.633 0.910

4 Experimental Results

Next, we evaluate the performance of the proposed architectures and com-
pare the results to the baseline. We implemented two baseline architectures: (i)
Multi-channel CNN (MCNN) [4], which has shown the best performance so
far in the CrisisLexT26 dataset; and (ii) MCNN-MA: a recently proposed ar-
chitecture for Sentiment Analysis [13] that uses MCNN and multi-head attention
afterwards, which we adapted to our task with suitable parameterization.

As for the binary classification (Table 1), we observe that the proposed
architectures outperform the baselines in terms of F1 and AUC, both for the
balanced and imbalanced datasets, with AD-MCNN being arguably the best
performing. This confirms the hypothesis that using the self-attention encoder
as a denoiser has a positive impact on the overall detection performance. When
MCNN is used as a feature extractor on the embeddings, the convolution win-
dow limits the interactions to only neighboring words. So if attention is placed
after the CNNs (MCNN-MA), the original signal is altered. On the contrary,
the use of attention before MCNN resolves this issue, since it is not restricted
neither by the distance between words, nor by the words located between them
as an RNN would be. Class-specific results (not reported due to lack of space)
on the imbalanced setup, indicate a substantial improvement on the minority
class’ recall (≈ 0.1 increase) for AD-MCNN. MCNN shows better —though not
statistically significant— precision because it lacks the ability to effectively sep-
arate the two classes (predicts fewer non-events); a problem which is somewhat
addressed in the balanced setup, where the precision is stabilized. As for the
multiclass classification (Table 1) the overall results follow a similar behavior
with the binary one. Although we see comparable performance on the balanced
setup, we argue that the AD-MCNN would widen the difference with MCNN if
more samples per class were available (on average ≈2, 8k original samples).



Fig. 1. Attention visualization. The highest scores are observed in the combinations
of location (“texas”) and type of incident (“explosion”) with a very important conse-
quence “casualties”.

In Section 1 we claimed that our attention mechanism is utilized as a denoiser
for the text before it is further forwarded to other types of layers. To support our
argument we provide an illustrative example of the attention scoring of a tweet:
“RT @user: texas: massive explosion u/d - local hospitals notified. every available
ambulance dispatched. reports of casualties. HTTP: ...”. Figure 1 depicts the
scores of a single (due to space limitation) attention head, when applied to the
above example and indicates that combinations of highly relevant words are
being matched up with higher scores, while non-important combinations exhibit
low attention scores, resulting in the claimed denoising behavior.

Finally, in Section 2 we argued that positional encoding might not be fit for
this specific domain given the informal text used in Twitter, the brevity of the
messages, the unordered use of hashtags, etc. Using the AD-MCNN method with
the use of positional encoding, we validated this hypothesis, observing 0.01 and
0.004 performance decrease in F1-score and AUC, respectively.

5 Conclusions and Future Work

This study focused on the development of three effective models for the detec-
tion of crisis-related events while combatting the inherent noise present in short
social media posts. Our hypothesis was that self attention would act as a de-
noiser, thus reducing unimportant features by paying attention to the ones that
matter most, in a way that every vector in the sequence is enhanced with context
from other directly related word vectors. We validated our hypothesis by build-
ing and evaluating three attention enhanced models that improved performance



against strong baselines. In the future, we intend to further evaluate our models,
especially when more data is available. We also plan to evaluate the impact of
more recent language models for word embeddings (e.g. [11], [26]), especially
multilingual ones [10].
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