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Center of Expertise in Big Geodata Science (CRIB) is a horizontal facility
established in March 2020 to enable the better use of geospatial cloud
computing and big data technologies in education, research, and institutional
strengthening activities at ITC.

Mission

Collect, develop, and share operational know-how on cloud computing and
big data technologies to solve large-scale geospatial problems.

Vision
Position UT/ITC as a globally renowned center of excellence in geospatial
cloud computing and big data science.

https://itc.nl/big-geodata
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Motivation

Not all research problems require cloud computing
and big data technologies!

* |ITCis heterogeneous with respect to interests and needs, and
for some people the topic is not and will not be interesting.

* Even if there is no apparent need or interest, it is still important
to have at least a basic understanding of the topic since it is
becoming a key component of the geo-information and EO

domain.

* This is an institutional priority.




Big Data Needs Assessment

* Key findings of the status quo analysis and user needs assessment*

* Information on big data technology (BDT) should be actively
communicated to the staff and students

* Proficiency of the staff and students should be improved

* Easy-to-use computing infrastructure should be made available
* Research projects should be enhanced and improved with BDT
* BDT know-how should be transferred to alumni and partners

Modern computing infrastructure is necessary not only for big geospatial data
analysis, but also for geospatial data analysis in general.

UT does not provide a common computing infrastructure
ITC did not have a common (geospatial) computing infrastructure
ITC departments have their own computing solutions
* Operation and management practices differ
* Usually managed by staff who have other primary roles
* Usually access is restricted

* Girgin, S. (2020) Big Geodata at ITC: Status Quo and Roadmap



https://www.itc.nl/big-geodata/intranet/

User Groups

User Group [ Needs | Actions Reguired

Everybody

Interested
students

Interested
staff

Inexperienced
staff

Experienced
staff

Basic information

Detailed education
Access to infrastructure

Detailed information with
case studies

Guidance for use

Access to infrastructure

Detailed information for
problem solving

Guidance for implementation
Access to infrastructure

Advanced training for early
adaption and efficiency
Access to advanced
infrastructure

Basic training
Periodic updates

Specialized courses
Infrastructure

Technology-specific training
Hands-on practices
Support for use
Infrastructure

Tool-specific training
Hands-on practices
Problem-specific support
Infrastructure

Tool-specific advanced
training
Technology-specific support
Advanced infrastructure



ITC Geospatial Computing Platform

* Designed to serve primary activities identified by the needs
assessment:

Self learning
Exploratory research
Education

* Design criteria

Highly available
Ready to use
User friendly

GPU enabled
Distributed-computing friendly
Low cost

24/7, no queue
Pre-installed software
Interactive user interface

GPU for each user
Computing cluster
Feasible investment



Target Big Geospatial Data Stack

High-level Applications

High-level Frameworks Spatial Extensions Runtime/Compiler Frameworks
Hive, Mahout, GeoTrellis, MLlib, ... | SpatialHadoop, GeoSpark, PostGIS, ... tvm, Mace, ..
Distributed Databases | Geos, JTS, 52 | High-level Machine Learning Frameworks
Casandra, Dynamo, Ignite, HBase, ... |.---—ooo o | Keras, Gluon, ...
Distributed Computing Frameworks Databases Machine Learning Frameworks
Hadoop, Spark, Storm, Kafka, .. PostgreSQL TensorFlow, PyTorch, Caffe2, MXNet, ...
MySQL
Distributed Processing Frameworks MongoDB High-level Libraries
YARN, Mesos, Borg, ... . NumPy, CuPy, Dask, GDAL, ...
Distributed File Systems File Low-level Libraries
HDFS, EQS, ... Systems BLAS, MKL, OpenCL, Vulkan, Metal, CUDA, ...

L 1= ;}@E ) s g[ M ]}ﬁ Mk h



Innovative Solution

NVIDIA Jetson AGX Xavier Cluster
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[ @ dask-pipeline-2-numbai.
% geopy.ipynb

™ gmpy2ipynb

® et

™ patsy.ipynb
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= cartopyipyn x

B+ XOO > = Cor b
import satplotlib.pyplot 5= plt
import nuspy 35

v O© & python3

import cartopy.crs as cers
import cartopy. feature as cfeature

215 fig = plt.Figure(Figsize=[10, 51)
ax1 - Fig.add_subplot(1, 2, 1, projection-cers.Southro
ax2 - Fig.add_subplot(1, 2, 2, projection-cers.Southro

arex-axt, sharey-ax1)
Fig. subplots_adjust(botton-0.05, 0p-0.95,
Lefts0.04, right-0.95, wspace-0.62

# Linit the mop to Latitude and bel

ax1.set_extent([-180, 180, -90, -60], ccrs.PlateCarree

ax1.3dd_feature(cfesture. LAID)
ax1.3dd_feature (cfesture OCEAN)

a.gridlines()
ax2.grid1ines ()

x2.2dd_feature(cfeature. LAID)
ax2.add_feature(cFeature.OCEAN)

hich we con v

2np.pi, 160)
5), o5
verts - np.vstack([np. sin(theta), np.cos(theta)]).T
cirele - mpath.path(verts * radius + center)

ax2.zex_boundary(cirele, transform-ax2. transies

/
Q

Pt show()

\\>
\

4
|
A

Node: Commana_© _Ln 13, Col 1_Engish Gamerican) _ cartopyapyr>

JupyterHub on Docker Swarm



NVIDIA Jetson AGX Xavier

* 8-core CPU
(NVIDIA Carmel ARMvS8.2, 2.26GHz, NVIDIA L4T)

* 512-core GPU

(Volta Architecture with 64 Tensor Cores)

* 32GB memory
(256-bit LPDDR4x, 2133MHz, 137GB/s, Unified)

* 32GB storage
(eMMC 5.1)

* Dual Deep Learning Accelerator*
e Vision Accelerator*

* 4x 4Kp60 video encoder
(H.264/H.265)

» 2x 8Kp30 / 6x 4Kp60 video decoder
(H.265)

* Gigabit Ethernet
(RJ45)

e 500GB/1TB M.2 NVMe SSD
(Samsung EVO 970 Plus, 3GB/s)

(D https://developer.nvidia.com/embedded/jetson-agx-xavier-developer-kit
(D https://elinux.org/letson AGX Xavier



https://developer.nvidia.com/embedded/jetson-agx-xavier-developer-kit
https://elinux.org/Jetson_AGX_Xavier

Computing Cluster

We upgrade and repurpose idle resources and make them available on the
platform for common use.

Dell AGX AGX AGX AGX
PowerEdge [ [ [ [
T320 | | APC
192 GB L Netgear
1TB,4x10TB GS116E ‘ 1;188\\//\/'6\




Computing Infrastructure

| Mac Mini M1 [ TP-LINK TLWR940N =
16 GB, 500 GB
Dell Dell | AGX - AGX - AGX - AGX -
Powerdge  Powerfdge —  Netgear I . | —
T320 T320 (64210525 APC
192 GB 192 GB 1400VA
2x1 TB, 4x10 TB 17TB, 4x10 TB AGX - AGX - AGX - AGX -

TR CTTTE TR T JOI
Synology

RS10613xs+

1 1
AGX | AGX | AGX = AGX -
B | B |

Synology
1 RS10613xs+
60 TB APC
’ ‘ 1400VA
700W
Dell Dell
PowerEdge PowerEdge Dell
R730xd R730 9020
768 GB,24x 1.2 TB 768 GB, 2 x 500 GB, GPU 32GB
1.5TB




Current Usage

Operational since January 2021

555* registered users

50* shared workspaces for projects and courses

5-25* concurrent users at a time

Provided approximately 37,500* hours of multi-core/GPU computation

Overall, quite positive feedback from a wide-range of use cases
(4.61/5.00 according to the user survey)

Other UT units (e.g., DCC, BDSI) are interested in having similar platforms

LISA decided to build a similar platform for UT-wide use
Co-developed by CRIB, available at https://jupyter.utsp.utwente.nl (VPN)

4TUResearchData, TU Delft, FAO are interested to have similar platforms

* As of 20 October 2021


https://forms.office.com/r/qDemZXvgGY
https://jupyter.utsp.utwente.nl/

Platform as a Service https://crib.utwente.nl

* Based on open-source software (Ubuntu, Docker, JupyterHub, JupyterLab, ...)

 Accessible through a web browser (No software installation or VPN are required)

* No registration is required (Login with UT credentials)

* Each user has an individual and isolated working environment

e Each user has access to all available™ unit resources, including GPU

* Each user has access to all available* cluster resources

* Replicated storage with minimum two copies (Hardware failure protection)

e Distributed storage for big data processing (HDFS)
e Automatically scales and balances workload among the units

* Low energy footprint (10-30W per unit)

* Resource availability depends on resource usage of other active user


https://crib.utwente.nl/

Key Features https://crib.utwente.nl

* Interactive notebook, terminal and remote desktop access are available
* Multiple interactive languages are supported (Python, R, Julia, Octave, Go, ...)
* Up-to-date and optimized software packages are ready to use (No setup required)

e Users can install additional packages (e.g., Python, R packages)

» Different architectures and OS-specific applications are supported (e.g., Windows)
* Distributed computing clusters are ready to use (Dask, Apache Spark)

* Public assets are shared by all users (e.g., 0SM Planet Data)

* Shared workspaces allow assets to be shared by selected users

* Access can be granted to external users

e User support is available

* Provided and maintained by CRIB at no extra cost (i.e., free Paa$)



https://crib.utwente.nl/

Interactive Access °

— File Edit View Run Kemel Application  Git

upyter

462 / 24576 MB

Tabs Settings Help CPU:‘:’ 0% | Mem:

2 e, & [%] 6-Geospatial-Processing.ipyr X 7 Living Textbook X
o o B + X O [ » = C » Code v @ st Python O 5
Filter files by name = = m Living Textbook .
W/ - /platform / demo / [1]: import rasterio
from rasterio.plot import show
{ Name - Last Modified R
1y A 1-Hello P — dir = '/data/public/GEODATA/Various-Netherlands/Aerial-Photogr: Y Open map = List
APz ¥s:89 img = rasterio.open(dir + '253000_470000.tif')
["] 2-Data-Ana... a month ago show(img) . I
0 [#] 3-Interactiv... a month ago £ 2 Ae r I a S u rvey
W] 4-Geospati... a month ago 470500 3 > N WP TR
= § ) ° Data collection
(%] 5-Interactiv... amonth ago 470400
[ 6-Geospati... 2 months ago 2
_ Introduction
[ 7-Ripynb a month ago
[ 8-dask.ipynb a month ago 470200 Aerial photographs are a major source of digital data; soft-copy
workstations are used to digitize features directly from stereo pairs of
4000 E digital photographs. These systems allow data to be captured in two or
000 148 (A three dimensions, with elevations measured directly from a stereo pair
253000 253200 253400 253600 253800 254000 using the principles of photogrammetry. Analogue aerial photos are
P]% CARSSSBPIGETS often scanned bgfore bel_ng e'nt.ered into a soft-copy system, but with
the advance of high-quality digital cameras this step can now be
from rasterio.plot import show_hist SR
show_hist(img, bins=50, lw=0.0, stacked=False, alpha=0.3,histty = .
- = In general, the alignment of roads and railways, lakes and water, and
i shapes of buildings are easily interpreted on aerial photographs -
35 26 Histogram assuming that the scale of the photographs is not too small. Also,
<generator object show_hist.<locals>.<genexpr> at 0x7fbdc9bed0> constructions such as dikes, bridges, air fields and the main types of
30 | vegetation and cultivation are mostly clearly visible. Nevertheless,
5% numerous attribute data related to terrain features cannot be
interpreted on aerial photographs: e.g. the administrative qualification
g 20 of roads, sea and lake depths, functions of buildings, street names, and
g5 administrative boundaries. We will have to collect this information in
< the field or from existing data sets and maps (e.g. road maps,
10 navigational charts or town plans).
05
o _
Simple 0 1 & 0 Mem: 461.80 / 24576.00 MB English (American)  Living Textbook

@ JupyterLab documentation: https://jupyterlab.readthedocs.io/en/stable/



https://jupyterlab.readthedocs.io/en/stable/

Available Software

&

L

TensorFlow

(@ Complete lists of more than 750+ Python and 350+ R packages are available at /public/platform

Keras

PRQJ

g- scikit-image

Jf// DASK
O PyTorch
Caftopy

|:5| pandas

%3 FFMPEG

<3

NVIDIA.
CUDA

@xnet

GeoPandas

q ” xarray

Geg

¥ Networkx

icshy.
AN 00/

& A

https://crib.utwente.nl

# SCIKIT-CUDA

@1ris
‘;%o igraph

matpl: tlib

... and many more!

OpenMP

XGBoost

&

RAPIDS
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Available Desktop Applications

* QGIS

* GRASS GIS
 SAGA GIS
 SNAP

e ILWIS 3*

* ILWIS 4*

* VS Code

* PyCharm

* R Studio

* Netlogo

* GNU Octave
« MATLAB*

* Glueviz

* Orange Data Mining
e Firefox

TigerVNC \ /

no

iwm =

Q Untitled Project — QGIS ARSI X
Project Edit View Layer Settings Plugins Vector Raster Database Web Mesh Processing Help
m = e v » @ @ >
0 AR 28 2
BV A8 0 -
2 v [
@ 9
Layers @® News Processing Toolbox @&
v il ®, iF B e g %e N
G Is ZV{LH/ 2 QGIS Open Day 28 May 2021 ¢ S
[ " ) P
\ b On Friday, 28 May 2021 we will be holding 4 \ Recenty nsed
i our monthly QGIS Open Day! What is a » @ cartography
o e n Da QGIS Open Day you may be wondering to » @ Database
yourself? It is an initiative to replace the » Q@ File tools
8 ’ wonderful c =
f . - hold every s RStudio
uﬂ‘”!/_f ‘ql’ different. Lik File Edit Code View Plots Session Build Debug Profile Tools Help
¥ . event is org: T
This open d
"OGISpCuttir ©') Untitled1* -0
sessions tha Source on Save | O /"~ +Run | *% Source ~
- 1 # ggplot2 examples
Pro;ect Templates 2 library(ggplot2)
3
4 # create factors with value labels
New Emg 5 mtcarssgear <- factor(mtcarssgear,levels=c(3,4,5),
. 6 labels=c("3gears","4gears", "S5gea
EESCi2a20 7 mtcars$am <- factorlﬁtkarsEam,levels:cwo,1‘.
8 labels=c("Automatic","Manual"))
9 mtcarsscyl <- factor(mtcarsscyl,levels=c(4,6,8),
10 labels=c("4cyl","6cyl", "8cyl")
11
12 ity
13 by number of g (indicated by color)
14 gplot(mpg, data=mtcars, g density", fill=gear, alp
15 main="Distribution of Gas Milage", xlab="Miles P,
16 S - »
7:23  (Top Level) ¢ R Script
New QGIS version il Visit https: 1.qqis Console  Terminal Jobs. =L
2103
\ Type to locate (Ctrl+K) Re: Zoordinate ¥ 2oz (v | @ o
labels=c("4cyl","6cyl","8cyl")) -

# grouped by number of gears (indicated by color)

qplot(mpg, data=mtcars, geom="density", fill=gear, alpha=
I{:5};
+

&
>
> # Kernel density plots for mpg
>
>

main="Distribution of Gas Milage", xlab="Miles Per
Gallon",
+ ylab="Density")

Envi

Data
D mt

Files



Available Services https://crib.utwente.nl

gb GeoServer iiEMupServer

open tource web mapping

J MariaDB

PostgreSQL

GeoServer MapServer PostgreSQL MariaDB
Open source server for sharing Open source platform for Open source relational database Open source relational database
geospatial data publishing spatial data
The . V
.... £ GeoNode Dataverse C?J Q;, °>‘\
GeoNode Dataverse Gitea Open Data Kit
Open source geospatial content Open source research data Open source lightweight code Open source platform to collect
management system repository software hosting solution data quickly, accurately, offline, and

at scale
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Support Center

https://crib.utwente.nl/support/

UNIVERSITY
OF TWENTE. f@;

Support Center Home Knowledgebase Open a New Ticket

Check Ticket Status

Search our knowledge base Search

Welcome to the CRIB Support Center!

In order to streamline support requests and better serve you, we ufilize a support
ticket system. Every support request is assigned a unique ticket number which you
can use o track the progress and responses online. For your reference we provide
complete archives and history of all your support requests.

Quick Access

= Report a Problem
« Shared Workspace Request

« Course Workspace Registration with Canvas Integration

« External Account Request

« Account Removal Request
« Account Transfer Request

« Software Request
« Dataset Request
« Database Request

Open a New Ticket

Check Ticket Status

Featured Questions

How can | access to the
platform?

Is it secure?
How can | use the platform?

Which programming
languages are supported on
the platform?

Which libraries and packages
are supported by the
platform?

%‘é‘ﬁc e



https://crib.utwente.nl/support/

User Access

APACHE

HTTP SERVER PROJECT

Users

SIGNED IN USER
REDIRECT

ROUTE INFO
SEND

SIGNED OUT
USER
REDIRECT

VOLUME PROVIDE /
POD CREATE /
USER REDIRECT

CULL PODS
IF STALE

This user's pod

CPU Activity Temperature Voltage
32% 78% 3% 4% 6% 28% 3% 2%  41°C 41°C 42°C 42°C 41°C 42°C 42°C 238V Onv  Onv 2171V 2777V 810mv
A0 AUX CcPU GPU  Thoard Tdiode thermal CcPU cv GPU soc SYS5V  VDDRQ
CPU Activity History Temperature History Voltage History
100 L, so e .
7 2
sox -3
25% A )
5
o g
2000 210 Rl EdU view Run Kemel
+ * c ¢ % dask-pipeline-3-daskipynb % % cartopy.ipynb
GPU Activit - Pips Iy Py.IpyT
™/ - /test/Python/ B+ X 0O O » = C » Code v O© &t Python3 B+ X O 0O » = C » Code v ® &t Python 3
100% o rame . o Py ey
5% B alfineipy o Jetatu Memory: 206,16 S Wy G5
&
0% P import cartopy.crs as cers
(Eo: Rt (O GRS
s 7] ascitree.ipynb 51 | from dask.distributed import fire_and_forget
iy | | I ookeniomb 1215 ig = plt.Figure(Figsizes[10, 513
B boteneckipynb eetne CB = B e £h By GG St
- g = 3 e sl
- [ cartopyipynb for 3 i range(aoo: e EEaY)
B ct-units oy Client. subeit(gather_from detector, pure-rl s ad]us((bo!(m 0.05, top0.95
e e oo aa, righeon. o5, wepace=n 03
068 [7 contextilvipynb g = et sabmi\ (g, (1L (102, i)
. % cupyapynb PTG o QEC o BT Gn gy S & SHE) # Limic the map to -oo degrees Latitude and below.
e L S axl.set_extent([_150, 180, 96, -60], ccrs.Platecarree
P Fire. and_forget(Future) 1.set_extent([-150, 180, -0, -60] olatec
oee [ [# dask pipeline 2 numba.i... - 2 ax1.add_featurs(cfesture. LAND)
R __Bj ser 1.0 <, tyr 1.3 <, fotals 7.4 o s
ows g g

7] dask-pip eline-4-gpu.ipynb

7 folumipynb

) gevuraphicibipynb
5 geojson.ipynb
[l geopandiasipynb
1% qeopy.ipynb

] gidayipynd

5 gmpy2ipynb

] graphuiz.ipynb
7] inequalitypynb
1% knwsolver.pynb
7 libpysalipynbs

5] maplassify.pynb
7] mercanilepynb
7] mpmath.ipynb
7 networksipynb
[ numbaipynb

5] numexpr ipynb
[ opt_einsum.ipynb.
1% patsyipynb

rl PCSEipynb

7

Task Stream

Pythan 2 | dle

Gt idle

' Dask Dashboard

axt.gridlines()
a2 gridlines()

ax2.add_feature(cfeature. LAND)
ax2.add_feature(cfeature.OCEAN)

# Compute o circle in oxez coordinates, which we can u.
e can pan/zoom as much as we Like - thi
# permanently circular.

355 - o0y Fmek )

centar, radius - [0.5, 0.5], 0.

verts - np. vs(u:k([ny.sxn((h:tu), T
circle = mpath.rath(verts * radius + center)

ax7.<et_houndary(circle, transform-med. fransaxes)

pLt.show()

Mem: 37113 / 32768.00 MB

Saving completed

Mode: Command_® _Ln 13, Cal 1_English (American) _ cartopyipynis

jupyterhub




Computing Environment *dOCkQ(

Container Image (common, volatile) Binded Volumes (personal, permanent)

- = - = . == CUtHere - = - =+« =« = . =




Container Orchestration

SpatiallLab Spatiallab
Apache Spark Worker | poder

Dask Worker Ubuntu 20.04
| Docker Dell PowerEdge R730xd

NVIDIA LAT

NVIDIA Jetson AGX

Minimum impact on the host units

e Custom-built container images for better performance

e SpatialLab image: Ubuntu 20.04, All software
* NVIDIA Jetson AGX :21.0 GB
* Intel x86-64 : 42.9 GB
* Intel x86-64 GPU : 53.9 GB

(D Docker Swarm mode overview: https://docs.docker.com/engine/swarm/



https://docs.docker.com/engine/swarm/

Operation and Maintenance

On-demand and regular (monthly) rolling updates (2 restarts in 5 months)

Identical working environment for ARM64 and Intel x86-64 units

Automated shared workspaces for the departments
Automated shared workspaces for Canvas courses

Automated notification to newcomers

Daily check for malicious threads

Continuous resource and performance monitoring

g YA

Prometheus G rafana




Major Challenges

* Major upgrades
 Python3.6 2 3.8
e JupterlLab 2.x 2 3.x

* Major issues

* Kernel crash with GPU

* Slow-down under heavy use
* Major requests

 (Ana)Conda

* More computing accounts

* Direct access



Quick Demo

File

+

Edit View Run Kernel

z c ¢

™/ .- /test/Python/

Name -

affine.ipynb ~
altair.ipynb

asciitree.ipynb

bokeh.ipynb

bottleneckipynb

cartopy.ipynb

cf-units.ipynb

contextily.ipynb

cupy.ipynb
dask-pipeline-1-numpy.ip...

dask-pipeline-2-numba.i...

dask-pipeline-4-gpu.ipynb
folium.ipynk
geoqraphiclib.ipynb
geojsonipynb
geopandas.ipynb
geapy.ipynb
giddy.ipynb
gmpy2.ipynb
graphviz.ipynb
inequality.ipynb
kiwisolver.ipynb
libpysalipynb
mapclassify.ipynb
mercantile.ipynb
mpmath.ipynb
networkx.ipynb
numba.ipynb
numexpr.ipynb
opt_einsum.ipynb
patsy.ipynb
PCSE.ipynb

v

0o B 3 @ Gitidle Python3|Idle

Application  Git

Tabs Settings Help

= dask-pipeline-3-daskipynb %

B+ X O [ » m C » Code v ® &t Python3
B workers: o ~
Dashboard: http://daskscheduler8787 Cores: 64
Jstatus Memory: 206.16
GB
from dask.distributed import fire and forget
HXtime
for i in range(160):
img = client.submit(gather_from_detector, pure=Fal:
img - client.submit(smooth, img)
img = client.submit(np.Fft.FFt2, img)
future - client.submit(save, img, "File-" + str(i)
Fire_and_forget(future)
< >
CPU times: user 1.82 s, sys: 1.38 s, total: 2.4 s
Wall time: 345 ms
[ ] v
% Dask Dashboard bed

4

Task Stream

Mem: 371,13 / 32768.00 MB Saving completed

https://crib.utwente.nl

CPU: .

| 20% | wem:| 371/ 32768 M

= cartopy.ipynb X
a +

K O 0 » m C w» Code ~ @ &t Python 3
import matplotlib.pyplot as plt -
import numpy as np

import cartopy.crs as ccrs
import cartopy.feature as cfeature

[21: fig = plt.figurc(figsize=[18, 5])
axl = fig.add_subplot(1, 2, 1, projection-ccrs.SouthPo!
axz = fig.add_subplot(l, 2, 2, projection=ccrs.SouthPo.
sharex-ax1, sharey-ax1)
fig.subplots_adjust (bottom=@.85, top=9.95,
left-8.84, right-.95, wspace=-9.92

# Limit the map to -60 degrees Latitude and below.
axl.set_extent([-18@, 188, -98, -68], ccrs.PlateCarree

axl.add_feature(cfeature. LAND)
axl.add_feature(cfeature.OCEAN)

axl.gridlines()
ax2.gridlines()

ax2.add_festure(cfeature.LAND)
ax2.add_feature(cfeature. OCEAN)

# Compute a circle in axes coordinates, which we can o
# for the map. We can pan/zoom as much as we Like - thi
# permanently circular.

theta = np.linspace(@, 2*np.pi, 109)

center, radius = [@.5, 8.5], @.5

verts = np.vstack([np.sin(theta), np.cos(theta)]).T
circle = mpath.Path(verts * radius + center)

ax2.set_boundary(circle, transform=ax2.transixes)
>
_,/ v

English (American)

plt.show()
<

Mode: Command @ Ln 13, Col 1 cartopy.ipynb

® Available on the platform at public/platform/demo
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Contact
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CENTER OF EXPERTISE |
BIG GEODATA SCIENCE

https://itc.nl/big-geodata

@ crib-itc@utwente.nl

s.girgin@utwente.nl

@BigGeodata

Big Geodata Newsletter
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The Big Geodata Newsletter #2, June 2020

Greetings from the Big Geodata Newsletter! In this issue you will find information on
es, eScience CenterTC collaboration on large-scale

web portal, a tool ta exfend spatial analysis capabilites of key-value
v method to fill gaps in earth observation data implemented in the
cloud. Happy reading!

ONE-STOP GEOSPATIAL DATA
ANALYSIS SERVICE PORTAL
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