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This paper introduces the overall architecture of the LiLa Knowledge Base, which makes 
distributed language resources for Latin interoperable on the Web through the application of 
principles, ontologies and models developed by the Linguistic Linked Open Data community. 
In particular, the paper focuses on some linguistic aspects of the Latin lexicon that the lexical 
resources already linked to LiLa allow to investigate, showing how the network of connections 
that the LiLa Knowledge Base builds between lexical and textual resources for Latin is bigger 
than the parts considered singularly.
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1. Introduction: The quest for interoperability of (research) data

A recent trend that has gained traction in the area of scientific infrastructures is the 
emphasis on reusability and accessibility of scholarly data. A growing consensus has 
emerged on a set of principles that are now popularized in the often-quoted acronym 
FAIR – Findability, Accessibility, Interoperability and Reusability (Wilkinson et al. 2016). 
One of the purposes behind these guidelines is to overcome obstacles in the discovery 
and reuse of data, a problem that is particularly urgent, as the current COVID-19 pan-
demic has proved, in fields like the bio-medical sciences, where an effective and quick 
access to information is of the essence. Nevertheless, the emphasis to adopt models that 
lead to more integrated and discoverable digital datasets is gaining momentum in the 
community of language resources too. In particular, the growing interest in standards 
for representing linguistic collections as Linked Open Data (LOD) is also a response 
to the need for more carefully documented and more interconnected data in the field.

Latin and the ecosystem of digital projects of linguistic tools, lexica and corpo-
ra dedicated to that language represents a small but compelling example of the im-
portance of such initiatives, as well as of the limitations that they intend to over-
come. Over the last decade, the amount and diversity of the (often freely) available 
resources for Latin has grown exponentially.1 However, most tools and collections 
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1. 1. See Passarotti et al. (2020) for an overview of the currently available language resources for Latin.
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of textual or lexical material still live in insulated online environments, such as in-
stitutional websites, and are often unknown beyond the circle of the already knowl-
edgeable experts.

Even though discoverability is a serious issue, more damaging still is the lack of 
interoperability. In the last years the community of Latin language learners and re-
searchers has witnessed the publication, to name just a few interesting resources, of 
a Latin WordNet in at least two different projects, a series of Latin treebanks (i.e. 
corpora with word-by-word morphosyntactic annotation), and many other text col-
lections with some forms of linguistic annotation, like lemmatization. However, how 
would a user leverage the combined power of these datasets to, for instance, discov-
er all the subjects of verbs belonging to a certain WordNet synset? The problem can 
be readily summarized in the following terms: although digital corpora and lexical 
resources intuitively deal with the same entities, all connections between them ex-
ist (if at all) only in the mind of the human user.

The LiLa project was built to answer this very issue, by creating an infrastruc-
ture to link potentially all the resources that provide information about the same en-
tities; by taking such steps, the project aims to respond to the challenge of interoper-
ability highlighted by the FAIR best practices. In order to connect all the resources 
that attach some information to Latin words, LiLa builds a Knowledge Base, meant 
as a network of structured information about lemmas, the canonical forms that are 
used (or may potentially be used) by digital language resources to lemmatize word 
forms or to index dictionary entries.

In this paper we first introduce the model of the LiLa Knowledge Base and its ar-
chitecture; in the following sections then we focus on some linguistic aspects of the 
Latin lexicon that the lexical resources already linked to LiLa allow investigating. 
Finally, we briefly address the question of why and how the whole, i.e. the network 
of connections that the LiLa architecture builds between those lexical resources and 
the corpora, is potentially more powerful than a simple sum of its parts.

2. The LiLa Knowledge Base

2.1. The role of lemmatization

As was said, an impressive array of digital resources for the study of Latin is cur-
rently available over the internet. The most obvious types of datasets in this respect 
are the digital libraries of Latin texts from all genres, media and periods, including 
such diverse typologies of documents as Late-Latin legal charters, inscriptions, ec-
clesiastical, historical and technical treatises, as well as the works of literature from 
the Classical era. A second group of resources that can be identified includes lexi-
cons, both in the form of retro-digitized editions of printed dictionaries, and of digi-
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tal-born databases. A third class includes tools for either automatic linguistic analysis 
and Natural Language Processing (NLP), or language learning, such as applications 
for generating exercises on vocabulary or syntactic constructions.

This situation is in fact an ideal use case for applying the paradigm of Linked 
Open Data. The expression “Linked Open Data” (LOD) points to a set of guide-
lines for the publication of “smarter” data on the web, which are interlinked through 
connections that can be semantically queried. Among others, two tenets that are 
particularly relevant for our discussion are: (1) the prescription to use Uniform Re-
source Identifiers (URIs), i.e. unambiguous and stable identifiers compliant to a for-
malized syntax, as the name of the data points; possibly, those URIs should be in the 
form of HTTP Uniform Resources Locators (URLs) that can be looked up in a web 
browser; (2) to link data across different data collections, so that information about 
the same entity from multiple sources may be attainable.

In our particular case of Latin corpora, dictionaries, lexica and NLP tools, all 
the resources are not only conceptually linked to the same “entities,” but they also 
use comparable steps to identify them. Such “entities” are the words of the Latin lex-
icon, and the way words are identified in corpora, recognized by NLP tools in their 
input texts, and indexed in dictionaries is via lemmatization. Lemmas, then, are the 
ideal candidates to provide links across all the types of language resources, accord-
ing to the principles of the LOD paradigm.

In standard Latin lexicography and corpus annotation, lemmatization is de-
fined as the task of reducing the multiple inflected forms of a word to a form con-
ventionally recognized as canonical. Accordingly, to lemmatize a noun form (e.g., 
the genitive singular lupi) means to reduce it to the nominative singular (lupus 
‘wolf’). Thus, the approach that LiLa adopted in order to connect the different re-
sources is precisely to rely on this process: a corpus with a series of lemmatized to-
kens, as well as the output of NLP software that includes lemmatization, together 
with entries in lexicons that are indexed under a lemma, are all making statements 
about the same objects.

2.2. Form and meaning: LiLa and the OntoLex-Lemon model

While the emphasis on the practical task of lemmatization is peculiar to it, the lex-
ically-based approach of LiLa and its emphasis on the special relation between ca-
nonical forms and words is entirely compatible with one of the best established mod-
el adopted by the Linguistic LOD community.

The OntoLex-Lemon module (Cimiano et al. 2020: 45-60), developed by the 
W3C Ontolex Group, has now become the de-facto standard for the representa-
tion of lexical resources. Figure 1 illustrates how the ontology provides a simple, 
but sophisticated vocabulary to describe lexical items, such as words, multi-word 
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expressions and affixes. The “Lexical Entry,” the central concept in the core 
model, can be defined in both its formal and semantic properties. In the upper 
part of the diagram, the entry is in relation with a series of its (inflected) forms, 
which, in turn, have at least one (or more) written representations and, possibly, 
a phonetic representation. The semantic aspect of a word can be captured either 
in terms of the relation of denotation towards an entity defined in a formal ontol-
ogy or knowledge base (for example, an entry in DBPedia representing a Wiki-
pedia page), or by a reference to an evoked mental concept (“Lexical Concept”). 
In both cases, as shown in the diagram, the relation between the lexical item and 
the concept or the entity can be either expressed directly and/or be mediated via 
a “Lexical Sense.”2

The OntoLex core model provides a suitable framework for LiLa. In particu-
lar, the working hypothesis about lemmatization can be converted into a formal 
definition that aligns itself with the rest of the classes and properties of the on-

2. 2. See the definition of Lexical Sense in the official documentation at https://www.w3.org/2016/05/
ontolex/#lexical-sense-reference.

Figure 1 The OntoLex-Lemon core model
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tology. According to the schema of Figure 1, a lemma is defined as an instance 
of an OntoLex Form that can be linked to a Lexical Entry via the property “ca-
nonical form”.

This design choice carries important consequences. To begin with, in OntoLex, 
a lexical entry cannot be assigned more than one part of speech (POS). According-
ly, if a word is licensed to being used in more than one syntactic function (as, for 
instance, an adverb or an adjective) and being annotated with different POS, then 
it must be differentiated into two different lexical entries. Moreover, a lexical en-
try cannot have more than one canonical form, but canonical forms can have more 
than one written representation. For Latin, this feature is particularly useful, as it 
can readily accommodate multiple variant and non-standard spellings of a word-
form, which, in the case of a language with more than two millennia of written at-
testations, are particularly abundant. Thus, for instance, we can attribute to the lem-
ma of the adjective exspes ‘without hope’ both the quoted spelling and the variant 
expes.3 In the OntoLex ontology, however, written representations are modeled as 
data properties, i.e. properties that link resources to data values like strings or num-
bers; data properties do not point to other resources, and therefore cannot become 
in turn subjects of other statements. As a consequence, written representations can-
not be assigned any other property, and it is impossible, within the current version 
of OntoLex, to make statements about them, such as in which testimonia a given var-
iant spelling is attested, from what date or place, or how many occurrences of each 
of the variants are documented.

2.3. The Lemma Bank

The backbone of the network of resources in LiLa is made of a set of lemmas (called 
Lemma Bank) that is sufficiently large as to allow for all resources that deal with 
any kind of Latin texts or lexical collections to identify the forms used for lemmati-
zation. According to the principles of LOD, the lemmas in the LiLa Lemma Bank 
are all identified by a unique identifier, which complies to the format of URIs. More-
over, each of them is described by a series of features and a series of relations that 
are formalized in the dedicated LiLa ontology.4

Among the linguistic features attached to lemmas, a special importance is giv-
en to the POS. As said, whenever a form is susceptible of multiple interpretations in 
terms of POS assignment, the solution within the OntoLex-Lemon model is to dis-
tinguish as many lexical entries as the POS concerned and, therefore, as many ca-

3. 3. See http://lila-erc.eu/data/id/lemma/102584.
4. 4. See https://lila-erc.eu/ontologies/lila/.
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nonical forms. Accordingly, for instance, LiLa has three lemmas with written rep-
resentation cum ‘with, along, as’, corresponding to the preposition, the adverb and 
the conjunction.5 Other features includes the relevant morphological tags (e.g. gen-
der and number for nouns) and the verbal or nominal inflection type, according to 
the definitions of traditional grammars.6

In some cases, deciding whether the orthographic and morphological variation 
related to a single lemma or multiple instances, each with its own URI, proved more 
challenging. Purely orthographic variations of the canonical form, that do not mod-
ify even a single trait of the morphological analysis, as in the case of expes/exspes 
quoted above, clearly entail a single lemma with multiple written representations. 
Whenever the variation brings about also a different morphological interpretation 
or a change in the inflectional category, on the other hand, we decided to create dis-
tinct instances. This is often the case with verbs attested with either a deponent or 
an active inflection, such as somnio and somnior ‘to dream’.7

By applying these criteria, we generated the Lemma Bank of LiLa out of the lex-
ical base provided by the database of the morphological analyzer LEMLAT 3.0 (Pas-
sarotti et al. 2017). As the software includes independent word lists targeted to the 
analysis of Classical Latin, Medieval Latin and proper names respectively, a consid-
erable amount of repeated lemmas had to be identified and collapsed under a sin-
gular item. 

Currently, the LiLa lemma bank includes 196,365 canonical forms, with a total 
of 232,340 written representations, ready to be linked to lexical resources or lem-
matized texts.

3. Lexical resources in LiLa

At the moment of writing, six lexical resources are connected to the Lemma Bank 
of the LiLa Knowledge Base. Table 1 provides an overview of them. Although 
their coverage in terms of Latin lexical entries is variable, and in some cases quite 
low, these resources account for a rather wide spectrum of lexical and semantic 
phenomena.

The following subsections discuss how the linguistic aspects that each of the 

5. 5. See respectively http://lila-erc.eu/data/id/lemma/97201, http://lila-erc.eu/data/id/lemma/97207, 
and http://lila-erc.eu/data/id/lemma/97202.
6. 6. See for instance the definition for the first verbal conjugation in the LiLa ontology at: http://li-
la-erc.eu/ontologies/lila/v1r.
7. 7. See http://lila-erc.eu/data/id/lemma/125124 (somnio), and http://lila-erc.eu/data/id/lemma/125123 
(somnior). For a more detailed discussion of the different classes of lemmas and of the properties 
linking them in the LiLa ontology see Passarotti et al. (2020).
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lexical resources currently in LiLa attempts to describe are represented by ap-
plying the LOD principles and the Semantic Web ontologies that were chosen to 
model the data.

3.1. Word formation

Information on how Latin words are formed and are analyzable in terms of deriva-
tional processes is linked to the LiLa Knowledge Base in two different forms (Litta 
et al. 2019, Litta et al. 2020). The data used in both representations come from the 
Word Formation Latin (WFL) lexicon, a database where Latin words are described 
(and related to each other) in connection with word-formation rules. Following a 
step-by-step morphotactic approach, each process of word formation is regarded as 
the application of one rule (Litta 2018).

On the one hand, information on derivation is already attached to the canon-
ical forms stored in the LiLa Lemma Bank. A total of 36,250 lemmas from the 
collection are linked to two special classes of morphemes that are recognizable in 
their derivational process. Affixes, further sub-specified as either prefixes or suf-
fixes, are connected to forms where each of them is identifiable at any step in the 
derivational history of the word, so that, for instance, the prefix per- links forms 
such as pernobilis ‘very famous’, perueho ‘to convey (through)’, but also imperfec-
tus ‘imperfect’.8 Lexical bases, on the other hand, are those morphemes that are 
left once all the affixes have been removed, and correspond to the lexical element 
that is shared by all the derivational family: so, for instance, the base of ueho ‘to 

8. 8. For the prefix per- see http://lila-erc.eu/data/id/prefix/14, where all the 843 connected lemmas 
in the Lemma Bank are also listed.

Table 1 Lexical resources currently in LiLa

Title Content Status Tot Entries

WFL Word formation and derivation Completed 36,138

Brill EDLIL Etymology (I.-E. and Proto-Italic) Completed 1,452

IGVLL Etymology (Greek loan words) Completed 1,759

Latin Affectus Polarity Ongoing 1,998

Latin WordNet Word senses and synsets Ongoing 1,424

Vallex 2.0 Valency lexicon Ongoing 1,064
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transport’ links lemmas like perueho, conuector ‘one who carries’, or inuecticius 
‘imported, exotic’.9 

The result of this representation is a network of derivational information like the 
one shown in Figure 2, which represents a lexical base surrounded by a series of con-
nected canonical forms, together with two suffixes (-bil and -tas/tat) and one prefix 
(ad-) that are involved in the formation of the connected forms.

The output-oriented and descriptive model adopted in the LiLa Lemma Bank 
does not include any information on derivation processes (in terms of both word 
formation rules and order of their application), in accordance with the paradigm 
of Construction Morphology (Booij 2010, Litta, et al. 2020). At the same time, the 
LiLa Knowledge Base leverages the OntoLex ontology, with the help of some class-
es taken from its Morph extension that is currently under development (Klimek et 
al. 2019), in order to link also the entries and the word formation rules as represent-

9. 9. See http://lila-erc.eu/data/id/base/134, with the 104 lemmas connected. Note that, although the 
OntoLex-Lemon ontology allows representing the morphemes as regular lexical entries with their 
own canonical form, we did not adopt this representation. Indeed, canonical forms of lexical entries 
must have at least one written representation, but, at the current stage of the work, we are not sure 
whether lexical bases comply to this constraint, as it is disputed which canonical form is to assign to 
lexical bases (a root? a stem?). Affixes and bases are therefore independent concepts of the LiLa on-
tology, not linked to OntoLex. In particular, lexical bases are just used as connectors between the 
lemmas that belong to the same derivational family in the Lemma Bank.

Figure 2 Affixes, bases, and lemmas in the LiLa Lemma Bank
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ed and applied WFL. In such representation, the LiLa lemmas are linked (via the 
OntoLex property “canonical form”) to the lexical entries of the WFL resource. In 
their turn, each of these entries can be the source (input) and/or the target (output) 
of a word-formation relation, which is linked to a word-formation rule. In WFL 239 
rule types are defined, distinguishing compounding from derivational rules, which 
are in turn sub-specified as suffixation, prefixation and conversion. In the LOD rep-
resentation of WFL, classes of rules are described also in terms of POS of their in-
put and output, such as for instance a suffixation rule that outputs an adjective from 
a verb.10 To go back to the example mentioned above, the canonical form imperfectus 
from the LiLa Lemma Bank is linked to its lexical entry in WFL, which is, in turn, 
put in relation with both the verb perficio ‘accomplish’ and with imperfectio ‘imper-
fection’. With the former, imperfectus is the output of a verb(participle)-to-adjective 
rule involving the negative prefix in-. With the latter, the relation is produced by a 
rule of the type adjective to noun that involves the suffix -(t)io(n).11

3.2. Etymology

The lemonEty ontology (Khan 2018) extends the OntoLex-Lemon model with class-
es and properties to express the etymological relations between words and forms. The 
module introduces a special sub-class of the OntoLex Lexical Entry called “Etymon”, 
which includes all those lexical items that are used to discuss an etymological hypothe-
sis, and that generally belong to a different language or a different diachronic phase as 
the entry whose etymology is being discussed. Reconstructed Indo-European words or 
borrowed terms from neighbor languages in an etymological dictionary of Latin are all 
possible examples of etymons. Etymologies are also defined as resources (in the tech-
nical sense that they are entities provided with a URI and which can become subjects 
or objects of statements). Instances of the class Etymology reify a scientific hypothe-
sis about the origin of an entry and consist of a set of “etymology links” that connect 
a source to a target. One special advantage of this modeling strategy is the fact that 
both reified etymological hypotheses and links can be assigned any type of descriptive 
properties, from a bibliographical reference, to possible truth values. The full sequence 
of the argumentative steps on which the etymology relies can also be expressed, us-
ing a formalism such as the CRMinf (Stead et al. 2019; Mambrini and Passarotti 2020).

Etymology links can be further specified in terms of the relation type that they 
postulate between a source word and a target. The prototypical instances are inher-
itance relation from an ancestor language or borrowing. As a matter of fact, LiLa 

10. 10. See http://lila-erc.eu/ontologies/lila/wfl/Suffixation/VerbToAdjective.
11. 11. The WFL lexicon in LiLa can be accessed at https://lila-erc.eu/data/lexicalResources/WFL/
Lexicon.
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makes use of both types of links to express the etymological hypotheses advanced 
in two lexical resources that are connected to the Knowledge Base.

The entries of the Etymological Dictionary of Latin and the other Italic Languag-
es (de Vaan 2008) are all connected to etymologies that encompass a series of links to 
Proto-Indo-European and Proto-Italic source etymons. Figure 3 represents the ety-
mology of homo ‘man, human being’ in  LiLa, as reconstructed by de Vaan (2008).12 
The reified etymological hypothesis is represented by the node at the center of the 
picture (“Etymology of: homo”); the etymology connects the lexical entry (“homō”) 
to a chain of etymological links (the red nodes) that go from the Proto-Indo-Euro-
pean reconstructed ancestor *dʰǵʰ(e)m-ōn back to the Latin word via the properties 
etySource and etyTarget.

The retro-digitized Index Graecorum Vocabulorum in Linguam Latinam Trans-
latorum (IGVLL, Saalfeld 1874) integrates these data with a list of loan words from 
Ancient Greek. In this case too, we chose to model the information with the lemon-

12. 12. See http://lila-erc.eu/data/lexicalResources/BrillEDL/id/etymology/116. The Etymological Dictio-
nary by de Vaaan can be accessed in LiLa at https://lila-erc.eu/data/lexicalResources/BrillEDL/Lexicon. 
Note that LiLa does not include a full version of the printed dictionary, but only the etymological links 
between the Latin words and the I.-E. and Proto-Italic etymons. The lexical entries are linked to their 
pages on the website of the publisher, so that subscribing readers can access the full text of the dictionary.

Figure 3 Etymology of homo in LiLa (according to de Vaan 2008)
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Ety extension of the OntoLex core ontology. The lexical entries of IGVLL are also 
linked to reified etymologies, which consist of one single etymology link from the 
Greek to the Latin word.13

3.3. Polarity

As shown in Figure 1, the OntoLex-Lemon model provides a flexible set of proper-
ties and classes to describe the plurality of senses and meanings of a word. Wheth-
er the lexical entry is set in relation to an evoked mental concept or a denoted entity, 
these relations can be either direct and/or mediated through a lexical sense.

The LatinAffectus - sentiment lexicon for Latin is a lexical resource that records 
the prior polarity of a selection of Latin adjectives and nouns (Sprugnoli et al. 2020a). 
By “prior polarity” we intend the positive or negative value associated to an item in 
the lexicon of a language, independently from the actual usages in context. There-
fore, the polarity value is attached to a single, general sense of a word, and it is meas-
ured on a scale of five scores: -1, -0.5 (negative pole), 0 (neuter), +0.5, +1 (positive).

The scores were originally assigned manually by experts working independent-
ly, whose annotation underwent an extensive reconciliation phase, then extended 
with information from derivational morphology (Sprugnoli et al. 2020b). Further it-
erations of manual annotation and reconciliation are in progress.

Figure 4 shows how the polarity values provided by LatinAffectus are repre-

13. 13. The IGVLL lexicon in LiLa can be accessed at https://lila-erc.eu/data/lexicalResources/IG-
VLL/Lexicon.

Figure 4 Polarity of homo from LatinAffectus in LiLa
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sented in LiLa. In particular, Figure 4 shows the polarity of the noun homo. The word 
does not carry any a-priori positive or negative connotations, and is therefore recog-
nized as neutral (score of 0). The node for the lexical entry in LatinAffectus is linked 
to the lemma homo in the Lemma Bank through the property “canonical form” and 
to its prior sense via the property sense. In turn, the prior sense of homo is linked to 
its polarity value (Neutral) via the property “has polarity.”14

3.4. Senses, synonyms and valency

WordNet is a lexical database of English that groups certain categories of words 
(nouns, adjectives, verbs and adverbs) into sets of cognitive synonyms known as 
“synsets” (Fellbaum 1998). Although originally developed for English, several proj-
ects have extended the application of the synsets to the lexicons of many more lan-
guages (Pianta et al. 2002; Bond and Foster 2013). In 2004, Minozzi (2017) created 
a Latin WordNet with a total 9,378 lemmas, spread across 8,973 synsets, that where 
automatically classified using the Italian and English WordNet and bilingual dic-
tionaries to match the Latin words. This dataset represents a foundational resource, 
but its usefulness is limited by a series of shortcomings, such as the arbitrary selec-
tion of the included lemmas and the existence of wrong connections to synsets in-
herited from English (Franzini et al. 2019). More recently, a larger Latin WordNet 
including more than 70,000 entries, has been developed, by following the same au-
tomatic procedure as the one built by Minozzi.15 The precision and recall of the syn-
set assignment of this Latin WordNet still has to be assessed.

The English WordNet is also one of the largest datasets that were converted and 
distributed as LOD.16 Particularly, an official RDF version of the Princeton Word-
Net is available, which uses OntoLex-Lemon to model the relations between words, 
senses and synsets (McCrae et al. 2014; Cimiano et al. 2020: 215–28). The synset is 
there interpreted as an OntoLex Lexical Concept, i.e. as an “abstraction, concept, 
or unit of thought that can be lexicalized by a given collection of senses.”17

Starting from Minozzi’s Latin WordNet and the RDF Princeton distribution, 
the LiLa team has worked on two different tasks. Firstly, we decided to revise man-
ually as many lemma-synset associations from the available Latin WordNet as pos-
sible, in order to correct the instances of misalignment (precision) and to integrate 
the senses established in Latin lexicography that were not represented in the origi-

14. 14. The LatinAffectus lexicon in LiLa can be accessed at https://lila-erc.eu/data/lexicalResources/
LatinAffectus/Lexicon.
15. 15. See Short in this volume.
16. 16. See Cimiano et al. (2020: 217) for a history and an overview of the different projects dealing with 
the publication of the WordNet(s) as LOD.
17. 17. https://www.w3.org/2016/05/ontolex/#lexical-concept.



lInkIng latIn. InteroPerable lexIcal resources In the lIla Project 115

nal version (recall) (Franzini et al. 2019). Secondly, our goal was to publish this re-
fined resource as LOD, following the model of the RDF WordNet closely. Since this 
double effort goes on in parallel, the published LOD version of the Latin WordNet18 
now includes 1,424 lexical entries, distributed among 5,220 synsets.19

Following the OntoLex-Lemon model (see Figure 1), the relation between a 
word and a synset is mediated through a lexical sense. A second resource for Lat-
in that is being actively developed for inclusion into the LiLa network also draws 
on the list of word senses associated with the entries of the Latin WordNet. Passa-
rotti et al. (2016) built the first version of a valency lexicon, named Latin Vallex, on 
the evidence of the syntactic annotation from two Latin treebanks, namely the In-
dex Thomisticus Treebank (Passarotti 2019), and the Latin Dependency Treebank 
(Bamman and Crane 2006). All valency-capable lemmas occurring in the semanti-
cally annotated portion of the two treebanks are assigned one lexical entry and one 
valency frame in Latin Vallex.

The structure of Latin Vallex is closely modeled on that of the Czech PDT-
VALLEX (Hajič et al. 2003). Each entry of the lexicon consists of a sequence of 
frame entries that contain each a sequence of frame slots corresponding to the argu-
ments of the given lemma. Each frame slot is assigned a semantic role labeled with 
the same tags used for the semantic annotation of the Prague Dependency Treebank 
(Mikulová et al. 2006). In the current stage of the work, in order to enhance the cov-
erage of the Latin Vallex, the process of creation of the valency frames is running 
independently from the treebank annotation and is fully intuition-based. The task 
is currently being performed manually: the valency frames included in the first ver-
sion of Latin Vallex have been updated, cleaned or rectified. Currently, 1,064 lexi-
cal entries have been annotated, for a total of 8,327 valency frames.

Valency frames are strictly linked to senses: for each recognized sense of a valen-
cy-capable word, a frame is established intuitively, and assigned the set of its obliga-
tory complements. The senses to be annotated are taken directly from the repertoire 
of word senses in the Latin WordNet; thus, each entry-synset pair for the valency-ca-
pable words in the Latin WordNet is annotated (or will be annotated, once the work 
is completed) with a valency frame.

As the core module of OntoLex is not sufficiently expressive to capture the pred-
icate structure of a lexical entry, we have adopted the PreMOn extension to mod-
el the information in the Latin Vallex and to map the entities to other schemas such 
as the Latin WordNet (Corcoglioniti et al. 2016). The property and classes that are 

18. 18. See http://lila-erc.eu/data/lexicalResources/LatinWordNet/Lexicon.
19. 19. Note that the LiLa dataset also includes all relations between synsets that are stipulated in the 
Princeton WordNet (like antonymy, hypernymy and hyponymy). In total, the LiLa LatinWordNet 
provides information on 22,742 synsets.
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needed to describe the valency frames are formalized in a dedicated extension of 
the PreMOn core ontology.

Following the model of PreMOn, each different frame of any given entry in Lat-
in Vallex is an instance of the Valency Frame class. The arguments involved in the 
valency frames of Latin Vallex are called “frame slots,” and are defined as a subclass 
of PreMOn’s Semantic Roles. The slots, which are defined locally for each seman-
tic class, correspond to the so-called “functors” (i.e. semantic values of syntactic de-
pendency relations) of the Functional Generative Description (Mikulová et al. 2006).
One of the main use cases of PreMOn was the mapping of different predicate mod-
els, namely those for PropBank (Palmer et al. 2005), NomBank (Meyers et al. 2004), 
VerbNet (Schuler 2005) and FrameNet (Baker et al. 1998). Therefore, the ontology 
is ideally suited to express the link between the word-synset pairs and the predicate 
analyses in the Latin Vallex. The PreMOn core module defines a special reification 
of the relation between a given semantic class and a lexical entry, called “Concep-
tualization.” The linking itself is performed with instances of the class Mapping, 
which is defined as a set of conceptualizations, semantic classes, or semantic roles. 
Following this schema, which is also applied in the PreMOn data itself,20 we match 
the words-synsets pairs of Latin WordNet and the predicate analyses in Latin Vallex 
by means of mapping instances linking the corresponding conceptualizations.

Figure 5 shows the complex of the WordNet and Valency annotation for one of 
the 12 senses recorded for the Latin verb dono ‘to give, donate’, namely the one con-
nected to the synset 00887463-v of the Princeton WordNet (version 3.0).21 The lexical 
entry (yellow node at the center of the image) is connected to both a valency frame 
(left-hand side) and a synset (on the right). A mapping node (in purple, directly be-
low the entry)22 connects the two conceptualizations.23

4. Conclusion. Parts of a whole: interoperability in LiLa

The diagram in Figure 6 provides a plastic representation of the interconnection be-
tween different layers of information linked to a canonical form in the LiLa Lemma 
Bank. The lemma of the adjective malus ‘bad, evil’ is described with a series of fea-

20. 20. See for instance the mapping between a synset and a predicate analysis for the English verb “to 
leave out” at http://premon.fbk.eu/resource/sense-Ep7UGYgbEXbB3B2uGhZamc.
21. 21. The synset encompasses the English lemmas: “devote, commit, give, dedicate, consecrate”, 
with the following definition: “give entirely to a specific person, activity, or cause”. See http://word-
net-rdf.princeton.edu/pwn30/00887463-v. Note that the figure also shows a second synset that is re-
corded as hyperonym of 00887463-v.
22. 22. http://lila-erc.eu/data/lexicalResources/LatinVallex/id/Mapping/wn-val-l_100087_00887463-v.
23. 23. The Latin Vallex connected to Latin WordNet in LiLa can be accessed at https://lila-erc.eu/
data/lexicalResources/LatinVallex/Lexicon.
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tures, some of which (namely, the POS and the inflection paradigm) are represent-
ed in the image. Moreover, the lemma is linked to a lexical base that is common to 
all the derived words belonging to the same derivational family of malus, like ma-
litia ‘malice’, maleficus ‘evil-doing, nefarious’, or the rare verb maleficio ‘to practice 
black magic’ (shown in Figure 5).

In addition to the properties of the lemma, the canonical form is directly linked 
to three lexical entries from as many different resources (yellow nodes). The entry 
for malus from the etymological dictionary by de Vaan (2008) lists the inheritance 
relations from the Indo-European and Proto-Italic reconstructed forms. The entry 
from the WFL lexicon is connected to several formations in which the adjective is 
involved, the one with the verb maleficio being the only one represented in the di-
agram. Finally, on the left-hand side of the lemma, the entry for malus in the Latin-
Affectus lexicon registers the a-priory negative sense of the adjective.

The series of connections illustrated in Figure 6 (which, by the way, omits ref-
erence to the Latin WordNet or Vallex, as no information of the sort is available 
for the lemma in question) is already sufficient to provide a plastic visualization of 
the strong “network effect” that the model adopted by LiLa achieves. One of the 
most immediate applications to leverage the power of interoperability is to cross 
the information from one resource to the another in order to study the Latin lexi-
con. Traditionally, for instance, etymological dictionaries like de Vaan’s (2008) do 
not discuss all and every word whose roots can be traced back to an Indo-Euro-
pean ancestor. Rather, the authors proceed by identifying a key lemma for a whole 
entry, where all the lexical items that are derived from it by regular word-forma-
tion processes are also listed. Even such list of “derivatives” is far for complete, 
both for the chronological limits that the dictionary authors would set to their 
work, and for the obvious limitations of space (in printed books) and time (availa-
ble to the compiler). In a LOD scenario, these two tasks can be decoupled and as-
signed to two different resources, one dedicated to etymology, the other to deri-
vational morphology. Students and scholars interested in a full list of items in the 
lexicon that trace back their etymology to a certain Indo-European root can in-
terrogate the two datasets simultaneously.24 Other possibilities offered by the in-
terconnections between lexical resources include, for instance, a study on the se-
mantic aspects of derivational processes. Indeed, the coverage of the LatinAffectus 
lexicon was extended by targeting words associated with morphemes capable of 
altering or conveying a polarity value, such as the prefix in- with negative mean-
ing (Sprugnoli et al. 2020b).

24. 24. See Litta et al. (2020: 177–82) for a comparison between the data on derivative words in the dic-
tionary of de Vaan (2008) and in LiLa.
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Further possibilities are opened when tokens from textual corpora are integrated 
into the network. At present, all lemmatized corpora register the lemma of each to-
ken as a string associated to the form in the text; the same type of output is produced 
by automatic lemmatizers. A connection to the LiLa network is obtained when this 
lemma string is associated unambiguously to one of the lemmas in the Knowledge 
Base, for instance by matching it to one of the written representations of the canoni-
cal forms. Mambrini and Passarotti (2019) report on the results of a preliminary ex-
periment of matching: up to 81.52% of the tokens in the Latin PROIEL UD corpus 
(v. 2.3) could be unambiguously associated with a LiLa lemma with a simple string 
match. Considering the central role played by textual resources in LiLa, the project 
developed a tool to automatically link a Latin raw text (i.e. without any linguistic 
annotation) to the LiLa Knwoledge Base. The tool, called Text Linker, makes use of 
an automatic lemmatizer, built upon a large training corpus that collects more than 
6 million words taken from Latin texts of different eras.25

One of the added values of the LiLa Knowledge Base is interoperability between 
the different kinds of information about words provided by lexical resources (rang-
ing from mono-/bilingual definitions to etymologies, polarity, morphology etc.) and 
their actual usage in texts stored in corpora, which makes of LiLa the natural ven-
ue where publishing any available or newly created language resource for Latin. By 
applying the principles of the LOD paradigm, it is today possible to interlink the 
(meta)data from any Latin resource, thus exploiting to the best its specific contri-
bution in relation to the overall picture. This feature is essential when dealing with 
ancient languages that can be studied only through the attestations that survived 
throughout the centuries. Furthermore, interoperability between resources in LiLa 
is achieved by using (and sometimes extending) data models, categories and ontolo-
gies widely adopted in the larger community of Linguistic LOD. This design strat-
egy is what makes Latin resources speak “the same language” as the resources of 
many other languages, both ancient and modern.

25. 25. The training corpus was compiled by joining texts from various resources, including the LAS-
LA corpus, the Latin treebanks available in Universal Dependencies, a subset of the Computation-
al Historical Semantics corpus and the full text of Confessiones by Augustinus. Lemmatization crite-
ria were harmonized among the corpora and the Universal POS tags were assigned (https://univer-
saldependencies.org/u/pos/index.html).
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Websites

Computational Historical Semantics corpus: https://comphistsem.org/home.html 
English WordNet: https://wordnet.princeton.edu/
LASLA corpus: http://web.philo.ulg.ac.be/lasla/
Latin PROIEL UD corpus (v.2.3): http://hdl.handle.net/11234/1-2895
Latin WordNet: https://latinwordnet.exeter.ac.uk
Text Linker (beta version): http://lila-erc.eu:8080/LiLaTextLinker
UD: https://universaldependencies.org
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