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ABSTRACT

Objectives: This systematic review aims to provide further insights into the conduct and reporting of clinical

prediction model development and validation over time. We focus on assessing the reporting of information

necessary to enable external validation by other investigators.

Materials and Methods: We searched Embase, Medline, Web-of-Science, Cochrane Library, and Google

Scholar to identify studies that developed 1 or more multivariable prognostic prediction models using elec-

tronic health record (EHR) data published in the period 2009–2019.

Results: We identified 422 studies that developed a total of 579 clinical prediction models using EHR data. We

observed a steep increase over the years in the number of developed models. The percentage of models exter-

nally validated in the same paper remained at around 10%. Throughout 2009–2019, for both the target popula-

tion and the outcome definitions, code lists were provided for less than 20% of the models. For about half of the

models that were developed using regression analysis, the final model was not completely presented.

Discussion: Overall, we observed limited improvement over time in the conduct and reporting of clinical predic-

tion model development and validation. In particular, the prediction problem definition was often not clearly

reported, and the final model was often not completely presented.

Conclusion: Improvement in the reporting of information necessary to enable external validation by other

investigators is still urgently needed to increase clinical adoption of developed models.
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INTRODUCTION

The wide implementation of the electronic health record (EHR) in

recent decades drastically increased the availability of patient-level

data for clinical prediction modeling. This has led to the develop-

ment of many clinical prediction models using EHR data. Before

implementing a prediction model in clinical practice, it is impor-

tant to ensure generalizability and robustness of the model’s pre-

diction performance; this can be achieved by externally validating

the model across various databases.1–3 However, very few devel-

oped models have been externally validated by the original investi-

gators.1 As a result, for most developed models, it remains unclear

whether the prediction performance is generalizable and robust. It

should also be possible for other investigators to perform external

validation of a developed model.3 A prerequisite for this is good

conduct and reporting of model development and validation in

the original study. In particular, the prediction problem definition
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needs to be clearly reported, and the final model needs to be

completely presented.4

Previous systematic reviews on the development and validation

of clinical prediction models covered different periods prior to

2015.1,5,6 They all highlighted a number of improvements to allow

for better interpretation of the presented results by other investiga-

tors: how missing data were handled should always explicitly be

mentioned, model calibration should be assessed, and external vali-

dation should be performed. To encourage improvement in the con-

duct and reporting of model development and validation, the

Transparent Reporting of a multivariable clinical prediction model

for Individual Prognosis or Diagnosis (TRIPOD) Statement was

published in January 2015.7 A recent study assessed the adherence

to the TRIPOD Statement in clinical prediction studies published in

a selection of high-impact general medicine journals.8 Their results

suggested no significant impact of TRIPOD on the overall reporting

in the 2 years following introduction. However, their study only

covered studies up to 2017 and their selection of studies might not

be representative of the entire field. No previous systematic review

has assessed the trends in the conduct and reporting of model devel-

opment and validation in the field of clinical prediction modeling

over a longer period. Additionally, no previous systematic review

has specifically assessed the reporting of information necessary to

enable external validation by other investigators.

This systematic review aims to provide further insights into the

conduct and reporting of clinical prediction model development and

validation over time. We focus on assessing the reporting of infor-

mation necessary to enable external validation by other investigators

in studies that developed models using EHR data published in the

period 2009–2019.

METHODS

For reporting our systematic review, we followed the Preferred

Reporting Items for Systematic Review and Meta-Analyses

(PRISMA) guidelines.9

Data sources and searches
To identify relevant papers, we searched Embase, Medline, Web-of-

Science, Cochrane Library, and Google Scholar. Information spe-

cialists with expert knowledge of medical terminology and data-

bases were consulted to formulate the search queries

(Supplementary Appendix A). The search was limited to papers

written in English and published in the period 2009–2019. Animal

studies and studies that were not original research (eg, comments,

letters, editorials) or had no abstract were excluded. The search was

performed on November 15, 2019.

Study selection
We included all papers (including conference proceedings) that de-

scribed the development of 1 or more multivariable prediction mod-

els using EHR data to estimate a patient’s probability of a particular

clinical outcome occurring within a certain period in the future (ie,

prognostic prediction). Papers for which any of the following holds

were excluded:

• there was a methodological focus (eg, focusing on methodologi-

cal improvements),
• the primary aim was evaluating predictor associations instead of

model development,
• only simulated data were used,

• the study was a review of the literature,
• we were unable to obtain the full text.

One reviewer (CY) screened all titles and abstracts to identify

potentially eligible papers. The same reviewer then assessed eligibil-

ity of all remaining papers based on the full text.

Data extraction and analysis
Data extraction was completed by multiple reviewers (JAK, SI, LHJ,

AFM, AR, MAJR, TMS, and RDW) and verified by a second re-

viewer (CY). Data extraction was based on the Checklist for critical

Appraisal and data extraction for systematic Reviews of prediction

Modelling Studies (CHARMS) Checklist,10 and the TRIPOD State-

ment.7 The data extraction form contained items from these 2

checklists together with some additional items (eg, the reporting of

code lists to define the clinical prediction problem). No changes

were made to the study methods after their initial design. A pilot test

of the data extraction form was performed using 12 randomly se-

lected studies. This helped to align the reviewers.

Data were extracted from the abstract, main text, and

any available supplemental material. We extracted data on several

domains for each model in each study as follows.

• Data origin: the country from which the EHR data used origi-

nated.
• Data characteristics: the number of observations in the develop-

ment dataset, the number of outcome events in the development

dataset, and the number of candidate predictors.
• Data handling: the handling of missing data, and the use of any

class imbalance method.
• Modeling method: the type of algorithm used for model develop-

ment.
• Prediction problem definition. A prediction problem definition

consists of several components that are specified as follows in

our previously published standardized prediction framework11:

among a target population of patients at an index date, predict

which patients will experience some outcome during a time-at-

risk period. Prediction is then done using predictors that are con-

structed using information from an observation window prior to

the index date. We therefore extracted: whether inclusion/exclu-

sion criteria for the target population were described, whether

code lists to define the target population were provided, whether

code lists to define the outcome were provided, whether the time-

at-risk period was reported, whether all individual candidate pre-

dictors were listed, whether code lists to define the candidate pre-

dictors were provided, and whether the observation window for

candidate predictor construction was reported.
• Final model presentation: the reported number of predictors in

the final model, and whether the final model was completely pre-

sented. Depending on the modeling method, the final model can

be completely presented using a full model equation (including

intercept and coefficients), a simplified scoring system, a nomo-

gram, an online tool, or a software package containing the ana-

lytical source code.3

• Model validation. We grouped each model into 1 of the follow-

ing 3 categories: (1) externally validated, when performance was

assessed on data from a database other than the development set,

(2) internally validated only, when performance was assessed on

the development set by split-sample, cross-validation, temporal

validation, or bootstrapping, and (3) not validated, when perfor-

mance was not assessed or only assessed on the same data that
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were used to train the model (referred to as the apparent perfor-

mance). Prediction performance is typically characterized by

evaluating a model’s calibration and discrimination.12 Discrimi-

nation is usually assessed using a receiver operating characteristic

(ROC) curve, with the area under the ROC curve (AUROC) as

summary measure. Graphical assessment of calibration using a

calibration plot is widely recommended.13 From both internal

and external validation results, we therefore extracted the

reported AUROC, whether the ROC curve was presented,

whether a calibration plot was presented, and whether any other

calibration measures (eg, the calibration intercept and slope)

were reported. In case of external validation, we additionally

extracted: the number of observations, the number of outcome

events, and whether data used for validation were from another

country.

To investigate the trends in the period 2009–2019, we assessed

the extracted data for the periods 2009–2014 and 2015–2019 sepa-

rately.

RESULTS

Our initial search resulted in a total of 9932 papers. After duplicates

were removed, 6235 titles and abstracts were screened. From this,

1075 potentially eligible papers were identified. Upon full-text in-

spection, 422 papers were eventually included for data extraction.

The study selection is presented in a PRISMA flow diagram (Sup-

plementary Appendix B). A reference list of the 422 included papers or-

dered by publication year is provided in Supplementary Appendix C.

In total, we extracted data for 579 models from 422 studies

(with 1–6 models per study). We observed a strong increase in the

total number of models over the years (Table 1), with 135 models in

101 studies in the period 2009–2014 and 444 models in 321 studies

in the period 2015–2019. The data used in these studies originated

from EHRs in 38 different countries (13 countries in the period

2009–2014 and 35 countries in the period 2015–2019).

Data characteristics
We investigated the characteristics of the EHR data used for model

development. In both the periods 2009–2014 and 2015–2019, the

number of observations in the development dataset was reported for

98% (132/135 and 433/444) of all models. The median reported

number of observations increased from 7086 (IQR [interquartile

range]: 1293; 76 785) to 15 865 (IQR: 1782; 68 319). The percent-

age of models for which the number of outcome events was explic-

itly reported slightly decreased from 90% (121/135) to 86% (383/

444). The median reported number of outcome events increased

from 536 (IQR: 199; 3942) to 857 (IQR: 199; 4135).

The percentage of models for which the number of candidate

predictors was explicitly reported increased from 39% (53/135) to

50% (223/444). The median reported number of candidate predic-

tors increased from 21 (IQR: 12; 300) to 46 (IQR: 23; 241).

Data handling
The handling of missing data was reported for about half (61/135

and 224/444) of the models in both periods. An imputation method,

an indicator method, or a combination of methods was applied for

72% (44/61 and 162/224) of these models. The reported use of class

imbalance methods increased from 7% (9/135) to 13% (57/444) of

the models.

Modeling method
Various modeling methods were used for model development. We

categorized these as Regression analysis, Decision tree learning, En-

semble method (eg, when multiple decision trees are combined),

Neural network (which includes deep learning), Bayesian network,

Support vector machine, or Other (Figure 1). The percentage of

models developed using regression analysis decreased from 76%

(104/135) to 67% (300/444). Ensemble methods increased from 6%

(8/135) to 19% (84/444) of the models, and neural networks in-

creased from 1% (1/135) to 5% (24/444) of the models. Bayesian

network decreased from 4% (5/135) to 2% (10/444) of the models.

In both periods, 2% (3/135 and 9/444) of the models were devel-

oped using decision tree learning, and 1% (2/135 and 4/444) of the

models were developed using a support vector machine. The Other

category contained models for which the modeling method was

unclear, models that were manually constructed, and a Hidden Mar-

kov model; the percentage of models in this category decreased from

9% (12/135) to 3% (13/444).

Prediction problem definition
To evaluate the reporting of the prediction problem definition, we

separately assessed each component that needs to be defined (Ta-

ble 2). In both periods, for about 90% of the models, the inclusion/

exclusion criteria for the target population were described, while

code lists to define the target population were provided for less than

20% of the models. Code lists to define the outcome were also pro-

vided for less than 20% of the models in both periods. The time-at-

risk period was reported for 84% of the models in both periods.

In both periods, an overview of all candidate predictors was pro-

vided for two thirds of the models, while code lists to define the can-

didate predictors were provided for 10% of the models. The

percentage of models for which the observation window for the con-

struction of all candidate predictors was reported slightly increased

from 46% to 50%.

Final model presentation
We assessed the final model presentation for each modeling method

category separately (Table 3). For Regression analysis, the final

model was completely presented for about half of the models in

both periods. For about two thirds (66/104 and 211/300) of the re-

gression models in both periods, the number of predictors in the fi-

nal model was explicitly reported. The median reported number of

predictors in the final model slightly increased from 8 (IQR: 5; 15)

to 10 (IQR: 6; 18). For more complex models (eg, models with

Table 1. Trends in the publication of developed prediction models

Publication year Number of models Number of studies

2009 4 4

2010 15 11

2011 13 12

2012 23 16

2013 36 24

2014 44 34

2015 39 27

2016 49 41

2017 65 54

2018 118 84

2019 173 115

Total 579 422
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many predictors, ensemble models, or neural networks), it is often

difficult or not possible to present a full model equation (including

intercept and coefficients), a simplified scoring system, or a nomo-

gram. Alternatively, one could resort to sharing an online tool or a

software package containing the analytical source code. However,

this was rare for the included studies.

Model validation
External validation slightly increased from 10% (14/135) to 12%

(55/444), internal validation only increased from 76% (103/135) to

81% (358/444), and no validation decreased from 13% (18/135) to

7% (31/444) (Figure 2). The percentage of externally validated mod-

els that were validated using data from another country remained

less than 10% (1/14 and 5/55).

Internal validation results were reported for a total of 525 mod-

els in 382 studies (Table 4). This includes a total of 64 models in 43

studies for which both internal and external validation results were

reported. In both periods, the AUROC was reported for more than

90% (107/115 and 392/410) of all internal validations, with a me-

dian reported AUROC of slightly below 0.8 in both periods. The

percentage of internal validations for which the ROC curve was pre-

sented increased from 28% (32/115) to 47% (192/410). The per-

centage of internal validations for which the calibration plot was

presented was slightly less than 30% (33/115 and 116/410) in both

periods. For about 25% (29/115 and 91/410) of all internal valida-

tions, other calibration measures (such as the calibration intercept

and slope) were reported.

External validation results were reported for a total of 69 models

in 45 studies. For models with multiple external validations, we fo-

cused on the results that were based on the largest reported number

of observations. The number of observations in the validation data-

set was reported for almost all (14/14 and 54/55) external valida-

tions, where the median reported number increased from 5189

(IQR: 1155; 85 048) to 27 905 (IQR: 3189; 189 082). The number

of outcome events was reported for less than 80% of the external

validations in both periods (11/14 and 39/55), where the median

reported number increased from 689 (IQR: 42; 1297) to 1014 (IQR:

Figure 1. Trends in modeling methods.

Table 2. Trends in the reporting of definitions

Component 2009–2014 (N¼ 135) 2015–2019 (N¼ 444)

Target population—inclusion/exclusion criteria described (n, %) 122 (90%) 391 (88%)

Target population—provided through code list (n, %) 19 (14%) 81 (18%)

Outcome—provided through code list (n, %) 22 (16%) 81 (18%)

Time-at-risk—reported (n, %) 114 (84%) 375 (84%)

Candidate predictors—listed (n, %) 91 (67%) 301 (68%)

Candidate predictors—observation window reported (n, %) 62 (46%) 224 (50%)

Candidate predictors—provided through code list (n, %) 13 (10%) 46 (10%)

Table 3. Trends in final model presentation

Modeling method category Final model completely presented in 2009–2014 (n, %) Final model completely presented in 2015–2019 (n, %)

Regression analysis (N¼ 404) 55 (53%) 148 (49%)

Ensemble method (N¼ 92) 0 (0%) 3 (4%)

Neural network (N¼ 25) 0 (0%) 2 (8%)

Other (N¼ 25) 9 (75%) 7 (54%)

Bayesian network (N¼ 15) 0 (0%) 9 (40%)

Decision tree learning (N¼ 12) 1 (33%) 7 (78%)

Support vector machine (N¼ 6) 0 (0%) 0 (0%)
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247; 5108). The AUROC was reported for almost all (13/14 and 54/

55) external validations, with a median reported AUROC of slightly

below 0.8 in both periods. The percentage of external validations

for which the ROC curve was presented decreased from 64% (9/14)

to 27% (15/55). In both periods, the calibration plot was presented

for less than 30% (4/14 and 13/55) of all external validations, while

other calibration measures were reported for about 15% (2/14 and

8/55) of all external validations.

DISCUSSION

In the period 2009–2019, we found 422 papers describing the devel-

opment of a total of 579 prognostic prediction models using EHR

data. We observed a steep increase over the years in the number of

models and an increase in the number of countries from which the

EHR data that were used, originated. Overall, we observed limited

improvement over time in the conduct and reporting of model devel-

opment and validation. In particular, the reporting of information

necessary to enable external validation by other investigators of the

developed prediction models was often incomplete, with little to no

improvement over time. To the best of our knowledge, no previous

study has systematically evaluated these trends.

Importantly, we found that throughout the period 2009–2019,

code lists to define the target population and the outcome were

rarely provided, and the time-at-risk period was often unclear. Such

reporting leaves other investigators guessing the exact prediction

problem and how the model would translate to clinical practice;

hence, the reporting of information necessary to enable external val-

idation by other investigators was incomplete.

Most models were developed using regression analysis. For re-

gression models, the final model presentation is usually relatively

straightforward; TRIPOD recommends presenting the final model

using a full model equation including all coefficients and the inter-

cept or baseline.7 However, for about half of the regression models

throughout the period 2009–2019, the final model was not

completely presented. In this way, the reporting of information nec-

essary to enable external validation by other investigators was also

incomplete.

We observed an overall increase in the use of ensemble learning

and neural networks. For these modeling methods, the final model

can in most cases not be presented using a full model equation such

as with regression models. TRIPOD explicitly focuses on models de-

veloped using regression analysis and therefore provides limited

guidance on how to present the final model for nonregression mod-

els.7 Sharing an online tool or a software package containing the an-

alytical source code could be a suitable alternative presentation.4

However, we found that such resources were rarely provided. Addi-

tional guidelines for the more complex modeling methods are cur-

rently under development.14

Data characteristics, data handling, and validation results should

always be reported to allow other investigators to interpret the find-

ings. In line with findings from previous reviews,1,5,6 we found that

in the period 2009–2014, many studies made no explicit mention of

how missing data were handled, model calibration was often not

assessed, and external validation was uncommon. Also, these

aspects barely improved over time. While the number of observa-

tions and the number of outcome events were often reported, the

reporting of how missing data were handled remained at about half

of the models. We did not observe an improvement in the reporting

of model calibration; the calibration plot was only presented for less

than one third of the models. The AUROC was reported for most

models throughout the period 2009–2019, although the ROC curve

itself was often not presented.

Figure 2. Trends in model validation.

Table 4. Trends in the reporting of internal validation

Characteristic 2009–2014 (N¼ 115) 2015–2019 (N¼ 410)

Internal validation—AUROC reported (n, %) 107 (93%) 392 (96%)

Internal validation—AUROC value (median, IQR) 0.78 (0.73; 0.84) 0.79 (0.72; 0.85)

Internal validation—ROC curve presented (n, %) 32 (28%) 192 (47%)

Internal validation—Calibration plot presented (n, %) 33 (29%) 116 (28%)

Internal validation—Other calibration measures reported (n, %) 29 (25%) 91 (22%)

Abbreviations: AUROC: area under the ROC curve; IQR: interquartile range; ROC: receiver operating characteristic.
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We believe it is a good best practice to include external valida-

tions when presenting a newly developed model. Our results show

that only a small proportion of the developed models was presented

along with external validation results, although we see an improve-

ment over time. This further highlights the need to enable external

validation by other investigators. In addition to that, very few mod-

els were externally validated using data from another country, while

this would be valuable to evaluate generalizability and robustness of

the prediction performance across countries. Our review was fo-

cused on publications that described the development of clinical pre-

diction models, and we assessed whether these also included

external validation. We have not assessed to what extent external

validation has been performed in follow-up studies and how well

these models then perform. This was beyond the scope of the current

publication, but we do believe it is an important topic for future re-

search. For example, in a recent study, our team showed that a pub-

lished model to predict COVID-19 vulnerability did not perform

well when externally validated.15 This finding highlighted the im-

portance of performing external validation across a range of set-

tings.

A potential limitation of our study is that there may be eligible

papers that we did not capture. In the literature, various terms have

been used interchangeably to describe EHR data. Additionally, ter-

minology surrounding prediction modeling is inconsistent.1 How-

ever, we consulted information specialists with expert knowledge of

medical terminology and databases and used a broad search to max-

imize the retrieval of eligible papers. In this study, we were inter-

ested in evaluating specific aspects of the field as a whole and did

not perform a meta-analysis to assess variation across subgroups. Fi-

nally, our search was performed on November 15, 2019, which

means our systematic review does not cover studies that became

available after this date. These include studies that developed predic-

tion models in response to the COVID-19 pandemic since March

2020. A recent study identified several common problems in pub-

lished COVID-19 prediction models including uncertain data qual-

ity, unclear target setting, lack of large-scale external validation, and

insufficient reporting.16

Our review clearly shows that improvement in the conduct and

reporting of model development and validation is still urgently

needed to enable external validation by other investigators. Journals

may encourage improvement by requiring that the information nec-

essary to enable external validation by other investigators is

completely reported. Further, since implementation and evaluation

of a prediction model in clinical practice takes time and resources, it

would be desirable that hospitals and health systems require exter-

nal validation of a clinical prediction model before implementing it

in their systems. This is important to ensure that the model’s predic-

tion performance is generalizable and robust.

Several ongoing advances in the medical informatics field may

also aid in improving the conduct and reporting of model develop-

ment and validation using EHR data: (1) improved interoperability

of health data will allow researchers to validate their results more

easily across centers that use different EHRs, and (2) the use of stan-

dardized analytics pipelines that enforce best practices will allow

researchers to follow relevant guidelines such as TRIPOD. Aware-

ness of the need for improvements and increased global collabora-

tion are key to facilitating these advances. For example, to improve

the interoperability of originally heterogeneous data sources, the

Observational Health Data Sciences and Informatics (OHDSI) col-

laborative uses the Observational Medical Outcomes Partnership

Common Data Model (OMOP CDM), which transforms source

data into a common format using a set of common terminologies,

vocabularies, and coding schemes. The OHDSI PatientLevelPredic-

tion framework in turn enables a standardized analytics pipeline for

the development and validation of clinical prediction models across

databases that are all mapped to the OMOP CDM, while enforcing

best practices based on relevant existing guidelines (including TRI-

POD).11,17 By using such a pipeline, researchers can more easily im-

prove the reporting of information necessary to enable external

validation by other investigators.

CONCLUSION

Before implementing a prediction model in clinical practice, it is im-

portant to ensure its prediction performance is generalizable and ro-

bust by externally validating the model across various databases.

This systematic review aimed to provide further insights into the

conduct and reporting of clinical prediction model development and

validation over time. We focused on assessing the reporting of infor-

mation necessary to enable external validation by other investigators

in studies that developed models using EHR data published in the

period 2009–2019. We found that the prediction problem definition

was often not clearly reported, and the final model was often not

completely presented, with little to no improvement over time.

Thus, improvement in the reporting of information necessary to en-

able external validation by other investigators is still urgently needed

to increase clinical adoption of developed models.
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