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Executive Summary 

This deliverable pertains to SSHOC Task 3.1 which was responsible for investigating and providing 

resources and tools to support the multilingual aspects of the future pan-EU SSH infrastructure. 

Making data and services accessible and usable in SSH is very much also a matter of providing relevant 

translations, translation of metadata concepts, multilingual vocabularies, terminology extraction across 

languages, multilingual databases.  

The deliverable offers a detailed report on the gathering and translation of relevant SSH metadata, 

ontologies and vocabularies for the use-cases indicated in the task’s topics: multilingual metadata 

concepts and vocabularies, the multilingual occupation ontology, with cross-country female 

occupational titles.  

In accordance with SSHOC and the EOSC FAIR recommendations and requirements, the metadata 

vocabularies and ontologies have been published via several different formats and facilities. 

Section 1. The introduction sets the landscape and describes the need of multilingual vocabularies both 

for classification and discovery in the context of a cloud-based infrastructure that will offer access to 

research data and related services adapted to the needs of the SSH community.  

Section 2. “Multilingual metadata” investigates the possibility to use and test Natural Language 

Processing (NLP) approaches and Machine Translation (MT) to make the metadata more accessible 

using national languages other than English. A selected case study was the recommended metadata set 

of the CLARIN Concept Registry (CCR): the whole set of metadata and definitions were translated into 

French, Greek, and Italian. The section describes the machine-translation and evaluation process, also 

comparing different technologies. 

Section 3. “Multilingual vocabularies and ontologies” introduces two other typical case-studies. The first 

one addresses one of the pressing needs in social sciences research. Many surveys, indeed, ask 

respondents to specify their occupation and the occupational ontology is used for the survey questions. 

For many languages the occupational titles for males and females are not identical. In section 3.1 the 

enrichment of the occupational ontology with lists for male and female titles, is described for many 

languages, namely for Dutch, German, Slovenian and French. 

The second case study focuses on the automatic extraction of terminology from texts: a list of domain-

specific terms was automatically extracted from a corpus of Data Curation and Stewardship, validated 

by domain experts, automatically translated into multiple languages (Dutch, French, German, Greek, 

Italian, Slovenian) and linked to other existing terminologies. 

Section 4. describes the SKOS-ification and publication process of the results, together with the 

challenges posed by multilinguality. 
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Section 5. offers an overview of the exploitation and sustainability of the results and how these are 

made available to the community. 

Finally the Conclusions provide some reflections on Machine Translation approaches adopted for 

translating the vocabularies into multiple languages, the advantages in terms of time saving and some 

first recommendations to the community.  

 

Abbreviations and Acronyms 

ACTER Annotated Corpora for Term Extraction Research 

ADP  Arhiv Družboslovnih Podatkov - Slovenian Social Science Data Archives 

API Application Programming Interface 

BNC British National Corpus 

CCR CLARIN Concept Registry 

CESSDA Consortium of European Social Science Data Archives 

CLARIN Common Language Resources and Technology Infrastructure  

CMDI Component MetaData Infrastructure 

CNR  Consiglio Nazionale delle Ricerche - Italian National Research Council 

CNRS Centre National de la Recherche Scientifique 

CUNI Charles University – Prague 

DLC Data Life Cycle 

EOSC European Open Science Cloud 

ERIC European Research Infrastructure Consortium 

ESCO European Skills/Competences, qualifications and Occupations 

FAIR Findability Accessibility Interoperability Reusability 

FDV Fakulteta za družbene vede -- Faculty of Social Sciences 

FORS Swiss Centre of Expertise in the Social Sciences 

FSD Finnish Social Science Data Archive 

IAA Inter-Annotator Agreement 

ICT Information and Communication Technology 

ICTeSSH International Conference on ICT enhanced Social Sciences and Humanities 

IETF Internet Engineering Task Force 

ILC Istituto di Linguistica Computazionale - Institute for Computational Linguistics 
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INIST Institut de l'Information Scientifique et Technique 

ISCO International Standard Classification of Occupations 

ISO OBP International Standard Organization Online Browsing Platform 

ISTI Istituto di Scienza e Tecnologie dell'Informazione - Institute of Information Science and 

Technologies 

LOST Loterre Open Science Thesaurus 

LOV Linked Open Vocabularies 

LSTM Long Short-Term Memory 

MP Market Place 

MT Machine Translation 

MWE Multi-Word Expression 

NLP Natural Language Processing 

OeAW Österreichische Akademie der Wissenschaften 

POS Part-of-Speech 

RDA Research Data Alliance 

RDF Resource Description Framework 

SKOS Simple Knowledge Organization System 

SKP Slovenska klasifikacija poklicev – Slovene classification of occupation 

SSH  Social Science and Humanities 

SSHOC  Social Science and Humanities Open Cloud 

UFAL Institute of Formal and Applied Linguistics 

UI User Interface 

URI Uniform Resource Identifier 

VLO Virtual Language Observatory 

WWI WageIndicator  

XKOS Extended Knowledge Organization System 
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1. Introduction  

Resource discovery and classification are an important part of the Data Life Cycle (DLC) and using the 

appropriate vocabularies can greatly improve both discovery and classification. Consequently, for 

SSHOC it is important to address this issue with respect to the SSH domain. 

An additional need within the SSH is that of high-quality multilingual vocabularies. In fact, as shown by 

Kulczycki et al (2020), although English tends to be the dominant language of science, SSH researchers 

often produce culturally and socially relevant work in their local languages. While English can be used in 

metadata to classify such research outcomes, discovery could be greatly enhanced by the availability of 

descriptors in local languages. 

Language technologies can diminish the cost of creating and maintaining multilingual vocabularies. 

SSHOC Task 3.1 “Multilingual Terminology”, led by CNR-ILC with contribution by the partners 

CLARIN/ERIC, CLARIN/WWI, CLARIN/Athena, CLARIN/CUNI, CESSDA/FSD, CESSDA/ADP, is investigating 

and providing tools and resources to support the multilingual aspects of the pan-European SSH 

infrastructure.  

Making data and services accessible and usable in SSH is also very much a matter of providing relevant 

translations, translation of metadata concepts, multilingual vocabularies, terminology extraction across 

languages, and multilingual databases. In line with these main objectives, in this task, hence, several 

vocabularies have been created that help facilitate resource discovery and classification. Part of the 

creation process was done using and testing NLP approaches and machine translation, to make the 

vocabularies more useful in environments with localised user-interfaces (UI) and (strong) requirements 

for using national languages other than English.  

● Multilingual metadata concepts (lead CNR-ILC and partners CLARIN/ERIC, CLARIN/Athena, 

CLARIN/CUNI, CESSDA/FSD): the 232 approved metadata concepts from the CLARIN Concept 

Registry (CCR), together with their definition, were collected and translated into multiple 

languages (Dutch, French, Greek, Italian) by exploiting different MT tools (cf. Section 2. below)  

● Multilingual occupation ontology (lead CLARIN/WWI, CESSDA): The multilingual occupation 

ontology, developed in T3.2 “Selected SSH Ontologies and Vocabularies”, consists of translated 

occupational titles from the list compiled by the WageIndicator Foundation1; for these titles 

male and female forms in different languages were provided and translations were checked by 

labour market experts. 

● Data Stewardship Multilingual Terminology (lead CNR-ILC with partner CLARIN/ERIC, 

CLARIN/CUNI, CESSDA/ADP, CESSDA/FDV, CESSDA/FORS): a list of 210 domain-specific concepts 

was automatically extracted from a corpus of Data Curation and Stewardship, validated by 

 
1 WageIndicator Foundation Occupational titles list: https://wageindicator.org/Wageindicatorfoundation; [14 

December 2021]. Surveycodings: https://www.surveycodings.org/articles/home; [14 December 2021]. 

https://wageindicator.org/Wageindicatorfoundation
https://www.surveycodings.org/articles/home
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domain experts, automatically translated into multiple languages (Dutch, French, German, 

Greek, Italian, Slovenian) and linked to other existing terminologies. 

For the topical use-cases existing vocabularies, or implicitly existing vocabularies -- i.e. extracted from 

existing corpora -- were selected for testing, rather than new vocabularies that are under construction, 

since the foreseen procedures require existing language models and evidence for translation and 

evaluation. 

Due to the strong focus on vocabularies, this Task launched and contributed to the “Vocabulary 

Initiative”, an initiative that has emerged from the need to align the vocabulary activities across the 

SSHOC work packages and to optimise the sharing of research data across various practices and 

domains. A common vocabulary approach was also the topic of the SSHOC ICTeSSH workshop jointly 

organised by this Task and other project’s Tasks2 (see Monachini, 2020).  

The main outcomes of the virtual information and discussion sessions organised by the Vocabulary 

Initiative confirmed that: in general vocabularies are essential for SSH resource classification and 

discovery and in SSHOC context are essential for the SSH Open Marketplace (MP) to describe the 

entries, improve search and retrieval, and foster discoverability; vocabularies should be published as 

Linked Open Data based on Simple Knowledge Organization System (SKOS)3 data model and provide 

comprehensive coverage of the domain through concept definitions; users should be able to reuse 

existing vocabularies or link them to other artefacts, thus ensuring semantic interoperability. Finally, yet 

importantly, since vocabularies are changing once they are integrated into a platform, updates and 

maintenance should be ensured and done systematically. This will ensure quality.  

In accordance with SSHOC and the EOSC FAIR recommendations and requirements, the results have 

been or will be published shortly via a number of different formats and facilities: 

● in the ILC4CLARIN centre repository  

○ SSHOC Multilingual Metadata http://hdl.handle.net/20.500.11752/ILC-568 

○ SSHOC Multilingual Data-Stewardship Terminology 

http://hdl.handle.net/20.500.11752/ILC-567 

● as part of the SSHOC results vocabularies on the SSH Vocabulary Commons platform at OEAW 

http://vocabs.sshopencloud.eu/vocabularies [from start 2022] 

● findable via the SSH Open Marketplace  

Task 3.1 collaborates in SSHOC WP3 with task 3.2 ”Selected SSH Ontologies and Vocabularies” in view of 

the common topic of multilingual vocabularies and with all SSHOC activities in general that have an 

interest in (multilingual) vocabularies, through its SSH Vocabulary Initiative activities.  

 
2 SSHOC workshop at ICTeSSH conference proceedings: https://ictessh.pubpub.org/pub/hskk7vmx/release/2; [14 

December 2021]. 
3 SKOS reference guide: https://www.w3.org/TR/skos-reference/; [14 December 2021]. 

http://hdl.handle.net/20.500.11752/ILC-568
http://hdl.handle.net/20.500.11752/ILC-567
http://vocabs.sshopencloud.eu/vocabularies
https://ictessh.pubpub.org/pub/hskk7vmx/release/2
https://www.w3.org/TR/skos-reference/
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2. Multilingual Metadata 

As argued in the Introduction, the availability of multilingual metadata highly enhances the 

discoverability of datasets in the SSH. However, their creation implies translations from English (the 

language normally used in metadata profiles) into various languages. This is a cumbersome task, and 

metadata modellers and curators may not have the linguistic skills to produce good translations in 

some languages. Machine translation may be a solution, but a thorough evaluation of the quality of the 

results provided by the various state of the art systems is necessary. 

Within the context of the topical area “creating Multilingual metadata and taxonomies for discovery“, 

the selected case study was the metadata set of the CLARIN Concept Registry (CCR)4. The CCR forms the 

basis of the semantic interoperability layer of CLARIN, especially as far as metadata are concerned (cf. 

Component MetaData Infrastructure - CMDI). To this end, it provides a collection of concepts that are 

each assigned a persistent identifier. From the CCR, the 232 metadata concepts which are classified as 

approved (status: approved) were selected5. In the CCR, each metadata concept is also assigned a 

definition. 

As the goal was to obtain a multilingual set of metadata concepts, the next step consisted in translating 

the approved set of metadata concepts. Therefore, in order to translate the metadata concepts and 

their definitions, the LINDAT Translation service (Košarko et al., 2019)6, i.e. the Machine Translation tool 

developed at UFAL, Charles University in Prague, was employed. Indeed, the tool was made available to 

the partners of the SSHOC project and was employed as well in SSHOC Task 4.2 “Preparing tools for the 

use of Computer Assisted Translation“ so as to translate into different languages the answers of 

surveys. The LINDAT Translation service, a neural networks-based translation service, provides a simple 

UI and API that allows the use of pre-trained Transformer models served by TensorFlow Serving7.  

However, the provided tool covers only seven languages, namely Czech, English, French, German, Hindi, 

Polish, and Russian. Thus, in order to translate metadata concepts into more and different languages, it 

was decided to employ other state-of-the-art tools as well: Deep-L8, Google Translate9, and Reverso10. 

Deep-L working principles have not been disclosed; it is only stated that it exploits artificial neural 

networks, as in the case of Reverso. Google Translate is a Neural Machine Translation system consisting 

 
4 CLARIN Concept Registry: https://www.clarin.eu/content/clarin-concept-registry; [14 December 2021]. 

Accessible by read-only facetted browser at https://concepts.clarin.eu/ccr/browser/; [14 December 2021]. 
5 CLARIN uses two levels of CCR concept evaluation and curation, and the approved concepts have been discussed 

and agreed upon by the CLARIN CCR board, this reflects the CCR status Nov. 2021.  
6 LINDAT Translation Service: https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-2922; [14 December 

2021]. Demo URL: https://lindat.mff.cuni.cz/services/translation; [14 December 2021]. 
7 TensorFlow Serving: https://www.tensorflow.org/tfx/guide/serving; [14 December 2021]. 
8 Deep-L: https://www.deepl.com/translator; [14 December 2021]. 
9 Google Translate: https://translate.google.com/; [14 December 2021]. 
10 Reverso: https://www.reverso.net/; [14 December 2021]. 

https://www.clarin.eu/content/clarin-concept-registry
https://concepts.clarin.eu/ccr/browser/
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-2922
https://lindat.mff.cuni.cz/services/translation
https://lindat.mff.cuni.cz/services/translation
https://www.tensorflow.org/tfx/guide/serving
https://www.deepl.com/translator
https://translate.google.com/
https://www.reverso.net/
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of a deep LSTM network with 8 encoder and 8 decoder layers using residual connections as well as 

attention connections from the decoder network to the encoder (see Wu et al., 2016; Johnson et al., 

2017). Thanks to the support of the four selected tools, an automatic translation of the whole set of 

metadata and definitions was obtained. Metadata concepts and definitions were translated into Dutch, 

French, Greek, and Italian (that are the languages of the SSHOC WP partners). Deep-L and Google 

Translate were employed for every language, whereas Reverso and the LINDAT Translation service 

were exploited only in the case of covered languages (all but Greek in the case of Reverso; only French 

as for the LINDAT Translation service). 

After obtaining the automatic translations as described, it was necessary for all translations to be 

validated by native or proficient speakers of the different languages. Validators were chosen based on 

their expertise on the topic. First, validators performed an evaluation of the automatic translations 

(see Figure 1). For each term, they assessed if its translation was correct (label ‘yes’), partially correct 

(label ‘maybe’) or incorrect (label ‘no’). Similarly, for each definition they had to indicate whether the 

translation was substantially correct (label ‘yes’), if it could get the general sense but some errors were 

present (label ‘maybe’) or if it was substantially incorrect (label ‘no’). Optionally, validators also had the 

chance to rank the systems based on their accuracy, from the best performing to the worst performing 

one. 

 

Figure 1. The case of French as an example of the validation spreadsheet, which contains the original 

terms and definitions, their translations, and columns devoted to validation and ranking of the systems. 

 

The accuracy of automatic translations has been calculated by establishing the following criteria. If the 

translation of a term or a definition was validated as correct (‘yes’), 1 point was assigned; if it was 

marked as partially correct (‘maybe’), a score of 0.5 point was assigned, whereas in case of error (label 

‘no’) the translation received 0 points. By adding up the scores thus obtained (see ‘Total score’ in the 

tables below), a simple measure of the accuracy was returned. Tables 1, 2, 3 and 4 report the results 

and highlight in bold the best performances. 
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  Deep-L Google Translate Reverso 

Terms Definitions Terms Definitions Terms Definitions 

N of yes 175 223 147 209 144 214 

N of maybe 51 7 63 23 34 18 

N of no 6 2 22 0 54 0 

Total = 

max score 

232 232 232 232 232 232 

Total score 200,5 226,5 178,5 220,5 161 223 

Score % 86,42% 97,63% 76,94% 95,04% 63,40% 96,12% 

Table 1. Validation results of Dutch translations. 

 

 

  

LINDAT Translation Deep-L Google Translate Reverso 

Terms Definitions Terms Definitions Terms Definitions Terms Definitions 

N of yes 184 204 197 217 195 212 189 208 

N of 

maybe 

20 13 18 6 20 11 25 13 

N of no 28 15 17 9 17 9 18 11 

Total =  

max score 

232 232 232 232 232 232 232 232 

Total 

score 

194 210,5 206 220 205 217,5 201,5 214,5 

Score % 83,62

% 

90,73% 88,79

% 

94,83% 88,36

% 

93,75% 86,85

% 

92,46% 

Table 2. Validation results of French translations. 
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  Deep-L Google Translate 

Terms Definitions Terms Definitions 

N of yes 189 177 157 128 

N of maybe 14 38 17 65 

N of no 29 17 58 39 

Total = max score 232 232 232 232 

Total score 196 195 165,5 160,5 

Score % 84,48% 84,05% 71,34% 69,18% 

Table 3. Validation results of Greek translations. 

 

  

 

Deep-L Google Translate Reverso 

Terms Definitions Terms Definitions Terms Definitions 

N of yes 210 215 206 215 197 200 

N of maybe 12 12 11 11 21 23 

N of no 10 5 15 6 14 9 

Total = 

max score 

232 232 232 232 232 232 

Total score 216 221 211,5 220,5 207,5 211,5 

Score % 93,10% 95,26% 91,16% 95,04% 89,44% 91,16% 

Table 4. Validation results of Italian translations. 

In light of the accuracy scores, it can be observed how Deep-L resulted to be the best MT tool among 

the tested ones, reaching the highest scores for each of the selected languages (Dutch, French, Greek, 

Italian). Google Translate returned good results and was always outperformed only by Deep-L. So 

Deep-L was employed as the preferred translation tool, although some translations by Google 

Translate were retained if they validated better. Therefore, Deep-L was selected as the most efficient 

tool and thus employed in Topic 3.1.2 as well (see Section 3.2), since not only it obtains the best 

performances, but it also has the maximum coverage as regards available languages. 

 

Moreover, the tables above highlight a recurrent pattern in the performances of the tools: the obtained 
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accuracy scores are always higher for definitions than for terms. This could be explained in two ways. 

On the one hand, the term is easier to translate if it is inserted in a wider context (i.e., the definition), 

since context contributes more elements and thus helps get the correct meaning, which is quite specific 

as technical concepts are concerned. This holds true in a few cases. However, most often the definition 

does not include the term: the better performances obtained with respect to definitions can therefore 

be explained by considering that the term itself has a very specific and technical meaning, whereas 

definitions mostly describe concepts by employing less-specific, thus easier to translate, words. 

The dataset is available at: SSHOC Multilingual Metadata - http://hdl.handle.net/20.500.11752/ILC-568. 

 

3. Multilingual Vocabularies and Ontologies 

3.1 Multilingual occupation ontology 

3.1.1 Description of the ontology 

A first topic that Task 3.1 focussed on is the multilingual occupation ontology. Occupation is a key 

variable in socio-economic research because occupations are equally important for an individual’s 

identity as for their working life, earnings capacity, social life, friendships, and social status. 

In many social sciences surveys, respondents are asked ‘What is your occupation?’. For decades, the 

answer to this question was registered in a text box, followed by data entry of the answers, and a 

subsequent coding process. This procedure is expensive and time consuming. A survey of 1,000 

respondents could easily comprise 500 different occupational titles. 

Statistical offices and survey agencies developed their own national coding procedures, according to 

their own, national occupational classification. It was only in the 2000s that survey holders aimed to 

facilitate cross-country comparisons by coding the occupational titles into the international ISCO-08 

classification (ILO 2012). Although this International Standard Classification of Occupations (ISCO) is 

widely used and it is the standard in the European Union, quite a few countries stick to their national 

classifications and at best apply mapping tables to the ISCO-08 classification. 

With an increasing internationalisation of the economies of many countries and an increasing cross-

national mobility of individuals, a cross-country comparison of occupational titles has gained 

importance. This has challenged the cross-national reliability of coding, which is important when 

drafting conclusions about occupational careers, occupational earnings, occupational entry levels, 

http://hdl.handle.net/20.500.11752/ILC-568
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occupational certification, occupational boundaries, and other labour market features in a European or 

wider context (e.g., Meng et al, 2020). 

Two issues needed to be solved regarding the measurement of occupations in labour market studies: 

the costs of the coding process had to be reduced and the international comparability of occupational 

classification had to be improved. In the next paragraphs it will be explained how these two problems 

were solved by developing a multilingual, multinational occupational ontology, including ISCO-08 codes 

for all titles in the master list of the ontology. 

With the increasing use of web-based surveys the open text box for the ‘What is your occupation’ 

question could be replaced by a list of occupational titles, facilitating respondents to self-select the 

occupational title most applicable to their job title. Since the early 2000s WageIndicator Foundation 

(WWI) developed such a list for its continuous web-survey on work and wages in the Netherlands. All 

titles in the list were coded according to the ISCO classification. From 2004 on, WageIndicator could 

expand its web survey to another seven European Union countries, and in the following years to 

countries outside Europe. Again, the choice was in favour of a predefined list and not in favour of post-

coding text strings, due to budgetary considerations. This predefined list was derived from the titles 

listed in the ISCO-08 manual (ILO, 2012) and expanded with titles proposed by WageIndicator partners. 

All titles in this source list were coded according to the ISCO-08 classification. To populate the database 

of occupations for new countries and new languages, project partners were asked to translate the 

source list and add new titles if they thought they were missing. So, the number of titles in the source 

list grew, and so did the number of translations (Tijdens, 2015). Currently, the database consists of 

more than 4,200 titles (Tijdens, 2019a). The latest ontology is posted on the website11. 

The ontology consists of translated occupational titles of the master list. Given that occupational titles 

are an entity of national labour markets, the titles can be different in countries with the same language, 

though they still refer to the same tasks in the occupation. For example the Domestic help is called 

Huishoudelijke hulp particulieren or Werkster in the Netherlands and Poetsvrouw in Flemish for Belgium. 

For this reason, the translated titles are country specific, and identifiable by their locales, thus by their 

language and country, according to the IETF BCP 47 language tag followed by the ISO 3166-1 alpha-2 

country code, in this example nl_NL and nl_BE. Given the problem of national occupational titles, a 

literal translation of occupational titles often does not provide a correct occupational title for the 

country at stake. Thus, translations should rather be provided by national labour market experts than 

by translators. The main criterion to judge whether an occupational title in one language has the same 

meaning as an occupational title in another language is whether the job holders at stake perform the 

same tasks. Though job descriptions and task lists are available at the 4-digit level of the ISCO 

classification, the occupational titles in the ontology are disaggregated to a 5-digit level to ease survey 

respondents’ self-identification. Unfortunately, detailed job descriptions and task lists are often 

 
11 Surveycodings: https://www.surveycodings.org/articles/home; [14 December 2021]. 

https://www.surveycodings.org/articles/home
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missing, implying that the role of the labour market expert in the translation process is even more 

important. 

The national characteristics of occupational titles may explain why machine translation performs 

poorly. Using Google Translate the translations of the English source list were compared to the 

translations available in the ontology. In the four countries compared, none of the percentages of 

correct translations was above 20%, as Table 5 shows. For this reason the use of MT for translating 

occupational titles was not further explored in this use-case. The four countries were selected because 

the occupational titles in the database were recently reviewed by national experts, as part of the SSHOC 

activities. 

 Finnish (fi_FI) Italian (it_IT) Dutch (nl_NL) Slovenian (sl_SI) 

corresponding percentage 17% 20% 14% 16% 

N of tested titles 551 498 1009 57 

Table 5. Validation results of translations for Finland, Italy, Netherlands and Slovenia, showing the 

percentage of corresponding translations from Google Translate and the ontology. 

As part of SSHOC task 3.1, SSHOC partners from Finland, Switzerland and Slovenia checked the 

translations in the ontology and proposed improvements. In the next section, the work of the Slovenian 

partner ADP is presented below as a use case, because this partner not only contributed by improving 

the database, but also prepared a document explaining what hurdles they came across. 

3.1.2 Use case: Slovenia 

SSHOC partner ADP was tasked to review and upgrade the current list of occupations and broader 

terms for the Slovenian language as available through the SurveyCodings tool in light of matching items 

with official occupation titles used in Slovenia. From the primary foreseen quick review and creation of 

female form of the code, this ended up as being an extremely complex task, mainly because some of 

the occupational titles translated in Slovenian did not reflect the occupational title commonly used in 

this country. 

Detailed review showed that many of the terms currently listed are not used as such in day to day work 

of Slovene companies. After consultation with the Slovenian Statistical Office, it was decided to use 

ISCO08 standard, the SKP-08 standard12, and the ESCO Occupations database13 as a base. There was 

 
12 SKP – Slovenska klasifikacija poklicev – Slovene classification of occupation: https://www.stat.si/skp/; [14 

December 2021]. 
13 ESCO – European Skills/Competences, qualifications and Occupations: 
https://ec.europa.eu/esco/portal/occupation; [14 December 2021]. 

https://www.stat.si/skp/
https://www.stat.si/skp/
https://ec.europa.eu/esco/portal/occupation
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consultation of Termania14 (online dictionary of technical terms), various government websites, Official 

gazettes of RS, terminological database of public relations15, Slovene Literary Language Dictionary16 and 

experts in the fields of public relation and communication, international relations and defence. 

At this point, 248 items were either successfully confirmed or a new phrase was proposed. Of these, 

there are 57 occupations, to which a female version of the occupation was added. The rest are 

categories. Additional explanations are provided for items of more complex nature when consultation 

with different terminology or occupation databases took place. This additional information is provideto 

Kea Tijdens, the SSHOC partner responsible for the database. 

Main issues that occur while cleaning existing database are listed: 

● When the occupation listed does not exist in Slovenia and there is no single person who 

performs this function, but there does exist an official Slovenian translation. Such cases were 

"governor" and "traditional chief or head of village". Since there is no sense in having such 

occupations in the Slovenian database, they are marked with a slash «/», to indicate an empty 

field. 

● Where the occupation translated in Slovenian does not exist in the same form. In such cases, 

the field was filled with the occupation most adjacent in meaning. Such a case was "fire 

commissioner". 

● Some cases were translated into the same word in Slovenian since there is no difference 

between the occupations in Slovenian formal organisation. Such were "embassy 

representative", "ambassador", "diplomatic representative", and "diplomat", which was resolved 

by filling in translation only for one element. 

In the process of confirming translations, other issues with the database were noticed. Categories listed 

under codes ranging from -20500 to -20509 were not listed in the live database, which made them only 

harder to translate since no context existed. Additionally, a bug with visual presentations of the results 

in the live database was identified. When opening submenus in which the list of occupations is really 

long (example being “Menedžement, upravljanje>Najvišja stopnja menedžmenta v organizaciji z manj 

kot 50 zaposlenim") only part of the list is visible on the page. Dynamic sizing of the page could be 

implemented. 

ADP plans to review a minimum 200 additional elements by the end of January 2022, for which 

additional public databases or acts will be used. Main two being the online Catalogue of functions, jobs, 

 
14 Termania: https://www.termania.net/; [14 December 2021]. 
15 Terminological database of public relations: https://www.termania.net/slovarji/termis-terminoloska-podatkovna-

zbirka-odnosov-z-javnostmi/7967666/publiciteta?ld=111&query=Publiciteta&SearchIn=Linked; [14 December 

2021]. 
16 Slovene Literary Language Dictionary: https://fran.si/130/sskj-slovar-slovenskega-knjiznega-jezika; [14 December 

2021]. 

https://www.termania.net/
https://www.termania.net/slovarji/termis-terminoloska-podatkovna-zbirka-odnosov-z-javnostmi/7967666/publiciteta?ld=111&query=Publiciteta&SearchIn=Linked
https://www.termania.net/slovarji/termis-terminoloska-podatkovna-zbirka-odnosov-z-javnostmi/7967666/publiciteta?ld=111&query=Publiciteta&SearchIn=Linked
https://fran.si/130/sskj-slovar-slovenskega-knjiznega-jezika
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and titles in public sector17, which combines decrees from several public administration sectors, and 

Public Sector Salary System Act[7]18. 

Matching and translation has proved to be a challenging task, which requires serious consideration, 

planning and budget to complete. A future project involving terminological experts would be necessary 

to complete the task. Scope notes or descriptions of an occupation, as well availability of alternative 

titles would be extremely beneficial in the time of translation. Examples of this approach can be seen in 

the ESCO database. 

3.1.3 Gendered occupational titles 

In some countries, male and female occupational titles are different, whereas in other countries only 

gender-neutral or male occupational titles are in use. For example, for Germany, the English word DTP 

operator is translated to DTP Operator for men and DTP Operatorin for women. Most German 

occupational titles have distinct words for males and females, challenging the use of the word DTP 

Operator/in in the ontology. However, this hampers respondent’s easy readability and thus 

understanding when selecting the proper occupational title in the results of the text string matching. In 

web surveys it is easy to include a so-called gender filter so that male and female respondents can 

search in the list for their gender only. If an occupation has a female title different from its male title, 

the female title will be shown, otherwise the male or neutral titles will be shown. 

For four languages the percentage of gender-distinct occupational titles was explored, namely for 

Finland, the Netherlands, Germany, and Slovenia. Finland reported that none of the occupational titles 

for men and women are different between the genders since Finnish has no gender markers in its 

language. In the Netherlands at maximum 31% of the occupational titles could be phrased differently 

for the two genders. However, the use of female titles for women is not yet settled, because in day-to-

day communication increasingly the male version of the occupation is used for women. For example, 

the word medewerker refers to men and medewerkster refers to women, though increasingly the word 

medewerker is used for both genders. The Delpher archive of Dutch newspapers provides 1.098.392 hits 

for medewerker and only 241.421 for medewerkster for all nation-wide newspapers in the 21st century 

(18%). In Germany, in contrast, the majority of occupational titles are phrased differently for male and 

female jobholders and sensitivity to gendered phrasing seems to be widely present in Germany. In the 

ontology, slightly over 75% of the titles are phrased differently. Using the female titles from the 

Slovenian partner, a similar percentage is noticed, namely 72%. 

 

 
17 A Catalogue of functions, jobs and titles in the public sector: http://www.pportal.gov.si/FDMN/index.html; [14 

December 2021]. 
18 Public Sector Salary System Act: http://www.pisrs.si/Pis.web/pregledPredpisa?id=ZAKO3328; [14 December 

2021]. 

http://www.pportal.gov.si/FDMN/index.html
http://www.pisrs.si/Pis.web/pregledPredpisa?id=ZAKO3328
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3.2 Multilingual terminology: case study on 

Data Stewardship 

Another topical area in Task 3.1 focuses on extraction of terminology from technical documentation 

about standards and interoperability. Together with multilingual metadata, multilingual terminologies 

fall within the scope of the creation of multilingual resources, aiming at facilitating knowledge discovery 

and classification and making content searchable across different languages. 

For the development of the European Open Science Cloud, terminologies pertaining to data 

management are particularly important, as they can be used to enrich datasets descriptions but also 

other types of documentation. As proof of this, in February 2021 the EOSC Co-creation funded project 

delivered a proof of concept terminology19 capturing the skills and competencies necessary to make 

and keep data FAIR, so as to enable the cross domain and cross-repository searching for training 

materials by the skills and competencies they require and confer (see the Report on terms4FAIRskills by 

Molloy et al. 2021). Later in the same year, the EOSC Task Force in Data Stewardship Curricula and 

Career Paths20 was launched; among its core activities and goals is the clarification of terminology 

around Data Stewards/Data Stewardship (Task 1). 

For these reasons, the topic of Data Curation and Stewardship, which is of the utmost importance to all 

research infrastructures operating within the framework of the EOSC, was selected. The intent was thus 

to use state of the art language technologies to create a multilingual terminology specific to the domain 

of Data Stewardship. Such terminology, linked to other existing ones (cf. below 3.2.4) will provide useful 

descriptors for datasets, but also, as indicated by the Report on terms4FAIRskills, could be used to 

create and assess data stewardship curricula, annotate FAIR-enabling training material, formalise job 

descriptions with competencies.  

To pursue this goal, a terminology extraction from technical documentation about standards and 

interoperability was performed, in order to integrate the extracted, validated and translated terms in 

existing lexical-semantic/terminological/ontological resources, with the goal of providing background 

resources to be used for the basic access functionalities. Moreover, this approach allows investigating 

how and to what extent language technologies (in this specific case, tools for automatic term extraction 

and machine translation) can assist in the creation of domain-specific terminologies. 

The workflow to create the Data Stewardship Multilingual Terminology is shown by the diagram below 

(Figure 2) and hereafter illustrated in detail. 

 

 
19 terms4FAIRSkills: https://github.com/terms4fairskills/FAIRterminology/tree/master/initial_prototyping; [14 

December 2021]. 
20 EOSCTask Force in Data Stewardship Curricula and Career Paths: 

https://www.eosc.eu/sites/default/files/tfcharters/eosca_tfdatastewardshipcurriculaandcareerpaths_draftcharter_2

0210614.pdf; [14 December 2021]. 

https://github.com/terms4fairskills/FAIRterminology/tree/master/initial_prototyping
https://www.eosc.eu/sites/default/files/tfcharters/eosca_tfdatastewardshipcurriculaandcareerpaths_draftcharter_20210614.pdf
https://www.eosc.eu/sites/default/files/tfcharters/eosca_tfdatastewardshipcurriculaandcareerpaths_draftcharter_20210614.pdf
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Figure 2. Workflow for the creation of the Data Stewardship Multilingual Terminology 

 

 

3.2.1 Corpus creation 

The first step towards the creation of the Data Stewardship terminology concerned the creation of a 

domain-specific corpus. To build the corpus, various documents pertaining to data stewardship and 

curation were collected. The corpus includes 70 documents among standards and recommendations 

for data stewardship and curation, deliverables and other technical documents. Open Access papers 

were selected. All the documents included are in English, and they amount to a total of 746,084 tokens. 

The sources of the documents are various: they were collected mostly from Research Data Alliance 

(RDA)21 (15 Recommendations and 5 Supported Outputs) and through the OpenAIRE platform22, by 

performing specific queries. All material that could be found and conformed to requirements (i.e., 

standards and technical documentation) was retained. No real selection was thus performed, as all the 

available documents found – if relevant – were included in the corpus, which reflects the status of 

available documents of September 2021. Since the chosen domain (Data Stewardship and Curation) is 

recent and restricted, speaking of representativeness of the corpus is not accurate: although the 

process of finding the documents could not be exhaustive, all material that could be found has been 

 
21 RDA Recommendations and Outputs catalogue: https://www.rd-alliance.org/recommendations-and-

outputs/catalogue; [14 December 2021]. 
22 OpenAIRE Searching Platform: https://explore.openaire.eu/; [14 December 2021]. 

https://www.rd-alliance.org/recommendations-and-outputs/catalogue
https://www.rd-alliance.org/recommendations-and-outputs/catalogue
https://explore.openaire.eu/
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selected. However, as the domain of Data Stewardship is still expanding, in the future the corpus might 

need to be enlarged. A complete and detailed list of included documents is available in the Appendix A. 

3.2.2 Automatic term extraction 

After building the domain-specific corpus, the second step consisted in automatic extraction of key 

terms. The intent was to obtain a preliminary list of terms relevant to the selected domain, to employ 

as a point of departure for the construction of the terminology. A study of the state-of-the-art in matter 

of terminology allowed us to select some tools suitable for corpus-based monolingual (English) 

extraction. Four tools were identified that could serve the purpose: SketchEngine Keywords function 

(Kilgariff et al., 2014), TerMine (Frantzi et al., 2000), TermoStat (Drouin, 2003), TBXTools (Oliver and 

Vàzquez, 2015). 

 

A brief description of the tools here follows: 

● SketchEngine, Keywords function (Kilgariff et al., 2014): the Keywords function allows to 

automatically extract terminology from the corpus (focus corpus), with respect to a reference 

corpus; to this end, English Web 2020 (enTenTen20) was selected. Basic Sketch Engine settings 

were not modified, with the only exception of the parameter for minimum frequency, which 

was set to 3 in order to reduce the huge number of returned terms. The threshold of 3 is 

chosen as it represents an effective compromise between quantity and completeness: on the 

one hand, it allows to sufficiently reduce the number of candidate terms, while a threshold of 2 

does not; yet it does not exclude too many of them, whereas if the threshold is set to 4 a 

significative number is neglected. Basic settings include case insensitivity, meaning that a 

lowercase version of the corpus is used, and the presence, in the extracted words, of only 

alphanumeric characters (words and letters). Extracted words are returned in two distinct 

categories: Keywords (single words) and Terms (multi-word expressions, MWEs). 

 

● TerMine (Frantzi et al., 2000) Web Demonstration allows performing automatic term extraction 

on lightweight (max 2MB) raw text through the Web interface. If first PoS-tags the input text 

thanks to one of the two available PoS taggers: Tree Tagger version 3.1 (Schmid, 1994), most 

suited to generic texts, and GENIA Tagger version 2.1 (Tsuruoka et al., 2005), for texts from the 

biomedical sciences. TreeTagger was selected as the corpus at hand does not pertain to the 

biomedical domain. TerMine exploits the C-value domain-independent method for term 

recognition, which combines linguistic and statistical information (see Frantzi et al., 2000). 

 

● TermoStat (Drouin, 2003) performs automatic term extraction through the comparison of the 

focus corpus to a reference corpus, which in the case of English is a non-technical corpus 

encompassing articles from the Canadian daily newspaper The Gazette and excerpts from the 

British National Corpus (BNC). It extracts both simple terms and multi-word expressions. 

TermoStat first performs PoS tagging of the text thanks to the support of TreeTagger (Schmid, 
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1994). Thanks to a set of predefined syntactic matrices, term extraction is then performed. 

Every candidate receives a score based on the adopted statistical measure. The four proposed 

different measures were tested (excluding raw frequency): log-likelihood, log-odds ratio, 

specificity (Lafon, 1980), chi-square. After experimenting with all the four measures, log 

likelihood was selected, although it does not substantially differ from the other statistical 

measures. No other parameters can be set (e.g., minimum frequency), so candidate terms 

occurring less than three times were manually excluded. TermoStat Web 3.0 was employed. 

 

● TBXTools (Oliver and Vàzquez, 2015) is a Python class which performs terminology extraction 

based on either a statistical or a linguistic approach. Simple Python scripts calling the TBXTools 

class are provided. 

 

○ Statistical approach 

Multiple parameters can be set. With respect to the size of n-grams to be extracted, it 

was decided to extract unigrams, bigrams, or trigrams. Stop-word filtering is performed 

thanks to a stop word list, already provided by TBXTools developers, which allows to 

eliminate all the candidates beginning or ending with a word from the list. Similarly, an 

inner stop words list eliminates candidates presenting one of the listed words. Another 

parameter allows to specify the minimum frequency of candidates to be extracted, in 

case of a large number of term candidates: it was set to 3. Some normalizations can 

then be performed. Case normalisation collapses the same term appearing with a 

different case into one same lowercase term. Nesting detection tries to spot shorter-

term candidates that are not autonomous terms in and of themselves but are included 

in a longer term. Thanks to a rejection-list of regular expressions, listed patterns (mainly 

including non-word items) are excluded from the extracted terms. Candidates are then 

stored in a descending raw frequency order. 

 

○ Linguistic approach 

Linguistic extraction requires a PoS-tagged corpus. TBXTools allows to lemmatise and 

PoS-tag a corpus by directly invoking the C++ library Freeling (Padró and Stanilovsky, 

2012). Then, proper terminology extraction can be performed. A set of recurring PoS 

tags patterns allows to detect these same patterns in the corpus; the formalism for 

morpho-syntactic patterns allows as well to lemmatise the term candidates. It was 

decided to load a ready-made list of patterns for English, but patterns could have been 

automatically learnt with TBXTools from a tagged corpus and a set of known terms as 

well. The parameter specifying N-grams size was set as in the case of the statistical 

approach (unigrams, bigrams, or trigrams). Similarly, the parameter specifying the 

minimum frequency of candidates to be extracted, in case of a large number of term 

candidates, was set to 3. The extraction script already provided by TBXTools developers 

was slightly modified by adding case normalisation and nested normalisation, which 



  D3.9 – v. 1.0 

 

 

   

 

22 

proved useful during statistical extraction. Candidates are stored in a descending raw 

frequency order. 

In order to select only the most suitable tools with respect to the task, an evaluation of the different 

tools was performed. However, as no gold standard was available for the corpus at hand, the 

calculation of recall represented an extremely time-consuming task. Precision could be calculated by 

manually checking the outputs of the tools (i.e., the lists of candidate terms). Yet, such a computation of 

precision could constitute a demanding task as well if performed for many different tools, as some of 

them clearly returned many non-relevant words at a first glance already. Consequently, a preliminary 

tool evaluation was designed that relied on an already annotated corpus, namely the ACTER dataset 

(Annotated Corpora for Term Extraction Research; Rigouts Terryn et al., 2020), version 1.4. The dataset, 

employed in TermEval2020, collects documents in 3 languages (English, French, Dutch) and is 

composed of 4 sub-corpora, concerning 4 different topics: corruption, equitation (dressage), heart 

failure, wind energy. For the purposes of the preliminary evaluation, the English wind energy subcorpus 

(58,654 tokens) was selected and considered as the gold standard of terms to be extracted from the list 

of terms marked as ‘Specific Term’ in the chosen ACTER subcorpus. Although this topic may seem 

distant from the one selected for this task, a good performance on this corpus can be expected to 

project also in other domain specific terminology extraction, including the one at hand.  

Therefore, performances of the selected tools were evaluated with respect to such gold standard. A 

Python script allowed us to check if the extracted candidate terms occurred in the gold standard list of 

terms, thus carrying out a basic, yet consistent evaluation, in order to get a sense of the different 

features and key strengths of the tools. An overall and practical evaluation has been preferred, taking 

into account not only raw scores of precision and recall, but also the amount of extracted terms, since 

the following step consisted in a manual evaluation of the output. Table 6 presents the evaluation 

results. 

 
Extracted 

candidate terms 

Correct candidate 

terms 

Precision 

(%) 

Retrieved 

candidate terms 

Recall 

(%) 

F-score 

(%) 

TBXTools (statistical) 875 166 18,97 165 21,12 19,98 

TBXTools (linguistic) 562 121 21,53 120 15,36 17,92 

SketchEngine 

(single terms) 
1670 75 4,49 75 9,60 6,11 

SketchEngine (MWE) 444 116 26,12 116 14,85 18,93 

TerMine 2778 329 11,84 329 42,12 18,48 

TermoStat (specificity) 1392 228 16,37 226 28,93 20,91 

TermoStat 

(chi-squared) 
1391 228 16,39 226 28,93 20,92 
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TermoStat 

(log likelihood) 
1391 228 16,39 226 28,93 20,92 

TermoStat 

(log odds ratio) 
1391 228 16,39 226 28,93 20,92 

TermoStat (log likelihood) 

– minfreq=3 
951 172 18,08 171 21,89 19,80 

Table 6. Results of the preliminary evaluation on the wind subcorpus of ACTER dataset. 

It can be observed from the table how the different statistical measures tested for TermoStat did not 

affect the results obtained, which were identical independently from the adopted measure. Therefore, 

log likelihood was selected as standard statistical measure when employing TermoStat, and its results 

with minimum frequency of terms set to 3 are presented as well, consistently with other tools. Overall, 

TermoStat proved to obtain good results, while extracting a number of terms which was not excessively 

high, thus being convenient for the needs of the task. TBXTools behaved in a similar way. The statistical 

approach proved slightly better than the linguistic one in terms of F-score, but it was decided to employ 

both for the extraction from the Data Stewardship corpus, as TBXTools resulted in contextually efficient 

and easy-to-use. With respect to SketchEngine, in the table it is distinguished between single terms and 

multi-word expressions. As for the former, an extremely low F-score correlated with a high number of 

extracted terms: poor results associated with an inconvenient number of terms to manually process. In 

case of multi-word expressions, results were better and aligned with the other tools. However, it was 

decided not to dissociate the two categories and thus not include SketchEngine in the subsequent 

work. As for TerMine, it was not possible to filter terms for raw frequency, as they are ordered 

according to C-value and the two scores do not correspond. However, by comparing the number of 

terms extracted by TerMine and the number of terms extracted by TermoStat before setting the 

parameter of raw frequency to 3 (see Table 6), it can be noticed how TerMine had a very good recall 

score, but returned too many candidate terms, thus making the manual revision for the purposes of 

precision a too demanding task. 

Considering the results, TBXTools (both statistical and linguistic approach) and TermoStat were selected 

as the most suitable tools for the task. Clearly, this preliminary evaluation did not mean to provide 

feedback on the state-of-the-art of tools for automatic term extraction but intended to find a pragmatic 

solution to a precise task by meeting specific needs that strongly depend on the manual processing 

required to build the terminology. 

3.2.3 External validation 

Afterwards the actual extraction on the Data Stewardship corpus was performed. The extracted 

candidate terms were manually revised so as to verify how many of them could be considered correct, 

by removing undoubted errors and non-terms. All these terms selected as correct, extracted by both 

TBXTools and TermoStat, have been combined in a single list of 277 candidate terms, which underwent 

an external validation by domain experts. 
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To this aim, a validation spreadsheet has been prepared, and structured as follows (Figure 3): 

● candidate terms in the first column; 

● an example of the term occurring in context; 

● information about the presence of the term in other terminologies (Loterre Open Science 

Thesaurus23, Linked Open Vocabularies24, CLARIN Concept Registry25), that could be possibly 

checked. Mapping with terms4FAIRskills terminology had not been made at the time of 

validation, so it is not included in the validation spreadsheet; 

● a possible definition, as extracted from the corpus – if found. Only few terms have one; 

● validation column: three options to be selected (yes, maybe, no) answering the question “Is the 

term, as used in the example, a specific term of the domain of data stewardship?”; 

● a column for comments, if any (e.g., specify if the term is incomplete, if the form is not correct, 

link to other terminologies or possible definitions, etc.). If the option ‘maybe’ was selected, an 

explanation was requested. 

The two domain experts, representing the validators, were provided with two distinct copies of the 

validation spreadsheet, to avoid any potential reciprocal conditioning. 

 

 

Figure 3. Validation spreadsheet. 

Subsequently adopting the following criterion compared the validation results. In case of agreement, 

no issues arose: if validators agreed in considering a term valid (answer ‘yes’), the term was kept, 

whereas in case of an agreed ‘no’ the term was discarded. When a validator answered ‘yes’ to the 

question and the other answered ‘maybe’, ‘yes’ prevailed; conversely, in case of ‘no’ and ‘maybe’, ‘no’ 

prevailed. In case of ‘maybe’ agreement, as well as when a validator did not consider the term as valid 

while the other did, disagreement resolution was necessary. This was resolved by evaluating if the term 

was already included in other terminologies and whether a proper definition could be found. For 

instance, Validator 1 validated the term big data, but this was not validated by Validator 2: since a 

 
23 Loterre Open Science Thesaurus: https://www.loterre.fr/skosmos/TSO/en/; [14 December 2021]. 
24 Linked Open Vocabularies: https://lov.linkeddata.es/dataset/lov/; [14 December 2021]. 
25 CLARIN Concept Registry: https://concepts.clarin.eu/ccr/browser/; [14 December 2021]. 

https://www.loterre.fr/skosmos/TSO/en/
https://lov.linkeddata.es/dataset/lov/
https://concepts.clarin.eu/ccr/browser/
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definition could be found in the corpus, it was kept as a valid term. Conversely, in the case of data 

author Validator 1 answered ‘no’, whereas Validator 2 selected ‘yes’: the term was eventually discarded, 

as it did not occur in any other terminology and a valid definition could not be found as well. 

Sometimes validators’ disagreeing answers were due to proposed possible definitions, as they 

remarked in the comments. However, as mentioned above, at this stage of the process only definitions 

found in the corpus were provided, although they were not always the most accurate to define the 

term and were later replaced by better ones. Therefore, in similar cases the pertinence of definitions 

was also considered when it was necessary to resolve disagreement. The final list of validated terms 

encompasses 260 entries. 

In order to calculate the Inter-Annotator Agreement (IAA), linearly weighted Cohen’s k statistical 

measure was selected, as it applies to cases where two raters are involved, is more reliable than mere 

percent agreement since it takes into account the agreement by chance, and allows to weight 

differently disagreement (e.g., ‘yes’-‘maybe’ are closer answers than ‘yes’-‘no’). A0.08 Cohen’s k was 

obtained, corresponding to a slight agreement according to the classification in Artstein and Poesio 

(2008). The low result obtained is indicative of a still low standardisation of terminology pertaining to 

the selected domain of Data Stewardship. For this reason, the proposed terminology resulting from the 

completion of this case study will need to undergo further discussion, as Data Stewardship terminology 

is still evolving and needs to be stabilised. 

The final list of validated terms also constituted the gold standard to employ in order to evaluate the 

accuracy of the tools. Obviously, such a gold standard cannot be considered exhaustive, as it does not 

include all terms occurring in the corpus, but could still serve as a reference to evaluate tools. Precision, 

recall and F-score were calculated for each tool. The statistical approach of TBXTools returned 6582 

candidate terms, resulting in a precision of 4.53%, a recall of 89.39% and an F-score of 8.661%. As for 

the linguistic approach, 3742 candidate terms were extracted: precision is thus 5.29%, recall is 73.48% 

and F-score is 9.87. Lastly, TermoStat obtains a precision of 8.50%, a recall of 83.71% and an F-score of 

15.43%, as 3789 candidate terms were extracted. Overall, TermoStat shows the best balance between 

the number of extracted terms and the extraction accuracy, as proven by the F-score. The assessment 

of precision and recall followed two slightly different criteria. As far as precision is concerned, all 

variants of the gold standard terms were considered correct: for instance, if a system extracted data 

center, data centers, data centre, data centres, all the four expressions were counted as correctly 

extracted terms, in order not to penalise the tools that did not perform lemmatization. As for recall, of 

course all variants of a same term could not be counted as true positives, otherwise the number of 

correctly extracted terms (true positives) would have exceeded the total number of terms in the gold 

standard (true positives + false negatives). For this reason, in the above-mentioned example of data 

center all the four possible forms of the term (data centre, data centers, data centres) were counted as 

one entry while calculating recall. 
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3.2.4 Definitions, linking and translation 

After validation, some terms, which represented different labels referring to a same, concept were 

merged into one single entry (concept), yet referred to by multiple labels. For instance, data citation and 

citation of data were considered as pointing at the same concept, to which the verbal equivalent cite 

data was assigned as well. As a result, the Multilingual Data Stewardship Terminology consists of 210 

distinct concepts. 

Each concept was then provided with a definition. Definitions were derived from different sources: 

other terminologies, if the term was there found and defined; the corpus itself; papers or Web articles. 

When no definition for a term could be found in any of these sources, a new definition was written. The 

ease with which definitions for terms were found correlates with the degree of standardisation of the 

term: for some terms the definition was easier to find, and such terms turned out to be more 

standardised within the domain of interest. For instance, for a common and standardised term like 

interoperability, multiple definitions were found (essentially in any consulted source: corpus, other 

terminologies, Web). Moreover, some terms are borrowed from the Information and Communication 

Technology (ICT) domain, thus holding an already high degree of standardisation. 

Besides assigning a definition, for each term it was also verified if it occurs in other existing 

terminologies, as anticipated while discussing validation. More specifically, its presence was checked in 

Loterre Open Science Thesaurus (developed at Inist-CNRS), in Linked Open Vocabularies (LOV) platform 

and in terms4FAIRskills (see Figure 4). ISO Online Browsing Platform (OBP)26 allows for the querying of 

terms defined in ISO standardisation documents and was thus consulted as well, although not 

systematically; if a corresponding entry was found, it was linked with the term at hand. 

 
26 ISO Online Browsing Platform: https://www.iso.org/obp/ui/#search; [14 December 2021]. 

https://www.iso.org/obp/ui/#search
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Figure 4. Loterre Open Science Thesaurus, Linked Open Vocabularies (LOV), terms4FAIRskills and ISO 

Online Browsing Platform (OBP) were consulted to link terms to existing terminologies. 

As the intent was to create a multilingual terminology on Data Stewardship, it was then necessary to 

translate each pair of terms and definitions. Since Data Stewardship career paths and profiles are 

defined by the EOSC, they are always expressed in English. However, such concepts need to be 

introduced and adopted in the various European countries as well: for this reason, multilingualism is a 

key aspect in their dissemination, and translation of terms into different languages can play a key role 

in this respect. Conscious of this need to harmonise approaches throughout member countries, the 

EOSC defined a Task Force on Upskilling Countries27 to engage in EOSC, in order to align Open Science 

education and skills initiatives across EOSC member countries. The adopted approach also allows us to 

investigate to what extent language technologies can accelerate the Upskilling Countries process, by 

focusing in particular on Machine Translation. It was decided to automatically translate the collected 

terms and definitions with a Machine Translation tool; to this end, Deep-L28 was employed, since it 

resulted as the best performing MT tool among the ones tested in Topic 3.1.3. Given the similarities 

between the two topics, good performance was expected also for Topic 3.1.2. selected languages, that 

are the languages of the WP partners, are: Dutch, French, German, Greek, Italian, Slovenian (see Figure 

5). 

 

 
27 EOSC Task Force on Upskilling Countries: 

https://www.eosc.eu/sites/default/files/tfcharters/eosca_tfupskillingcountriestoengageineosc_draftcharter_202106

14.pdf; [14 December 2021]. 
28 Deep-L: https://www.deepl.com/translator; [14 December 2021]. 

https://www.eosc.eu/sites/default/files/tfcharters/eosca_tfupskillingcountriestoengageineosc_draftcharter_20210614.pdf
https://www.eosc.eu/sites/default/files/tfcharters/eosca_tfupskillingcountriestoengageineosc_draftcharter_20210614.pdf
https://www.deepl.com/translator
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Figure 5. The example of data accessibility illustrates how terms and definitions were automatically 

translated with DeepL into multiple languages (Greek and Slovenian are missing in the figure). 

These translations, obtained automatically, underwent an external validation by native speakers. The 

intent was not to perform a proper evaluation of Deep-L, but to correct inaccurate translations and 

thus to generally assess how well the tool performed. Validation of translations required about one 

week. The limited amount of employed time is promising in terms of sustainability and scalability: if 

necessary, the Data Stewardship terminology can easily and rapidly grow and include more languages, 

as long as a native speaker is available for validating automatic translations. The same holds true for 

potentially any other terminology, whether already multilingual but prone to include more languages, 

or monolingual and intending to evolve into a multilingual one. 

Indeed, the whole workflow described so far with respect to the creation of the multilingual Data 

Stewardship terminology represents a valid methodology that can be adopted every time a new 

(multilingual) terminology is to be created.  

Having said this, the intention was not to create a fully-fledged terminology, with a solid hierarchical 

structure, given that current initiatives in this sense already exist: what was done can be seen as a 

contribution, which added relevant terms to existing resources while showing how automatic 

translation tools can help in similar tasks. 

The data set is available at:  

SSHOC Multilingual Data Stewardship Terminology -- http://hdl.handle.net/20.500.11752/ILC-567. 

 

  

http://hdl.handle.net/20.500.11752/ILC-567


  D3.9 – v. 1.0 

 

 

   

 

29 

4. SKOSifying Results 

The terminologies created within the context of Task 3.1 then needed to be represented and made 

available in SKOS, which is the recommended format discussed in task 3.5 “Data and Metadata 

Interoperability” in D3.1 “Report on SSHOC (meta)data interoperability problems” (Broeder et al., 2019), 

the discussions in the SSHOC Vocabulary Initiative and the underlying model of the SKOSMOS 

Vocabulary publication platform29 -- as emerged from the analysis carried out in Task 3.1, Monachini et 

al. (2021) --, hosted by the OeAW partner. 

Different solutions are used with respect to the operational SKOSification i.e. transforming the tabular 

vocabulary formats that are the outcome of translation and evaluation steps. 

● For the metadata and data stewardship vocabularies, the CNR-ILC partner in collaboration with 

CNR-ISTI used a conversion tool. The SKOS-ifying mapping procedure for the flat table structure 

multilingual vocabularies that was used as a work-format has been implemented on the Jupyter 

Notebook platform and is available at: SKOS-ifying procedure 

-- http://hdl.handle.net/20.500.11752/ILC-566. 

 

● CLARIN/WWI relies on the expertise of surveycodings.org, who will convert the excel-formatted 

occupational title vocabulary database into Extended Knowledge System (XKOS), an extension 

of the SKOS model for statistical classifications that is also compatible with the SSH Vocabulary 

Initiative recommendations. The XKOS description of the data of the occupational vocabulary 

will be available on the surveycodings website. 

4.1 Implementing the SKOS mapping 

The Data Stewardship terminology and the Multilingual metadata concepts were ingested in the 

mapper as spreadsheets; the mapper parses the spreadsheets and transforms the content in SKOS 

data by applying a set of mapping rules. The result of the mapping is an RDF Graph, which is formatted 

according to the Terse RDF Triple Language (Turtle) data format and finally stored in two separate files.  

The mapper is implemented in a Python Notebook and will be published in the SSH Open MarketPlace. 

The following tables (7 and 8) summarise the mapping rules for the transformation. 

Data Stewardship terminology  SKOS Classes and properties 

Concept ID skos:Concept 

Term skos:prefLabel @lang  

Alternate Term skos:altLabel @lang  

 
29 Open source web-based SKOS browser and publishing software: http://www.skosmos.org [14 December 2021]. 

http://hdl.handle.net/20.500.11752/ILC-566
http://www.skosmos.org/
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Term Definition Skos:definition @lang 

Source of Definition dct:source 

Loterre Open Science Thesaurus skos:exactMatch 

terms4FAIRskills skos:note 

Linked Open Vocabularies skos:exactMatch 

ISO skos:note 

Broader Concept skos:broadMatch 

Table 7. Mapping rules for the Multilingual Data Stewardship Terminology. 

 

Metadata  SKOS Classes and properties 

URI fragment skos:Concept 

Term skos:prefLabel @lang  

Term Definition skos:definition @lang 

Source dct:source 

URI skos:exactMatch 

Table 8. Mapping rules for Multilingual metadata. 

 

4.2 SKOS Description of the resources 

With respect to the Data Stewardship Multilingual Terminology, every concept is assigned a unique 

subject identifier, a prefLabel for each language (English, Dutch, French, German, Greek, Italian, 

Slovenian). If present, alternative forms are expressed through skos:altLabel property and are 

tagged based on the language in which they are formulated. The altLabel property allows not only to 

encode synonyms (e.g., data representation - representation of data) and acronyms (e.g. Digital Object 

Identifier - DOI), but it also provides a solution for handling alternative spelling variants (e.g. 

anonymisation - anonymization), often due to differences between UK and US English. It was discussed 

that for the purpose of this vocabulary there was no need to treat such variants as separate languages. 

The representation of spelling variants represents one of the challenges that are related to 

multilinguality. Among these, were cases where distinct prefLabel and altLabel in English (e.g. 

data cleaning - data cleansing) had an identical translation in another language (e.g. in Italian both terms 
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are translated as pulizia dei dati). Similar cases were handled by conflating the identical translations into 

one unique translation, considered as a prefLabel. 

Each concept is also assigned a definition, whose source is reported as well. Linking to other existing 

terminologies was performed through the skos:exactMatch property. This was possible in case of 

linking to Loterre or resources from the Linked Open Vocabularies (LOV). However, in case of ISO 

norms and terms in terms4FAIRskills, a linking through skos:exactMatch was not possible since 

terms within ISO norms are not identified through a URI, and neither terms in terms4FAIRskills are 

assigned a proper one, as the resource is still under development and has not been published in RDF 

yet. Therefore, when linking with one of these resources was possible, the skos:note property was 

used, which provides general documentation on a concept, and whose object is a literal and does not 

require a valid URI. 

In line with the overall aim of the task, tIn line with the overall aim of the task, the general idea, in case 

of Data Stewardship Multilingual Terminology, was to test MT systems and provide translation and to 

test MT systems and provide translation and not to create a fully-fledged vocabulary with its own 

hierarchical structure. Thus, no internal hierarchy was defined, but a mild one was provided by linking 

the concepts extracted to broader terms in other terminologies, if possible. 

An example of a concept (anonymisation) from the Data Stewardship Multilingual Terminology follows. 

sshocterm:anonymisation_3 rdf:type skos:Concept; 

 skos:inScheme sshocterm: ; 

 skos:topConceptOf sshocterm: ; 

 skos:prefLabel "anonymisation"@en; 

 skos:altLabel "anonymization"@en ; 

 skos:prefLabel "anonymisation"@fr ; 

 skos:prefLabel "anonimisering "@nl ; 

 skos:prefLabel "Anonymisierung"@de ; 

 skos:prefLabel "ανωνυμοποίηση "@el ; 

 skos:prefLabel "anonimizzazione"@it ; 

 skos:prefLabel "anonimizacija"@sl ; 

 skos:definition "Anonymisation is the process of removing any 

information that could lead to the identification of the data 

subject."@en; 

 skos:definition "L'anonymisation est le processus qui consiste à 

supprimer toute information pouvant conduire à l'identification du sujet 

concerné (par ex. une personne, une institution, etc.)."@fr; 

 skos:definition "Anonimisering is het proces waarbij alle informatie 

die tot identificatie van de betrokkene kan leiden, wordt verwijderd."@nl; 

 skos:definition "Unter Anonymisierung ist das Entfernen aller 

Informationen zu verstehen, die zur Identifizierung des Datensubjekts 

führen könnten."@de; 

 skos:definition "Η ανωνυμοποίηση είναι η διαδικασία αφαίρεσης κάθε 

πληροφορίας που θα μπορούσε να οδηγήσει στην ταυτοποίηση του υποκειμένου 

των δεδομένων."@el; 
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 skos:definition "L'anonimizzazione è il processo di rimozione di 

qualsiasi informazione che potrebbe portare all'identificazione 

dell'interessato."@it; 

 skos:definition "Anonimizacija je postopek odstranjevanja vseh 

informacij, na podlagi katerih bi bilo mogoče identificirati posameznika, 

na katerega se nanašajo osebni podatki."@sl; 

 skos:broadMatch <http://data.loterre.fr/ark:/67375/TSO-MJLHMDNM-S>; 

 skos:exactMatch <http://data.loterre.fr/ark:/67375/TSO-VNNFL8WB-H>; 

 Skos:note "See also ISO/TS 17975:2015(en), 3.1" . 

 

As regards the multilingual metadata, a similar approach was adopted. For each entry a prefLabel, a 

definition, and a source of the definition are specified. All prefLabels and definitions are available in 

multiple languages (English, Dutch, French, Greek, Italian). Each metadata term is then linked to the 

corresponding persistent identifier in the CLARIN Concept Registry through the skos:exactMatch 

property. 

4.3 Language and local specificities of the 

SKOS-ifying process 

Some language-related and local specificities of the SKOS-ifying process of the Data Stewardship 

terminology, multilingual metadata and the occupation ontology were observed. For the Data 

Stewardship and metadata vocabularies it was clear that the subject-matter and languages involved did 

not warrant to make any difference between local language varieties, e.g. anonymization (en-US) and 

anonymisation (en-GB) at the level of needing to be presented as different languages. The en-US variant 

can be presented as an “alternative” label to the “preferred” en-GB spelled label, because such variants 

are relatively rare and the preferred label spelling is understandable and acceptable to all speakers. 

With respect to the occupational title vocabulary, there are different considerations. For the 

occupational titles as explained in section 3.1 it is essential that the occupational titles are specified per 

country which should also be each considered of equal value. 

The SKOS standard and the foreseen vocabulary publishing platforms all support the IETF language tag 

formalism to which the multilingual ontology locale codes can be easily translated (eg. en_US maps to 

en-US). 
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5. Sustainability and Exploitation of Results 

The lack of multilingual terminological resources and metadata in different domains constitutes an 

obstacle to the access and reuse of information. The added value for the end-user communities to 

provide multilingual metadata vocabularies and ontologies is to foster multilingual access to SSH 

content across different languages and improve discovery by non-native speakers. 

Target users of the multilingual metadata, terminologies and ontologies produced in Task 3.1 are any 

SSH researchers and repositories needing to manage a wide range of SSH content. These resources are 

provided as freely and openly available data, findable through the VLO30 and other CLARIN services 

and, hence, fully corresponding with the FAIR paradigm, in line with the EOSC principles and the wider 

policy context. 

To overcome potential barriers to the exploitation, e.g., lack of update, maximise findability and hence 

usability and exploitation, CNR-ILC and CLARIN-IT provide the multilingual vocabularies in several 

formats, described with CMDI metadata through the ILC4CLARIN data-center, the national node of 

CLARIN-IT (the Italian CLARIN-B centre of the CLARIN-ERIC infrastructure). Additionally, the vocabularies 

are published in SKOS format via the SSH Vocabulary Commons publishing service31 that permits 

browsing and accessing vocabularies by humans and API. Thus, ILC4CLARIN will be responsible for 

content and OEAW for the technical platform. 

As concerns the multilingual occupation ontology, this will be hosted at surveycodings.org which offers 

a host of social science codings measuring individual and socio-economic variables. Also, the codings 

can be used as a resource for post-coding the open-ended questions during survey processing before 

its final release. In computer-assisted surveys the coding sets will be ready to use for respondent’s self-

selection, as well as interviewer’s selection. Surveycodings ensures compliance to the FAIR principles 

promoted within EOSC. Links to generate the XKOS versions of the databases will be posted on the 

surveycodings website before the end of SSHOC. 

Finally, long-term maintenance and updating represent a further challenge. In this respect, it will be 

crucial to monitor existing initiatives to encourage vocabulary reuse, and to promote community 

collaboration, thus avoiding duplication of efforts.  Further testing of automatic extraction techniques 

and translation approaches will also be an important future direction. 

  

 
30 CLARIN VLO: https://www.clarin.eu/content/virtual-language-observatory-vlo; [14 December 2021].  
31 SSH Vocabulary Commons: http://vocabs.sshopencloud.eu/vocabularies [available from start 2022] 

https://surveycodings.org/
https://www.clarin.eu/content/virtual-language-observatory-vlo
http://vocabs.sshopencloud.eu/vocabularies
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6. Conclusions 

The deliverable presents three detailed case studies for each of the main topical areas of Task 3.1 

aiming to investigate NLP and MT approaches in view of providing, translation of metadata concepts, 

multilingual vocabularies, terminology extraction across languages, multilingual databases.  

Two of the topical case studies addressed here demonstrated that the contribution of NLP approaches 

and Machine Translation to the creation of multilingual resources is of critical importance (sections 2 

and 3.2). The tools that have been employed proved to be a valid asset to translation tasks. It is 

important to underline that these tools are not adapted to the specific domains addressed by the 

chosen case studies, and still they perform quite well. They clearly outperform traditional manual 

translation, as the decrease of translation quality is minimal compared to the gain in terms of time and 

effort needed. Instead of translating from scratch, validators only need to verify the automatic 

translation, thus saving time and effort. The case study about providing a multilingual ontology with the 

correct male and female occupational titles, instead, showed that the automatic translation approach 

performs poorly (Section 3.1). None of the percentages of correct automatic translations of the English 

titles was above 20%.  

From the three case studies a first set of recommendations can be derived which can be addressed to 

the SSH community at large, but most and most specifically, to the research infrastructures that are 

part of SSHOC and that will maintain the SSH Open Cloud after the lifetime of the project.  

Table 9 summarises results and remarks as emerged from the selected case studies. 

Topic Question Results observed Resulting 

resource 

Recommendations 

Multilingual 

Metadata 

(Sect. 2) 

Can MT tools 

offer an 

effective 

solution to 

translation 

tasks? 

MT tools perform 

well, although their 

results need to 

undergo validation. 

Multilingual 

Metadata: 

translated 232 CCR 

approved 

metadata concepts. 

Promote community 

collaboration to 

encourage vocabulary 

reuse, avoid duplication 

of efforts and further 

test automatic 

translation approaches. 

Multilingual 

Occupation 

Ontology 

(Sect. 3.1) 

Can MT tools 

provide a 

solution to 

translation of 

job titles across 

languages, 

Automatic 

translation 

approach performs 

poorly (correct 

automatic 

translations of the 

Multilingual 

Occupation 

Ontology: the 

ontology consists 

of translated 

occupational titles 

MT has proved to be a 

challenging task and 

should always be 

accompanied by a 

manual check from 

national experts, which 
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specifically 

gender-specific 

titles? 

English titles were 

under 20%). 

National labour 

market experts 

should check all MT 

translations. 

of the master list 

(more than 4,200 

titles). 

requires serious 

consideration, planning 

and budget to 

complete.  

Multilingual 

Data 

Stewardshi

p 

Terminolog

y 

(Sect. 3.2) 

How can NLP 

techniques and 

MT approaches 

help create new 

multilingual 

terminological 

resources? 

Automatic Term 

Extraction and MT 

make a significant 

contribution to the 

creation of 

multilingual 

resources. Yet, 

results need to be 

checked: domain 

experts, also having 

knowledge of the 

topic, are necessary 

for validation. 

Multilingual Data 

Stewardship 

Terminology: 210 

concepts about 

Data Stewardship, 

each with its 

definition, 

translated into 

multiple languages. 

Promote community 

collaboration to 

encourage vocabulary 

reuse, avoid duplication 

of efforts and further 

test automatic 

extraction techniques 

and translation 

approaches. 

Table 9. Overview of results. 

As concerns validation, this appears to be an unavoidable step when exploiting MT tools, which 

definitely provide a solution to translation tasks but whose results need to be checked. Validation has 

to be performed by domain experts, also having knowledge of the topic besides being proficient in the 

language. Specifically for translating occupational titles, MT translations should all be checked by 

national labour market experts. 

A few considerations are in order concerning the hierarchisation. Multilingual metadata concepts have 

been provided in SKOS format, in the form of a flat list. They will have to be integrated with metadata 

schema and the associated vocabularies, such as for instance the CLARIN Concept Registry. In such 

contexts, the associated vocabularies usually already provide concept hierarchies and should be 

respected. Therefore, the Data Stewardship Multilingual Terminology is provided without its own 

hierarchy allowing more easy integration. Although, a partial hierarchy is obtained through linking it to 

other existing terminologies such as Loterre Open Science Thesaurus and terms4FAIRskills for 

convenience sake. However, these last resources as well are not yet finalised and not stable enough, 

making it premature to simply link the terms extracted to them and consider the ask to be done32. In 

 
32 Terms4FAIRskills ontology URIs are currently only available via a GitHub dump, and thus not dereferencable; 

however the work on this ontology has been resumed under the direction of Laura Molly and Allyson Lister, and 
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the future, community collaboration with initiatives such as the EOSC Task Forces33 will be promoted, to 

encourage vocabulary reuse, avoid duplication of efforts and further test the extraction and translation 

approaches adopted. 

As to the format of the vocabularies -- that has been chosen following the recommendations emerged 

in this Task, cf. Monachini et al (2021) --, SKOS proved to have a sufficient degree of expressivity for 

what concerns the multilingual metadata concepts and the Data Stewardship Multilingual Terminology; 

more complex vocabularies are not needed to encode similar structures. The multilingual occupation 

ontology will be provided in XKOS, an extension of the SKOS model, still compliant to the 

recommendations emerged in this task. 

Finally, the involvement in Task 3.1 allowed the partners to participate in discussions about vocabulary 

formats and publication platforms for optimal interoperability and management, thus advancing the 

awareness of FAIR principles for vocabularies and ontologies and the subsequent implementation of 

Task 3.1 vocabulary products. This provided an excellent opportunity for the involved organisations to 

make a step forward towards improved interoperability and sustainability with respect to vocabulary 

management.  

  

 
the ontology is likely be published according to the Linked Open Data paradigms in early 2022 (personal 

communication). 
33 EOSC Task forces FAQ: https://www.eosc.eu/task-force-faq; [14 December 2021]. 

https://www.eosc.eu/task-force-faq
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