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Introduction 
In recent years the volumes of data to be analysed, as well as the complexity of that analysis, across 

many scientific fields (from genomics through to exoplanet exploration) have increased massively. As a 

consequence, workflows (abstract representations of data flow between multiple analytic tools), have 

become a core part of computational scientific analysis (1). Automated computational workflows 

multiply the power of researchers, potentially turning “hand-cranked” data processing by 

informaticians into robust factories for complex research output (2). 

However, in order for a piece of software to be usable as a workflow-ready tool, it may require 

alteration from its likely origin as a standalone tool.  Research software is often created in response to 

the need to answer a research question with the minimum expenditure of time and money in  resource-

constrained projects (3,4). The level of quality might range from “it works on my computer” to mature 

and robust projects with support across multiple operating systems (3). 

Although our suggestions in this article are mostly implementable with minor changes to the software, 

authors should not be afraid to rewrite their code, even substantially. We recommend following 

established engineering practices for research software (5,6), such as establishing continuous testing to 

ensure code refactoring does not cause unintended changes. 

Despite significant increase in uptake of workflow tools (7), there is little specific guidance for writing 

software intended to slot in as a tool within a workflow; or on converting an existing standalone 
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research-quality software tool into a reusable, composable, well-behaved citizen within a larger 

workflow. 

We therefore here introduce ten simple rules for developers of research software, which we argue will 

enable their computational tools to be fully utilised  in modern workflow management systems, but 

also improve their maturity and use in other environments. As many of these rules represent good 

practice for software development in general, the guidance presented is likely to be of use to software 

developers across the wider community. 

Note that while we may give examples below, we have tried to not give specific technical 

recommendations (i.e. language, platform, engine choice), as technology choices need to be informed 

by requirements specific to a research domain, computational infrastructures and related tool 

ecosystems. For further guidance on workflow technologies in bioinformatics we refer to (8,9) 

Rule 1: Make sure a workflow engine can talk to your 

software easily 

The fundamental notion of a computational workflow is that a workflow engine runs software tools in a 

given sequence, feeding data from one step to the next (8). As such, all input and output data should be 

computer-addressable - this could mean by a standard stream, or a file system, or the body of a http 

packet, or a FAIR digital object (10). It’s usually simplest to use a command line application to achieve 

this.  

Every option for how your software runs should be configurable at runtime, so each of these options 

should be exposed by the software’s interface. If your software relies on configuration files or hard-

coded values, it should be possible to override each configuration option with runtime arguments, for 

example, through arguments to a command line application. Specific advice on per-user config files is 

expanded on in rule 8. 

Your input and output file(s) or directory(ies) should always be specified as arguments at runtime. It is 

much easier to build workflows that can pass data between steps by explicit file path, rather than 

workflows having to infer file paths by convention (for example, taking the newest file from a 

preconfigured results directory). Command line tools typically output status information to the console, 

and should follow usual convention for standard streams (11–13) for ease of development. 

Crucially, one should not expect software to automate well simply because it is mature and from a 

reliable source - a prime example of this is Microsoft Office, which Microsoft specifically advises is not 

supported to be run unattended in a RPA (robotic process automation) environment (14). 
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Rule 2: Make your tool simple to install 

As an author of a software tool, it’s likely that you want to share the tool with a diverse user base, so it’s 

important to value their time, and consider their potential frustrations. As a consumer of software, it’s 

common to spend hours or even days of frustration just installing new tools.  Removing this initial 

challenge for new users is likely to boost uptake of your software; your user’s choice of software is likely 

to be led by its ease of use (15). 

Instructions such as “create MySQL table X and copy Y to Z” are frustrating, slow and error-prone for a 

user, and such processes are easy to automate. Ideally, someone with the skills typical of a researcher 

who wants to try your software tool should be able to install it automatically, by using a package 

manager to install from a registry, such as Yum (16), Conda (17), Pip (18), or similar.  

Software and library dependencies should be explicit, not implicit: the package or installer should not 

expect dependencies to be pre-installed. Dependencies must be carefully considered to avoid 

“dependency hell”, whereby complex dependency graphs  are difficult to maintain, especially during  

upgrades (19).  You should manage version numbers of dependencies to ensure future compatibility, 

and better still to specify compatible version ranges to avoid installing redundant library versions. 

Containerisation presents an alternative to packaged installations, as they can make dependency 

management much simpler by eliminating conflicting dependencies, and provide a single point of 

deployment. The Open Container Initiative (OCI) (20) was established in 2015 by Docker to facilitate 

standards and interoperability. As such, it’s good practice to build your containers to the OCI 

specification, which can be run in Docker(21), Singularity (22), or other supported containerisation 

softwares. 

Rule 3: Document your tool 
“Documenting scientific software” is a 10 rules article in and of itself (23), so here we will make a few 

easy to follow recommendations about what documentation it would be advisable to have. 

Firstly, your software project must have some high-level project documentation, describing what your 

project is intended to do and who it will be useful for. This should be short and to the point - a few short 

paragraphs at most. Simply put, this document should answer the three following questions: “What 

does my software do?”; “Who is the intended audience?”; “What problem does it solve for the user?”. If 

your software has multiple possible applications, perhaps consider documenting these high level 

concerns as user stories. Diagrams, flow charts and visualizations in documentation are highly valuable 

to users to manage their expectations and as an aid to knowledge transfer.  

Secondly, your project must include interface-level documentation. Describe the purpose, data types 

and units of all every method, input, and output the software exposes. This description should exist in 

your code repository, as a command line output (exposed via --help), and also include version 
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information (exposed via --version) as changes to your version may result in changes to the 

interfaces. Ensure documentation is versioned in line with software releases. 

You should describe in what context the tool was conceived and developed. This makes it more clear 

what a user might expect (and can’t expect). New features, changes, parameter defaults, and bug fixes 

should be documented in a change log. Breaking changes (particularly those that change interfaces and 

defaults) should be clearly and explicitly marked as breaking changes in a change log.  

You should provide code snippets that do commonly performed tasks, including providing test input 

data and expected output. Ideally, these should cover all entry points and user stories. If you have 

optional inputs, these examples should cover minimal and maximal examples.  In addition, including 

some minimal test files will  aid integration into a workflow management tool. 

When your tool is in a package manager (see Rule 2), you should ensure that the documentation within 

the package manager is up to date and appropriately versioned. It is prudent to bundle documentation 

(such as README.md files) along with installed software. If your software is open source, you should 

actively encourage your users to update documentation as well as code. 

Rule 4: Make your tool maintainable 
The nature of research can at times be contrary to the nature of software development. Research is, by 

its nature, a moving target, and the time invested to harden and maintain software is often curtailed by 

the time pressures of limited grant funding. Software funded by research grants presents particular 

challenges for long term sustainability, as grant funding typically does not allow for long-term nurturing 

of a software tool, as a software house would. As such, these recommendations are intended to get 

your project to a stage where it can “live in the wild” at the end of the project. As workflows are long-

living objects, the tools within them need to be maintained for continued usability. 

First and foremost, your software project must use source control software, such as Git (24) or 

Subversion (25). It is outside of the scope of this article to explain the use of source control in detail, but 

it is strongly recommended that you choose a good practice guide for your particular source control 

system such as Git Flow (26) or GitHub Flow (27) and follow it consistently. Ideally source control should 

not be hosted on private or institutional websites, as these are likely to fall into disrepair or disuse. 

Using a collaborative source control hosting service such as GitHub(28), GitLab(29), Bitbucket (30) or 

similar is highly recommended. These tools provide facilities such as access control, release 

management, automated building and testing, and issue tracking that will assist you in complying to 

the following recommendations, as well as providing a simple and well-known entry point for potential 

collaborators to join and maintain your project. 

For maintainable software, you must use version management. Whilst different versioning schemes 

exist, it is simplest to manage releases with semantic versioning (31). With semantic versioning, the 

development path of your software can be described using just a few digits (e.g. 1.3.0), representing 

major version changes, minor version changes, and patches, ensuring reliable behaviour for your users 
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so long as you follow a few simple rules. Just by looking at the version number, users should know if a 

different version of your software will work within their existing workflow.  

Your software should be downloadable as a source code archive or as an installation package. 

Installation packages should be kept available for all previous versions wherever possible. Where 

possible, bug fixes and new features should be released as new versions in a timely manner, and your 

community of developers should respond to user queries and issues. If funding, goodwill, or community 

engagement dry up, your project documentation should  make clear that responses and updates are 

unlikely, although you should leave code open to use and allow others to freely build further on it. To 

this end, you should encourage formation of a community to respond to user queries and issues, and to 

maintain the tool over time.  This is as much about soft skills as it is about technical skills. 

Licensing dictates how software may be used and modified. You should ideally use an OSI-approved 

Open Source license (32), and ideally one that is widely known and understood, such as Apache 2 (33), 

BSD 2-Clause (34), or GPL 3.0 (35). If multiple licenses are used within the same code base, you should 

use SPDX identifiers (36)  in your comments and/or detailed LICENSE/NOTICE files. 

Your source control should include any unit and Integration tests using a framework conventional to the 

language, along with test input data, and expected output data. If your tool requires any build process, 

for example compilation, then you should automate that build process, as well as automating the 

running of any tests. Compiling from source code should yield equivalent output as any official 

installers.  

Rule 5: Follow the principle of least surprise 
“A program should follow the `Law of Least Astonishment’. What is this law? It is simply that the 

program should always respond to the user in the way that astonishes him least” (37) 

When your software is implemented as a workflow tool, it is explicitly with the purpose of compositing 

it with other software tools. Tools that don’t act like users would commonly expect are likely to cause 

frustration and limit productivity (38). While it could be appropriate for a specialized tool to diverge 

from conventions if well documented (Rule 3), users should not be required to fine-read the user 

manual to run the tool in its most common use cases. 

Inputs to and outputs from your tools should be clearly and explicitly named, and your tool’s behaviour 

should match your documentation. In cases where conventions (be they domain-specific or general 

computing conventions) exist, you must follow them as closely as possible. For example, your STDOUT 

stream should not include log/error output interleaved with the data output, rather logs/errors should 

be sent to the STDERR stream (unless configured otherwise). If your input accepts a particular file 

format, it should ideally support any files conforming to that format, but if it only supports a specific 

subset of this format, your documentation should clearly state this. 
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Similarly to using standard streams in an accepted manner, you should use exit codes in a normal 

manner. If your command line software doesn’t currently use them, the simplest solution is to make 

sure to use exit code 0 for a successful run, and 1 for any failure. If you use exit codes other than 1 and 0, 

make sure to use reserved exit codes (39,40) correctly. Many programming languages provide compile-

time constants which can help with this, and can be used to ensure portability between operating 

systems. 

Input and output files should use an appropriate community-accepted file format wherever possible, or  

when one does  not exist, a simply parseable markup language such as JSON or XML. Even better is a 

file format that can easily be validated (and has an available validator). No matter how well you write 

your documentation, devising proprietary file formats to suit your purposes is rarely a good idea. Text 

output should use standard character sets such as UTF-8 (41). 

Whilst these recommendations are not exhaustive, they should paint a picture of software that users 

can use without a steep learning curve. See also recommendations for writing robust command line 

software (5,42). Developers are understandably often blind to the peculiarities of their own software, 

and this underscores the importance of having other people test your software. You will never truly 

know if your software is portable across different compute environments until it is let out into the wild. 

It will help you in the long run to make your tool open to the wider community as early as possible. 

Rule 6: Make your tool parallelisable 
One of the key advantages of workflows is their ability to multiply the output of a given researcher. 

While automation of manual tasks increases productivity and removes human error, a workflow engine 

also allows parallelisation of workflow runs or even workflow steps. As such, a workflow engine can 

potentially allow enormous horizontal scalability on even a modestly-sized HTC cluster by running 

multiple instances (43,44). 

However, when a workflow invokes software that has been designed to run as a single instance on a 

desktop computer, some re-engineering may be required. Fermi estimation can help with this (45); ask 

yourself: “What would it look like if I ran tens, or hundreds, or thousands of instances of my software at 

the same time?”. 

A common problem is that multiple copies of  the running software overwrite one anothers’ runtime file 

structure. You should ensure that multiple instances being run at the same time, whether on the same 

or different machines, should be independent: for example, unique temporary directories should be 

created per-run. An instance of your software should never share memory space or internal variables 

with another instance (unless explicitly configured to do so, e.g. with MPI).  

It is worth pointing out that the task of making a tool’s algorithm parallelisable (e.g. multi-threaded) 

can be challenging and require significant rewrite and thread safety auditing of a tool’s code, 

particularly if preparing for Exascale scalability  (46). Although this can be easier in languages with 

strong support for concurrent programming (e.g. Go, Rust, Haskell, Clojure), often sufficient scalability 
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of a tool in a workflow can be achieved by simply catering for concurrent execution in separate 

processes (commonly termed “embarrassingly parallel“ (47)). Tools that do use multiple threads 

(including by runtime libraries like java.util.stream) should ensure they do not automatically saturate 

their use of  machine resources, as combined with concurrent executions this could cause a counter-

productive slow-down of a workflow (e.g. trashing). 

Machines used as nodes on HTC clusters are generally shared-occupancy, and a user of your tool may 

well have to specify how many cores it will use when they submit a job to the job queue. (see Rule 7). 

Likewise if your tool accesses external APIs, there needs to be a way to keep such requests within 

access limitations of both server and client: the machine your tool is running on may only support a 

limited number of SSH connections or HTTP requests. 

Rule 7: Make your workflow tool a good citizen 
Extra care should be taken when designing software likely to be run on shared infrastructure rather 

than on a single user’s computer - your software could potentially cause problems for other users as 

well as those running your tool. 

Your software should be reasonably performant and should not reserve more system resources than 

they need. A tool that forces all cores of a processor to 100% and reserves multiple gigabytes of RAM is 

likely to cause issues for other users using the same infrastructure. Sometimes software is necessarily 

resource heavy - this should be flagged visibly to users, and the tool's documentation should provide 

info on estimated resources for usage. If a particular parameter, or combination of parameters, could 

make your software more resource intensive, then the documentation for that parameter should make 

this clear. Ideally, resource usage, such as number of threads, should be parameterised (see Rule 6). 

Think carefully about what you write to disk, and specifically any increases to disk usage post-run (this 

could mean very large output files or large numbers of small files). Your software should clear up any 

temporary directories it has created after it has completed successfully (perhaps with a runtime 

argument allowing retention of these files for debugging), and instead of internal logging, you should 

send any error or warning output to STDERR. Your software should not need any elevated permissions 

and should run correctly with the minimum of privileges.  

Rule 8: Make output reproducible 
Whilst the core tenet of empirical science is reproducibility, it has become apparent in recent years that 

computational methods often fall short in this regard (48). Given the deterministic nature of 

computing, and the growth of resources to publish datasets and the computational tools used to 

process them, there is clearly room for improvement about informatics communities. One again, this is 

the topic of another 10 simple rules paper, which elaborates on this further (49). 
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The core principle here is simple: does your software tool make it simple for researchers to include all of 

the data, methodology and software tooling to allow another researcher to recreate research findings? 

The reality of this, though, is more challenging than it might seem. Volatile library dependencies, 

incomplete logging, random number generation, and many other factors can make it difficult for a 

researcher to replicate findings made using your tool (44). 

Ideally, reproducibility should be down to the byte level. Using a hash algorithm to create checksums 

for file verification (44,50) is simple to implement and easily learned, and allows automation of 

checking results. Output is often serialised as text, so be sure that your serialisation is consistent across 

environments. You must consider whitespace normalisation, sorting, local variation in 

decimal/thousand separators, and serialised decimal numbers should be truncated to avoid floating 

point errors.  

Version control of your software, including managing its full dependency graph (49), is critical to 

maintain reproducibility. A user of your software might, for example, install your tool with a different 

version of an underlying library that alters output, subsequently producing unreproducible findings. If 

this proves to be a persistent issue, consider the “portable” install option in Rule 2. 

Configuration files, especially those that are system-wide, may be inimical to reproducible output. 

Whilst logging all values from the configuration file may provide all of this information, this relies on 

those using your software actually publishing log files, or at least storing them long term. It is best, if 

possible, to expose all inputs that would be stored in configuration files at runtime.  

If your software relies on random seeds, these seeds must be set at run time (49) - you can not rely on 

users to set them otherwise. Your software should never be allowed to persist state between runs - 

especially by self-modifying or referring to previous runs’ output - see guidance on atomicity of 

instances in rule 6. Where persistent identifiers exist for data, they must be preserved, ideally as digital 

object identifiers (DOIs) (51). 

Making sure your software’s output is reproducible will ultimately require testing. Multiple users must 

test your software on multiple machines of different configurations (48), and you should verify that the 

hashes of these outputs match. 

Rule 9: Carefully consider human interaction 
Automation is a double-edged sword. Consider the fundamental reason for using a workflow at all: you 

want to minimise human handle-cranking for your computational work, yet you want that automation 

to be simple and human-accessible, so you don’t just want to use a script. In rule 1, we talked about how 

a tool must interact well with a machine, but here we focus on how and why a tool might interact with a 

person. 

Many tasks can, and should, always be performed computationally, such as calculation, data transfer, 

and so on (44). However, tasks involving judgement, such as classification and interpretation, are often 
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performed better by humans. The key cost of  automation is that wrapping a tool for a workflow can 

end up hiding details and configurations, but also imperil visualizations and interactions with users. 

Scientific workflows often have some steps that don’t have a single way forward – for instance human 

interpretation of the end results of workflows would be very common, but this can also happen after 

intermediate steps (52) where users can adjust parameters to steer the rest of the workflow (53).  

If  you are considering human interaction during a workflow run, you must decide if this actually adds 

value. There are good reasons why you would not want people involved, as this sacrifices automation 

and reproducibility, and can also end up producing a process where the human is the weak point. 

However, in many domains, workflows are not just about chaining tools together. For example, a 

geotagging workflow might be able to resolve a string into coordinates on a map, but to apply a 

sensible uncertainty radius might be best left to a human that can take the geographical surroundings 

into consideration.  

If your workflow system does not easily support graphical interaction, a simple solution can often be to 

break the workflow into two distinct phases, where the user can make decisions at the intersections 

between each phase. Here it is important to ensure workflow outputs include both understandable data 

to inform the user decisions (e.g. a HTML report) and structured data to reliably become inputs of 

subsequent workflows (e.g. JSON). As a tool developer it means your tool should support both types of 

outputs concurrently (or, considering Rule 10, generating one from the other). 

Human interaction, however useful in some cases it might be,  should not be used as an excuse to make 

software poorly automated – you should not create software that forces automation of its own GUI, as 

this is likely to be unreliable and irreproducible. This means an application initially developed with a 

graphical interface may need to be refactored to split out a separate command line tool (Rule 1) as 

exemplified in Figure 1. 

 

Figure 1: An analytical tool can be adapted for both automated execution and user interaction by 

refactoring the graphical and command line interfaces as separate modules that use the analytical 
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algorithms as a common library. Such separation can also support a REST API, which can be used for 

both automation and interactive Web interfaces. 

Any user inputs during a tool’s execution must be reported as outputs or logs, so the human interaction 

is made accessible as provenance (54) and potentially  automatable as tool configuration or inputs.  

Rule 10: A software tool should just do one thing 
The key purpose of workflows is to allow the composition of software tools. Indeed, your software is 

likely to have some internal composition, with multiple classes and interfaces, and it’s possible that it 

involves multiple steps of processing internally.  

Within software design “separation of concerns” is a fundamental design principle (55), but developers 

may only address it within a piece of software, instead of considering the boundaries of the software 

tool itself. If you have gone to the effort of effectively separating concerns within your tool, it’s worth 

asking - would other developers find any of those internal tools useful if they were independent? If so, it 

might be worth turning your software into multiple tools. This is known as the single responsibility 

principle (56). 

Consider the example of a tool that first reads large amounts of data from disk, converts the files to 

another format, before loading it into memory and performing a computationally heavy analysis. It’s 

quite possible that such a tool would use system resources much more efficiently if split into its 

component parts before implementing on a HPC, by not reserving processor or memory resources 

whilst performing I/O bound work. Indeed, this concept is enshrined in the “Unix philosophy” which 

most  tools used on HPC systems follow: “write programs that do one thing and do it well” and “write 

programs that work together” (57). 

In cases where your software can perform several different discrete tasks, consider that you could wrap 

your executable in several different wrappers and implement different endpoints as different workflow 

tools. This is an ideal option if your software performs a variety of functions, and allows a separation of 

concerns while still allowing broad functionality in a single codebase. 

Conclusion 
The increasing maturity of workflow software and the rapid growth in their uptake presents a crucial 

opportunity to creators of scientific software. The challenges of how to make software suitable to use 

within a workflow engine may seem daunting, however we argue that it can be sufficient to apply a few 

easily achievable measures. These 10 simple rules are intended as a first port of call for those 

implementing their tools within a workflow engine, and seek to promote good practice across the 

software development lifecycle. Implementing all of these rules at once isn’t necessary – software 

development typically works best as an iterative process, so it might be best to work through the rules 

one by one as guidance. Always remember: perfect is the enemy of good. 

https://paperpile.com/c/lRapJ7/20gA
https://paperpile.com/c/lRapJ7/ii2z
https://paperpile.com/c/lRapJ7/SRWo/?locator=95
https://paperpile.com/c/lRapJ7/wav0


 

Acknowledgements 
This work has received funding from the European Union's Horizon 2020 research and innovation 

programme under grant agreement numbers 823827 (SYNTHESYS Plus), 823830 (BioExcel-2), 824087 

(EOSC-Life), 871118 (PREP-IBISBA) and the Horizon Europe programme under grant agreement 

101046203 (BY-COVID). BG has also received funding for DataPLANT (NFDI 7/1 – 42077441), part of the 

German National Research Data Infrastructure (NFDI), funded by the Deutsche 

Forschungsgemeinschaft (DFG). 

References 

1.  Malcolm Atkinson, Sandra Gesing, Johan Montagnat, Ian Taylor. Scientific workflows: Past, 
present and future. Future Gener Comput Syst. 2017 75:216–27.  
https://doi.org/10.1016/j.future.2017.05.041 

2.   Perkel JM. Workflow systems turn raw data into scientific knowledge. Nature. 2019 Sep 
2;573(7772):149–50.   https://doi.org/10.1038/d41586-019-02619-z 

3.  Hannay JE, MacLeod C, Singer J, Langtangen HP, Pfahl D, Wilson G. How do scientists develop and 
use scientific software? In: 2009 ICSE Workshop on Software Engineering for Computational 
Science and Engineering. IEEE; 2009.  https://doi.org/10.1109/SECSE.2009.5069155    

4.     Testing scientific software: A systematic literature review. Information and Software Technology . 

2014 Oct 1;56(10):1219–32. https://doi.org/10.1016/j.infsof.2014.05.006      

5.  Taschuk M, Wilson G. Ten simple rules for making research software more robust. PLoS Comput 
Biol. 2017 Apr;13(4):e1005412. http://dx.doi.org/10.1371/journal.pcbi.1005412 

6.  Grüning BA, Lampa S, Vaudel M, Blankenberg D. Software engineering for scientific big data 
analysis. Gigascience. 2019 May 1;8(5). http://dx.doi.org/10.1093/gigascience/giz054 

7.  Afgan E, Baker D, van den Beek M, Blankenberg D, Bouvier D, Čech M, et al. The Galaxy platform 
for accessible, reproducible and collaborative biomedical analyses: 2016 update. Nucleic Acids 
Res . 2016 May 2;44(W1):W3–10. http://dx.doi.org/10.1093/nar/gkw343 

8.  Leipzig J. A review of bioinformatic pipeline frameworks. Brief Bioinform. 2016 Mar 24;18(3):530–
6. Available from: http://dx.doi.org/10.1093/bib/bbw020 

9.  Wratten L, Wilm A, Göke J. Reproducible, scalable, and shareable analysis pipelines with 
bioinformatics workflow managers. Nat Methods. 2021 Oct;18(10):1161–8. 
https://doi.org/10.1038/s41592-021-01254-9 

10.  Wilkinson MD, Dumontier M, Aalbersberg IJJ, Appleton G, Axton M, Baak A, et al. The FAIR 
Guiding Principles for scientific data management and stewardship. Sci Data. 2016 Mar 
15;3:160018.  https://doi.org/10.1038/sdata.2016.18 

11.  What is standard input? -- a definition by The Linux Information Project (LINFO). [cited 2021 Aug 

https://doi.org/10.1016/j.future.2017.05.041
https://doi.org/10.1038/d41586-019-02619-z
https://doi.org/10.1109/SECSE.2009.5069155
https://doi.org/10.1016/j.infsof.2014.05.006
http://paperpile.com/b/lRapJ7/oBel
http://paperpile.com/b/lRapJ7/oBel
http://dx.doi.org/10.1371/journal.pcbi.1005412
http://paperpile.com/b/lRapJ7/VRfd
http://paperpile.com/b/lRapJ7/VRfd
http://dx.doi.org/10.1093/gigascience/giz054
http://paperpile.com/b/lRapJ7/xg35
http://paperpile.com/b/lRapJ7/xg35
http://paperpile.com/b/lRapJ7/xg35
http://dx.doi.org/10.1093/nar/gkw343
http://paperpile.com/b/lRapJ7/tJsa
http://paperpile.com/b/lRapJ7/tJsa
http://dx.doi.org/10.1093/bib/bbw020
http://paperpile.com/b/lRapJ7/4jAm
http://paperpile.com/b/lRapJ7/4jAm
https://doi.org/10.1038/s41592-021-01254-9
https://doi.org/10.1038/sdata.2016.18


 

26].  http://www.linfo.org/standard_input.html 

12.  Standard Error Definition. [cited 2021 Aug 26]. http://www.linfo.org/standard_error.html  

13.  What is standard output? -- definition by The Linux Information Project (LINFO). [cited 2021 Aug 
26]. http://www.linfo.org/standard_output.html 

14.  o365devx. Considerations for unattended automation of Office in the Microsoft 365 for 
unattended RPA environment. [cited 2021 Aug 26].  https://docs.microsoft.com/en-
us/office/client-developer/integration/considerations-unattended-automation-office-microsoft-
365-for-unattended-rpa 

15.  Joppa LN, McInerny G, Harper R, Salido L, Takeda K, O’Hara K, et al. Troubling Trends in Scientific 
Software Use. Science. 2013 May 17 [cited 2021 Aug 26];340(6134):814–5.  
https://doi.org/10.1126/science.1231535 

16.  yum - Trac. [cited 2021 Aug 26].  http://yum.baseurl.org/ 

17.    Conda — Conda documentation. [cited 2021 Aug 26].  http://conda.io/ 

18.    Home - pip documentation v21.2.4. [cited 2021 Aug 26].  https://pip.pypa.io/ 

19.    Jang M. Linux Annoyances for Geeks: Getting the Most Flexible System in the World Just the Way 

You Want It. “O’Reilly Media, Inc.”; 2006. 512 p.  ISBN 9780596008017 

20.    Open Container Initiative - Open Container Initiative. [cited 2021 Aug 26].  

https://opencontainers.org/ 

21.    Empowering App Development for Developers. [cited 2021 Aug 26]. https://www.docker.com/ 

22.    Singularity. [cited 2021 Aug 26].  https://singularity.hpcng.org/ 

23.     Lee BD. Ten simple rules for documenting scientific software. PLoS Comput Biol. 2018 Dec 20 

[cited 2021 Aug 26];14(12):e1006561.https://doi.org/10.1371/journal.pcbi.1006561 

24.  Git [cited 2021 Aug 26]. https://git-scm.com/ 

25.  Apache Subversion [cited 2021 Aug 26]. https://subversion.apache.org/ 

26.  A successful Git branching model. [cited 2021 Aug 26]. http://nvie.com/posts/a-successful-git-
branching-model/ 

27.  Understanding the GitHub flow. [cited 2021 Aug 26]. https://guides.github.com/introduction/flow/ 

28.  Where the world builds software. [cited 2021 Aug 26].https://github.com/ 

29.  Iterate faster, innovate together. [cited 2021 Aug 26]. https://about.gitlab.com/ 

30.  Atlassian. Bitbucket [cited 2021 Aug 26]. https://bitbucket.org/product 

http://www.linfo.org/standard_input.html
http://www.linfo.org/standard_error.html
http://www.linfo.org/standard_output.html
https://docs.microsoft.com/en-us/office/client-developer/integration/considerations-unattended-automation-office-microsoft-365-for-unattended-rpa
https://docs.microsoft.com/en-us/office/client-developer/integration/considerations-unattended-automation-office-microsoft-365-for-unattended-rpa
https://docs.microsoft.com/en-us/office/client-developer/integration/considerations-unattended-automation-office-microsoft-365-for-unattended-rpa
https://doi.org/10.1126/science.1231535
http://yum.baseurl.org/
http://conda.io/
https://pip.pypa.io/
https://identifiers.org/isbn/9780596008017
https://opencontainers.org/
https://www.docker.com/
https://singularity.hpcng.org/
https://doi.org/10.1371/journal.pcbi.1006561
http://paperpile.com/b/lRapJ7/flwb
https://git-scm.com/
http://paperpile.com/b/lRapJ7/pcln
https://subversion.apache.org/
http://paperpile.com/b/lRapJ7/wVEW
http://nvie.com/posts/a-successful-git-branching-model/
http://nvie.com/posts/a-successful-git-branching-model/
http://paperpile.com/b/lRapJ7/M0uH
https://guides.github.com/introduction/flow/
http://paperpile.com/b/lRapJ7/KgYA
https://github.com/
http://paperpile.com/b/lRapJ7/oUsH
https://about.gitlab.com/
http://paperpile.com/b/lRapJ7/DviJ
https://bitbucket.org/product


 

31.  Preston-Werner T. Semantic Versioning 2.0.0. [cited 2021 Aug 26].  https://semver.org/ 

32.    Licenses & Standards. [cited 2021 Aug 26].  https://opensource.org/licenses 

33.    [No title]. [cited 2021 Aug 26]. https://www.apache.org/licenses/LICENSE-2.0 

34.    The 2-Clause BSD License. [cited 2021 Aug 26].  https://opensource.org/licenses/BSD-2-Clause 

35.    The GNU General Public License v3.0 - GNU Project - Free Software Foundation. [cited 2021 Aug 

26].  https://www.gnu.org/licenses/gpl-3.0.en.html 

36.     SPDX License List. [cited 2021 Aug 26]. https://spdx.org/licenses/ 

37.     James G. The Tao of Programming. InfoBooks; 1987. 151 p.  ISBN 9780931137075 

38.     Saltzer JH, Kaashoek F. Principles of Computer System Design: An Introduction. Morgan 

Kaufmann; 2009. 526 p. ISBN 9780123749574 

39.     Exit Codes With Special Meanings. [cited 2021 Aug 26]. 

https://tldp.org/LDP/abs/html/exitcodes.html 

40.  System error codes (0-499). [cited 2021 Dec 20]. https://docs.microsoft.com/en-
us/windows/win32/debug/system-error-codes--0-499- 

41.  Character encodings for beginners [Internet]. [cited 2021 Aug 26]. Available from: 
https://www.w3.org/International/questions/qa-what-is-encoding 

42.  Seemann, T. Ten recommendations for creating usable bioinformatics command line software 
GigaScience, Volume 2, Issue 1, December 2013, 2047-217X-2-15, https://doi.org/10.1186/2047-
217X-2-15 

43.  Strozzi F, Janssen R, Wurmus R, Crusoe MR, Githinji G, Di Tommaso P, et al. Scalable Workflows 
and Reproducible Data Analysis for Genomics. In: Anisimova M, editor. Evolutionary Genomics: 
Statistical and Computational Methods. New York, NY: Springer New York; 2019. p. 723–45.  
https://doi.org/10.1007/978-1-4939-9074-0_24 

44.    Reiter T, Brooks† PT, Irber† L, Joslin† SEK, Reid† CM, Scott† C, et al. Streamlining data-intensive 

biology with workflow systems. Gigascience. 2021 Jan 13 [cited 2021 Aug 26];10(1).  

 https://doi.org/10.1093/gigascience/giaa140 

45.    Miranda E. Fermi Questions to Estimate Software Development Projects. In: 2014 Joint 

Conference of the International Workshop on Software Measurement and the International Conference 

on Software Process and Product Measurement. 2014. p. 293–293.  

https://doi.org/10.1109/IWSM.Mensura.2014.58 

46.  Páll S, Abraham MJ, Kutzner C, Hess B, Lindahl E. Tackling Exascale Software Challenges in 
Molecular Dynamics Simulations with GROMACS. In: Solving Software Challenges for Exascale. 
Springer International Publishing; 2015. p. 3–27. http://dx.doi.org/10.1007/978-3-319-15976-8_1 

https://semver.org/
https://opensource.org/licenses
https://www.apache.org/licenses/LICENSE-2.0
https://opensource.org/licenses/BSD-2-Clause
https://www.gnu.org/licenses/gpl-3.0.en.html
https://spdx.org/licenses/
https://identifiers.org/isbn/9780931137075
https://identifiers.org/isbn/9780123749574
https://tldp.org/LDP/abs/html/exitcodes.html
https://tldp.org/LDP/abs/html/exitcodes.html
http://paperpile.com/b/lRapJ7/KPU4
https://docs.microsoft.com/en-us/windows/win32/debug/system-error-codes--0-499-
https://docs.microsoft.com/en-us/windows/win32/debug/system-error-codes--0-499-
http://paperpile.com/b/lRapJ7/QHxA
http://paperpile.com/b/lRapJ7/QHxA
https://www.w3.org/International/questions/qa-what-is-encoding
https://doi.org/10.1186/2047-217X-2-15
https://doi.org/10.1186/2047-217X-2-15
https://doi.org/10.1007/978-1-4939-9074-0_24
https://doi.org/10.1093/gigascience/giaa140
https://doi.org/10.1109/IWSM.Mensura.2014.58
http://paperpile.com/b/lRapJ7/KeHZ
http://paperpile.com/b/lRapJ7/KeHZ
http://paperpile.com/b/lRapJ7/KeHZ
http://dx.doi.org/10.1007/978-3-319-15976-8_1


 

47.  Stockinger H, Pagni M, Cerutti L, Falquet L. Grid Approach to Embarrassingly Parallel CPU-
Intensive Bioinformatics Problems. In: 2006 Second IEEE International Conference on e-Science 
and Grid Computing (e-Science’06). 2006. p. 58–58. http://dx.doi.org/10.1109/E-
SCIENCE.2006.261142 

48.  Stodden V, McNutt M, Bailey DH, Deelman E, Gil Y, Hanson B, et al. Enhancing reproducibility for 
computational methods. Science. 2016 Dec 9;354(6317):1240–1. 
http://dx.doi.org/10.1126/science.aah6168 

49.  Sandve GK, Nekrutenko A, Taylor J, Hovig E. Ten simple rules for reproducible computational 
research. PLoS Comput Biol. 2013 Oct;9(10):e1003285. 
http://dx.doi.org/10.1371/journal.pcbi.1003285 

50.  Tanjim M. How to verify checksum in Linux [MD5, SHA256 & more]. [cited 2021 Aug 26]; 
https://itsfoss.com/checksum-tools-guide-linux/ 

51.  Key facts on digital object identifier system. [cited 2021 Aug 26]. 
https://www.doi.org/factsheets/DOIKeyFacts.html 

52.  Lanzén A, Oinn T. The Taverna Interaction Service: enabling manual interaction in workflows. 
Bioinformatics. 2008 Apr 15;24(8):1118–20. http://dx.doi.org/10.1093/bioinformatics/btn082 

53.  Hardisty AR, Bacall F, Beard N, Balcázar-Vargas M-P, Balech B, Barcza Z, et al. BioVeL: a virtual 
laboratory for data analysis and modelling in biodiversity science and ecology. BMC Ecol. 2016 Oct 
20;16(1):49. http://dx.doi.org/10.1186/s12898-016-0103-y 

54.  Deelman E, Peterka T, Altintas I, Carothers CD, van Dam KK, Moreland K, et al. The future of 
scientific workflows. Int J High Perform Comput Appl. 2018 Jan 1;32(1):159–75.  
https://doi.org/10.1177/1094342017704893 

55.  Reade C. Elements of functional programming. USA: Addison-Wesley Longman Publishing Co., 
Inc.; 1989. https://dl.acm.org/doi/abs/10.5555/113909 ISBN 9780201129151 

56.  Martin RC, Rabaey JM, Chandrakasan AP, Nikolić B. Agile Software Development: Principles, 
Patterns, and Practices. Pearson Education; 2003. 529 p. ISBN 9780135974445 

57.  Raymond ES. The Art of UNIX Programming. Addison-Wesley Professional; 2003. 560 p. ISBN  
9780132465885 

 

http://paperpile.com/b/lRapJ7/63b1
http://paperpile.com/b/lRapJ7/63b1
http://paperpile.com/b/lRapJ7/63b1
http://dx.doi.org/10.1109/E-SCIENCE.2006.261142
http://dx.doi.org/10.1109/E-SCIENCE.2006.261142
http://paperpile.com/b/lRapJ7/OYwE
http://paperpile.com/b/lRapJ7/OYwE
http://dx.doi.org/10.1126/science.aah6168
http://paperpile.com/b/lRapJ7/sfLR
http://paperpile.com/b/lRapJ7/sfLR
http://dx.doi.org/10.1371/journal.pcbi.1003285
http://paperpile.com/b/lRapJ7/Wtbj
http://paperpile.com/b/lRapJ7/Wtbj
https://itsfoss.com/checksum-tools-guide-linux/
http://paperpile.com/b/lRapJ7/zShM
http://paperpile.com/b/lRapJ7/zShM
https://www.doi.org/factsheets/DOIKeyFacts.html
http://paperpile.com/b/lRapJ7/eU4T
http://paperpile.com/b/lRapJ7/eU4T
http://dx.doi.org/10.1093/bioinformatics/btn082
http://paperpile.com/b/lRapJ7/AzuM
http://paperpile.com/b/lRapJ7/AzuM
http://paperpile.com/b/lRapJ7/AzuM
http://dx.doi.org/10.1186/s12898-016-0103-y
http://paperpile.com/b/lRapJ7/20gA
http://paperpile.com/b/lRapJ7/20gA
https://doi.org/10.1177/1094342017704893
http://paperpile.com/b/lRapJ7/ii2z
http://paperpile.com/b/lRapJ7/ii2z
https://dl.acm.org/doi/abs/10.5555/113909
http://identifiers.org/isbn/9780201129151
http://paperpile.com/b/lRapJ7/SRWo
http://paperpile.com/b/lRapJ7/SRWo
https://identifiers.org/isbn/9780135974445
http://paperpile.com/b/lRapJ7/wav0
https://isbndb.com/book/9780132465885
https://isbndb.com/book/9780132465885

	Introduction
	Rule 1: Make sure a workflow engine can talk to your software easily
	Rule 2: Make your tool simple to install
	Rule 3: Document your tool
	Rule 4: Make your tool maintainable
	Rule 5: Follow the principle of least surprise
	Rule 6: Make your tool parallelisable
	Rule 7: Make your workflow tool a good citizen
	Rule 8: Make output reproducible
	Rule 9: Carefully consider human interaction
	Rule 10: A software tool should just do one thing
	Conclusion
	Acknowledgements
	References

