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Abstract: It is very obvious that human fall due to 

unconsciousness is a very common health problem in every 

human being. With the evolution of many smart health devices, 

we should contribute the technological advancement of machine 

learning into it. Different techniques are already used in order to 

detect human fall detection in human beings. In this paper we 

have studied the patterns of falling of human through the fall 

detection dataset while this human was performing various 

motions. By understanding all these we have generated the 

prediction protocol which estimates the fall of a person using fall 

detection dataset. Machine Learning classifiers were used to 

predict the human fall and a comparative study of various 

algorithms used was developed to find out the best classifier. 

Keywords: Classification, Fall Prediction, Machine Learning, 

Random Forest. 

I. INTRODUCTION 

The term fall can be defined as an unintentional event in 

which the body moves from its initial position to a lower level. 

This would cause some serious injuries also in adverse 

conditions. Hence a fall prediction system would be really 

useful in such conditions where it can predict the human fall 

prior to falling so that required remedies can be carried out. A 

fall detection system can be defined as a usable device whose 

main motive is to alert when a fall action has occurred. The 

fall alert detectors can estimate when the user was about to fall 

by detecting the sudden changes of body movements. Old age 

people have high degree of risk of death or injury resulting 

from falls. As the density of population is increasing human 

fall prediction system can be very handy. The aim of this 

paper is to implement a fall detection model by using different 

machine learning techniques. Human fall prediction can be 

considered as a typical classification problem of machine 

learning. To carry out this work data is collected from 

publicly available datasets. Supervised classifiers are then 

implemented on the collected data. All the features available 

in the dataset are used to build the classifier. After the 

classifier was built its accuracy was built  
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on the unseen data. Several researchers have been working in 

this field to expose the importance of machine learning. As 

the current work is based on supervised schematic studies this 

also can be extended in computer vision where the data is 

collected by using visual sensors and based upon the data 

collected machine learning can be applied to identify the 

human fall detection. The structure of the paper is as follows 

in the next section related work is discussed then 

implementation details are discussed followed by results and 

conclusions. 

II.  LITERATURE SURVEY  

In [1] the authors worked on visual surveillance for 

detecting the fall detection. Their approach was a two step 

process ellipse approximation and motion history image. In 

[2] the authors used an embedded camera in human body to 

identify the joint movements and there by classifying whether 

the person will classify or not. SVM classifier was used by the 

authors. In [3] the authors proposed a step by step process for 

identifying the fall detection. The critical steps were feature 

extraction human identification and fall detection.  

Histograms of Oriented Gradients and Local Binary pattern 

were used in combination of deep learning techniques to 

expose the human fall detection by authors in [4]. In [5] the 

authors worked on mobifall dataset with five different 

classifiers and proved that KNN classifier outperformed the 

other classifiers used. In [6] the authors used a smartphone 

based approach to identify the fall detection and thereby 

generating an alarm to the responsible of the victim. Three 

point based technique was employed to identify the fall 

detection in indoor video surveillance[7]. CHLAC features 

with skeletal image sequences were extracted using a mobile 

robot and KNN algorithm was used as a classifier for fall 

detection [8]. Deep Learning LSTM neural network method 

was used [9] with a smart phone as a sensor for fall detection.  

Convolutional Neural Networks was used in [10] in order to 

identify the fall detection with respect to the furniture and 

human characteristic relationships. 

III. PROPOSED METHODOLOGY 

The aim of this paper is to implement the classification 

scheme to identify the fall detection of a person. The 

algorithms used are Random Forest, K-Nearest Neighbor, 

Decision Tree and Naive Bayes. Fall detection prediction 

system can be categorized into four stages: Data Collection, 

Data Cleaning, Implementation, Prediction.  
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The main recognition of this paper is to identify the 

sophisticated among those mentioned classification 

algorithms. The methodology is described in figure 1. 

  
Fig 1: Fall Detection Prediction Model 

Data Collection: 

The “fall detection” dataset[11]is used for fall detection 

prediction which is used has the China Activity of elderly 

patients along with their medical information”. The dataset 

consists of following features: Time, Sugar level, EEG 

monitoring rate, Blood pressure, Heart beat rate, Blood 

circulation. 

Data Cleaning: 

Data cleaning is the important phase as the erroneous data 

would significantly impact the overall performance of the 

system. In this phase data is thoroughly inspected to find out 

any missing values null values and standard statistical 

measures are used to deal with the null values and missing 

values. 

Implementation and Accuracy: 

Fall Prediction Model was implemented in python. After 

loading the dataset split the data into training and testing data. 

Using the training dataset train the  model using the machine 

learning classifiers. Confusion matrix is used to test the 

model. All the features were used to built the classifier. The 

data split was performed in the ratio of 80 and 20 were 80% 

was used to training and 20% for testing. For decision tree 

entropy was used as the splitting criteria. In KNN 7 

neighbours were worked for each unseen instance. When 

building random forest 500 trees were grown. Accuracy was 

computed based on the confusion matrix which is the familiar 

metric to evaluate the classifier and the accuracy values of 

each classifier are shown in the table 1.  

IV.  RESULTS 

Table: 1 Accuracy scores of various classifiers used. 

Classifiers Accuracy 

Naive Bayes Classifier 0.83 

Decision Tree Classifier 0.89 

K NN Classifier 0.7 

Random Forest Classifier 0.92 

The above table shows the accuracy values of each classifier 

and Random Forest has outperformed the other classifiers 

used with an accuracy of 92%. For every classifier the train 

test split ratio was 80 and 20 respectively as mentioned above. 

 
Fig 2: Comparision Chart of accuracy of classifiers 

V. CONCLUSION 

Out of the four learning algorithms used Decision tree and 

Random Forest have shown the better results. In future fall 

detection prediction system can be used to work in real time 

with regularly modernized datasets from distinct devices in 

various conditions. Deep Learning Techniques can be used to 

explore the surveillance data collected of various patients 

thereby predicting the human fall detection in real time. 
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