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Abstract

Bioinformatic techniques targeting gene expression data require specific analysis pipelines with the aim of studying
properties, adaptation, and disease outcomes in a sample population. Present investigation compared together results of
four numerical experiments modeling survival rates from bladder cancer genetic profiles. Research showed that a sequence
of two discretization phases produced remarkable results compared to a classic approach employing one discretization of
gene expression data. Analysis involving two discretization phases consisted of a primary discretizer followed by refinement
or pre-binning input values before the main discretization scheme. Among all tests, the best model encloses a sequence of
data transformation to compensate skewness, data discretization phase with class-attribute interdependence maximization
algorithm, and final classification by voting feature intervals, a classifier that also provides discrete interval optimization.

Keywords: genetic expression, bladder cancer, discretization, survival rate modeling, data-driven
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1. Introduction

Alteration of genes regulating cell growth and differentiation causes cancer, a disease characterized
by uncontrolled cell proliferation. One of the key principles of precision medicine applied to oncology
is simultaneously profiling gene expression data (GED) from multiple sources to define a personalized
model to contextualize patients’ clinical outcome [1]. Identifying a subset of genes differentially expressed
between conditions (i.e., healthy vs sick) provides the foundation of gene expression profiling. However,
due to the amount of complex and heterogeneous bio-molecular data coming from the laboratories, it
could be essential to reduce the genetic expression data-set to the most relevant genes underlying the
typology of a specific disease. Gene regulatory networks establish complex relations between molecular
regulators and other substances to control the expression levels of hundreds to thousands of genes. Inside
these networks, identifying hub genes, which are highly correlated and interconnected with others, could
be crucial because high connectivity implies a rapid transfer of information in the gene network [2]. Even
small changes in hub genes could impact the major part of the network, thus being “markers” of aberrant
behaviors in cellular swelling.

In the present work, we evaluated the predictive potential of bladder cancer hub genes identified by
a medical team at Leipzig University (Germany) after an extensive literature review that summarized
information collected from six public data-sets [3]. Identifying diagnostic and prognostic biomarkers for
cancer screening is an essential step for the future development of a safe, non-risky, and preventive
cancer treatment alternative to cystoscopy and bioptic histology [4]. In addition, the investigation of
biomarkers based on GED offers valuable insights into a disease’s course with the possible development
of personalized treatment. In this study, GED was modeled using statistical learning methods to find a
data-driven predictive procedure. Before building a statistical model, researchers on GED apply few steps
as pre-processing, including data transformation [5] and data discretization [6]. We mainly evaluated
the possibility of optimizing the discretization operation to achieve more accurate modeling of GED,
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comparing four experimental analysis pipelines by their probability of correctly ranking tumor outcome.
Additionally, we explored the trade-off between accuracy and interpretability, the latter being a critical
factor in medical decision making or health care policy because it could provide insights about biological
processes related to cancer onset and progression, supporting the development of more effective therapies.
For this reason, preference was given to simpler models able to explain the phenomenon following the
principle of parsimony of explanations [7].

2. Materials and Methods

Data was organized by [8] and released under creative commons license. Authors of the data-set
provided N = 406 anonymized clinical samples containing gene expression values of 14 hub genes related
to bladder cancer. Detection of the hub genes was carried out with DAVID (Database for Annotation,
Visualization and Integrated Discovery). The authors also added 11 seed genes from the most important
modules outputted by the FUNRICH (Functional Enrichment analysis tool) software. In the present
investigation, custom scripts in Python and R programming languages were used as data analytics tools.

2.1. Pre-processing

The number of observations was reduced to N = 405 because one subject had multiple missing
entries. In addition, a patient had one missing genetic expression value that was replaced by iterative
imputation [9] using ten iterations and the mean value of the gene as initial guess. Each patient was
labeled according to the disease exitus for binary classification purposes (survival rate 55%).

2.2. Original data assessment

Initially, Spearman rank-order correlations values were grouped by hierarchical clustering (Figure 1)
to highlight relations between GED. The dendrogram shows two distinct assemblies of GED that correlate
to each other, resembling the division in seed and hub genes. Nonetheless, these groups do not match
perfectly the hub and seed sets, suggesting that genes among these two groups do not contribute equally
to the informative content of the data-set. In the original paper [8], Dr. Zhang described an opposite
behavior of CRYAB, TPM1, and CASQ2 genes compared to other hub genes. The negative correlation
between these three genes and the other hub genes appears on the dendrogram, with their inclusion in
the seed group. Moreover, gene expression data was pre-selected by medical doctors that authored the
original data-set [8], and feature selection techniques based on variance or correlation may not consider
all the intuitions underlying their research. To preserve all the knowledge present in the data-set and
reduce the feature space removing redundant information, dimensionality reduction was usually preferred
to feature selection because it creates new synthetic features by combining the original ones. Nevertheless,
feature selection was still compared to dimensionality reduction when exploring innovative approaches as
in Sections 3.2 and 3.3.

Figure 1. Hierarchical clustering on the Spearman rank-order correlations
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In Figure 2, probability distributions of the raw data from the hub and seed groups are shown di-
vided by classes of clinical outcomes. In most genes, raw data distribution can be described by a shape
heavily skewed towards the right tail. During oncogenesis, the accumulation of mutations in several proto-
oncogenes, and malignant tumor events associated with cancer progression, could determine a skewed
GED distribution, as also seen in previous works [10,11]. Skewed data may negatively affect training of
machine learning algorithms like gaussian näıve bayes or neural networks [12], or impair the interpreta-
tion of feature importance. Moreover, the data-set is slightly imbalanced towards one class (survivors),
introducing another source of disturbance that could potentially prejudice classifier performance. Strate-
gies involving data transformation were integrated into the proposed analysis pipelines together with
the weighting of class instances during classification to overcome data and labels skewness. In Figure 3,
skewness and kurtosis values were divided by their standard error and plotted together with dashed gray
lines depicting how many standard errors the sample excess kurtosis or skewness deviates from zero,
assuming a normal univariate distribution [13]. This procedure resembles a two-tailed test that approxi-
mates the 0.05 significance level with a threshold of ≈ 1.96. Methods for skewness and kurtosis threshold
estimation were summed up in Supplementary Materials (SM) Section 2. Scatterplot values are localized
above the horizontal threshold, suggesting a positive skewness in all GED. Few genes, those on the left
of the vertical gray line, do not show positive kurtosis.

(a) Hub genes (b) Seed genes

Figure 2. The initial probability distribution of all genes in the two groups

2.3. Data transformation

Each gene expression was log-transformed to correct the right skewness and achieve a more symmet-
rical distribution [14]. We also tested the possibility of using non-linear rank transformations during this
study so the data could be mapped to a uniform or normal distribution instead of applying logarithmic
conversion (Section 3.4). Uniform distribution reduces the impact of potential outliers and spreads out
the most frequent values, re-distributing feature informative content in an attempt to balance heteroge-
neous ranges of values as seen in the original GED (Figure 2). This procedure involves the estimation of
the cumulative distribution for each genetic expression. After this step, the quantile function maps the
cumulative distribution to the uniform or normal one. An advantage of uniform distributions is that they
can represent both discrete and continuous data. In the present study, transformations were applied to
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Figure 3. Visual representation of skewness and kurtosis of each gene

each gene data across subjects. A common practice in medicine (including gene expression data) involves
normalizing data with z-scores [15] to facilitate comparisons between individuals. However, there could
be some concerns on the application of z-scores to markedly skewed data before any transformation, and
for this reason, classic approaches handle skewness log-transforming the data before applying z-scores. In
Table 1, each gene information is collected after logarithmic and z-score transformations of the original
values; normality was tested using D’Agostino and Pearson’s departure from normality test [16] while
outliers were detected in terms of distance from the median absolute deviation [17] using consistency
constant of 1.4826 and Harrell-Davis quantile estimation [18].

Transformed values from all patients are shown in Figure 4 arranged over a circular heat-map [19]
together with annotations: three inner circles represented gender (dark brown for females and yellow for
males), age (subdivided in three groups: (0-35y) “young” in blue, (36-65y) “adults” in green and (66-99y)
“elderly” in red) and human sub-populations (white sub-population in gray, black and afro-americans
in pink and asians in blue). An important insight observed from this graph is the prevalence of male
patients with bladder tumors after 65 years old. Descriptive information on metadata is available in the
Supplementary Materials Section 1. Categorical data from all patients was compared to survival chance:
chi-square test of independence is significant for age and human sub-populations, meaning that these two
variables are related to disease outcome (SM Table 35). However, insights provided by this statistical test
are limited to the sample under exam and cannot be generalized.

2.4. Data discretization

Gene expression measures the activity of a gene as reflected by the number of its RNA copies present
at a specific moment in a cell. Laboratory measurements of GED are represented in a continuous domain
of values, but there are reasons why it could be useful to infer gene expression data in the discrete domain.
In a data-driven analysis, discretization reduces the amount of information and simplifies the learning
process, for instance, to hasten training of gradient boosting decision trees [20]. Heterogeneous data-sets
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Table 1. Sum-up table of log-transformed and z-scored GED

Gene Type Range 0.25 Perc. 0.75 Perc. Median Normal Skewness Kurtosis Outliers

TPM1 HUB 5.503 -0.796 0.674 -0.02 Yes 0.226 -0.086 2
KPNA2 HUB 6.988 -0.558 0.696 0.215 No -0.976 1.64 2
CRYAB HUB 5.349 -0.717 0.679 -0.067 Yes 0.201 -0.366 0
CASQ2 HUB 3.936 -0.807 0.696 -0.387 No 1.008 -0.048 0
CDC20 HUB 6.972 -0.502 0.65 0.162 No -0.951 1.704 6
CDK1 HUB 5.773 -0.595 0.676 0.168 No -0.747 0.623 2

CCNB1 HUB 5.95 -0.569 0.695 0.117 No -0.546 0.343 3
CCNA2 HUB 5.669 -0.616 0.736 0.126 No -0.567 0.098 1
KIF11 HUB 6.248 -0.567 0.72 0.164 No -0.751 0.728 3

UBE2C HUB 8.652 -0.462 0.672 0.192 No -1.354 3.913 7
MAD2L1 HUB 7.53 -0.589 0.7 0.191 No -0.794 1.578 2
AURKA HUB 5.867 -0.574 0.675 0.167 No -0.72 0.548 2
KIF20A HUB 6.288 -0.569 0.638 0.145 No -0.794 1.168 5
KIF2C HUB 6.345 -0.482 0.681 0.188 No -1.104 1.79 8
TAGLN SEED 4.86 -0.757 0.789 -0.067 No 0.141 -0.657 0
PLAU SEED 5.077 -0.707 0.702 0.062 No -0.237 -0.459 0

SLMAP SEED 8.098 -0.62 0.637 0.066 No 0.034 1.496 8
TUBA1C SEED 8.343 -0.581 0.674 0.112 No -1.082 3.467 4

DMD SEED 4.108 -0.997 0.766 -0.369 No 0.689 -0.524 0
AP2S1 SEED 7.005 -0.614 0.597 -0.033 No 0.278 0.568 4

SH3BGR SEED 7.748 -0.666 0.587 0.059 No -0.006 1.175 6
TCEAL2 SEED 5.115 -0.714 0.568 -0.714 No 1.475 1.871 0
ATP2B4 SEED 5.984 -0.558 0.68 0.095 No -0.533 0.444 3
HJURP SEED 7.489 -0.549 0.703 0.108 No -0.805 1.54 6

SBSPON SEED 4.881 -0.833 0.627 -0.162 No 0.497 -0.093 0
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Figure 4. Visualization of the gene expression variables including annotations for all patients
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could be more easily compared using binned representations. At the same time, another advantage is
the suppression of the noise present in raw data. On the other hand, selecting an algorithm able to fit
the values from the continuous to the discrete domain should be carefully evaluated to reduce the loss
of information. Authors compared the performance of different classifiers applied to both continuous
and discretized genetic expression data. The author’s procedure included a preliminary reduction of the
feature set to decrease their correlation using the minimum redundancy maximum relevance (MRMR)
algorithm for binned data and F-test or t-test feature ranking on continuous values. Among classifiers
applied on continuous and discretized data, their research showed better performance on the latter.
Discretization is also a procedure that could facilitate the identification of sub-groups of genes involved in
cancer genesis as found by [21]. The authors used a discretization scheme to define three intervals, finding
a harmonious relationship between binned data and transcriptomic profiles in renal cell carcinoma. In
general, discretization algorithms could be divided into splitting and merging algorithms [22], also called
top-down and bottom-up (SM Section 3).

2.5. Primary discretization algorithms

Discretization of GED measurements creates a non-overlapping partition of the vast spectrum of con-
tinuous values coming from gene expressions. The fundamental division could be intended in three levels:
“activation”, “inhibition”, or “no modifications” as assumed by some forms of the MRMR algorithm.
However, there is no limit to the discretization levels achievable by an algorithm, and it depends on the
kind of inference planned and also by the trade-off between computational complexity and information
loss that each discretization entails [23]. Discretizers were evaluated in two modes

1. as a stand-alone primary discretizer
2. inserted in a sequence of two discretization phases: a pre-binning followed by a primary discretizer or

a primary discretizer followed by refinement or optimization of the levels

Primary discretization algorithms are listed below, whereas extended details were enclosed in Supple-
mentary Materials Section 3.1.

• CAIM (Class-Attribute Interdependence Maximization) [24]
• CACC (Class-Attribute Contingency Coefficient) value, as conceptualized by [25]
• Ameva, using the formulation proposed in [26]
• MDLP (Minimum Description Length Principle) [27]
• ChiMerge [28]
• Modified Chi2 (Mod Chi2) as presented in [29]
• Extended Chi2 (Ext Chi2) [30]
• CART decision tree-based discretization [31]
• XGB discretizer [32]

2.6. Classifiers

Baseline estimators included näıve bayes (NB), random forest (RF), logistic regression (LR), and
support vector machines (SVM) similarly to [33] except for the usage of random forest instead of linear
discriminant analysis. They were adjusted to account for class imbalance using cost-sensitive learning,
weighting class instances during model training, or adjusting prior probabilities of the classes (for näıve
bayes). A fifth classifier (i.e., Dummy [34,35]) acted as chance level reference and behaved independently
from the information contained in the training data. During Section 3.2, the voting feature intervals
classifier (VFI) [36] was applied on the discretized data-set; it has already been applied to biological
data in [37]. Within Section 3.3 and Section 3.4, additional classifiers were added in the analysis and
described in the relative section. Classifiers’ efficiency was measured by ROC AUC applying 10-fold
stratified cross-validation (CV) to preserve the representation of target classes in the training set. In
addition, cross-validation offers the possibility of capturing the inter- and intra-subject variability typical
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of biomedical data showing the standard deviation of CV rounds. When performance scores were reported
in tables, decimals were rounded to reduce row length.

2.7. Statistical tests

Non-parametric statistical tests were preferred for their capacity to handle unknown statistical distri-
butions and for being less sensitive to outliers. Depending on the situation encountered the Mann-Whitney
U, Wilcoxon signed-rank, or the Kruskal-Wallis tests were applied to determine differences between ex-
perimental results. In the case of Kruskal-Wallis test, post-hoc interpretation was with Dunn’s test and
Bonferroni correction. Tables with statistical summaries were included in Supplementary Materials (Sec-
tion 9) with values rounded to reduce text width.

3. Results

Data investigation involved four different numerical experiments, each one with a dedicated pipeline
for survival rate modeling, as summarized in Figure 5. A standard approach was embodied in Section 3.1,
while three alternatives involving specific sequences of discretization stages were proposed throughout
other numerical experiments: a primary discretizer preceding a refinement scheme (Section 3.2 and Sec-
tion 3.3) or a pre-binning followed by the primary discretization algorithm (Section 3.4). In addition, a
class separability measure was introduced (mathematical formulation in SM Section 4) to determine how
severable a set of classes are in their multi-dimensional feature space: it provides an alternative score to
support our analysis assessing PCA and NCA outcomes.

Figure 5. Overview of the four numerical experiments for GED analysis in bladder cancer

3.1. Numerical Experiment 1

The first experiment investigated if attributes of discretized data-set could be diminished and how
this operation impacts classification. Two of the most popular dimensionality reduction techniques were
applied: principal component analysis (PCA) and neighborhood components analysis (NCA). Initially,
they were compared to non-linear techniques based on manifold learning and t-distributed stochastic
neighbor embedding [38]. This preliminary evaluation showed that non-linear techniques did not overcome
PCA and NCA performance. For this reason, NCA and PCA will be used throughout the study as
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leading methods for dimensionality compression. Discretized and reduced data-sets were graded using
five classifiers: Table 2 and Table 3 reported mean ± standard deviation of the area under the receiver
operating characteristic curve (ROC AUC) for the best discretizer. In a second attempt to verify both
the robustness of outcomes and behavior of classifiers, ±5% uniform or gaussian random noise was added
to the discretized levels. It could be asserted that certain discretization methods output a level in the
form of an integer after assembling data in intervals, and not all classifiers can correctly handle integer
values. For this reason, additional tests after noise injection were carried out together with calculation of
the class separability metric (SM Section 4) because, in classification problems, the reconstruction error
alone does not measure the quality of the subspace: in supervised learning, class labels are available, and
the discriminative ability could be taken into consideration. Tables collecting analysis with the addition
of noise are available in the supplement (SM Section 5: Table 11, Table 12 for PCA and Table 13, Table 14
for NCA).

Table 2. Best discretizer using different configurations of PCA components

PCA (ROC AUC)

Comp. RF LR NB SVM Dummy

2 Ext Chi2 0.64±0.1 CAIM 0.68±0.1 CAIM 0.68±0.1 CAIM 0.69±0.1 MDLP 0.54±0.07
3 Ext Chi2 0.62±0.09 CAIM 0.69±0.12 CAIM 0.69±0.1 CAIM 0.69±0.11 CART 0.55±0.09
4 Ext Chi2 0.63±0.1 CAIM 0.69±0.11 CAIM 0.68±0.1 CAIM 0.67±0.1 ChiMerge 0.54±0.06
5 AMEVA 0.64±0.12 CAIM 0.69±0.11 CAIM 0.67±0.1 CAIM 0.68±0.09 XGB 0.52±0.08
6 Ext Chi2 0.64±0.09 CAIM 0.69±0.11 CAIM 0.69±0.1 CAIM 0.68±0.09 CAIM 0.55±0.08
7 Ext Chi2 0.63±0.09 CAIM 0.68±0.12 CAIM 0.69±0.09 CAIM 0.67±0.1 CART 0.55±0.06
8 Ext Chi2 0.64±0.09 CAIM 0.68±0.12 CAIM 0.68±0.1 CAIM 0.66±0.11 Ext Chi2 0.52±0.08
9 Ext Chi2 0.63±0.1 CAIM 0.68±0.12 CAIM 0.68±0.1 CART 0.68±0.12 CART 0.53±0.08
10 Ext Chi2 0.64±0.09 CART 0.67±0.13 CAIM 0.68±0.11 CART 0.67±0.11 CART 0.55±0.06
11 Ext Chi2 0.64±0.1 CART 0.68±0.11 CAIM 0.67±0.11 CART 0.68±0.1 MDLP 0.55±0.1
12 Ext Chi2 0.64±0.09 CART 0.67±0.11 CAIM 0.66±0.1 CART 0.67±0.1 CART 0.53±0.1
13 AMEVA 0.64±0.12 CART 0.68±0.11 CART 0.66±0.12 CART 0.68±0.1 XGB 0.54±0.08
14 CART 0.64±0.08 CART 0.67±0.11 CAIM 0.67±0.12 CART 0.68±0.1 XGB 0.52±0.04
15 AMEVA 0.66±0.12 CART 0.71±0.11 CART 0.7±0.11 CART 0.7±0.11 CART 0.54±0.05
16 CART 0.68±0.09 CART 0.71±0.11 CART 0.69±0.11 CART 0.7±0.1 CART 0.54±0.06
17 CART 0.66±0.08 CART 0.71±0.11 CART 0.69±0.12 CART 0.7±0.11 CART 0.53±0.06
18 CART 0.67±0.09 CART 0.7±0.11 CART 0.69±0.12 CART 0.7±0.11 XGB 0.55±0.1
19 CART 0.68±0.09 CART 0.7±0.11 CART 0.69±0.12 CART 0.69±0.12 Mod Chi2 0.53±0.06
20 CART 0.66±0.05 CART 0.7±0.11 CART 0.69±0.11 CART 0.69±0.12 AMEVA 0.57±0.06
21 CART 0.67±0.09 CART 0.7±0.11 CART 0.7±0.09 CART 0.69±0.12 MDLP 0.55±0.05
22 CART 0.68±0.09 CART 0.69±0.12 CART 0.71±0.09 CART 0.68±0.12 CART 0.54±0.06
23 CART 0.68±0.09 CART 0.7±0.12 CART 0.71±0.09 CART 0.69±0.12 XGB 0.56±0.1
24 CART 0.7±0.08 CART 0.7±0.12 CART 0.71±0.09 CART 0.69±0.12 XGB 0.53±0.07
25 CART 0.66±0.08 CART 0.7±0.12 CART 0.71±0.09 CART 0.69±0.12 Ext Chi2 0.53±0.06

Kruskal-Wallis H-test confirms a significant difference between classifiers and the chance level (ex-
emplified by the Dummy classifier) in the outcomes of CV for all NCA and PCA dimensions. Reduced
number of NCA components in combination with the random forest classifier shows a stable performance
on Table 3: between 2 to 8 NCA components, AUC ranges between 0.78 and 0.8 on XGB discretized data.
Addition of uniform noise keeps AUC score stable (range 0.78 to 0.79, SM Table 13) maintaining the
preference for XGB as discretizer. After insertion of gaussian noise (SM Table 14), the best performance
(AUC range from the 2nd to the 7th components is between 0.77 and 0.81) is shared by XGB and MDLP
as leading discretization algorithms. There is not noticeable oscillation of AUC values between noisy and
non-noisy conditions confirmed by the lack of statistical significance at Kruskal-Wallis test (SM Table 45,
SM Table 46). Standard deviation stays inside the range 0.06 to 0.09, even with a reduced number of
components especially for RF classifier. Statistically, it is also significant the AUC variation between
RF and the other classifiers, while there is no difference between NB, LR, and SVM outcomes (Dunn’s
post-hoc test, SM Table 37 and SM Table 40).

Class separability measure supports the same trend: when NCA is applied as method to decrease the
dimensionality of the data-set, separability between two target classes increases as shown in Figure 2.
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Table 3. Best discretizer using different configurations of NCA components

NCA (ROC AUC)

Comp. RF LR NB SVM Dummy

2 XGB 0.79±0.08 CAIM 0.7±0.12 CAIM 0.72±0.1 CAIM 0.7±0.12 XGB 0.53±0.07
3 XGB 0.78±0.07 CAIM 0.7±0.12 CAIM 0.7±0.11 CAIM 0.7±0.12 MDLP 0.53±0.07
4 XGB 0.78±0.07 CAIM 0.7±0.09 CAIM 0.7±0.1 CAIM 0.7±0.09 Mod Chi2 0.55±0.06
5 XGB 0.79±0.08 CAIM 0.7±0.12 CAIM 0.71±0.11 CAIM 0.69±0.1 Mod Chi2 0.56±0.07
6 XGB 0.8±0.09 CAIM 0.7±0.1 CAIM 0.71±0.1 CAIM 0.69±0.1 CART 0.56±0.1
7 XGB 0.79±0.08 CAIM 0.69±0.1 CAIM 0.71±0.1 CAIM 0.69±0.09 AMEVA 0.53±0.08
8 XGB 0.8±0.08 CAIM 0.69±0.1 CAIM 0.7±0.11 CAIM 0.68±0.08 CACC 0.53±0.07
9 XGB 0.76±0.08 CAIM 0.69±0.1 CAIM 0.7±0.11 Ext Chi2 0.68±0.08 CART 0.53±0.07
10 XGB 0.78±0.06 Ext Chi2 0.68±0.08 CAIM 0.7±0.11 CART 0.68±0.11 CAIM 0.55±0.11
11 XGB 0.78±0.07 Ext Chi2 0.68±0.08 CAIM 0.7±0.11 CART 0.68±0.11 CART 0.53±0.07
12 XGB 0.78±0.09 Ext Chi2 0.68±0.08 CAIM 0.7±0.12 Ext Chi2 0.68±0.08 CAIM 0.55±0.08
13 XGB 0.76±0.05 Ext Chi2 0.68±0.08 CAIM 0.7±0.11 CART 0.68±0.1 ChiMerge 0.54±0.06
14 XGB 0.77±0.06 Ext Chi2 0.68±0.08 Ext Chi2 0.69±0.07 CART 0.69±0.1 MDLP 0.55±0.07
15 XGB 0.78±0.07 CART 0.71±0.11 CAIM 0.69±0.11 CART 0.71±0.11 CART 0.52±0.07
16 XGB 0.78±0.08 CART 0.7±0.12 CAIM 0.69±0.11 CART 0.68±0.11 AMEVA 0.54±0.06
17 XGB 0.76±0.06 CART 0.71±0.11 CAIM 0.7±0.12 CART 0.7±0.11 MDLP 0.58±0.06
18 XGB 0.77±0.06 CART 0.7±0.11 CAIM 0.7±0.12 CART 0.7±0.11 CART 0.54±0.06
19 XGB 0.77±0.05 CART 0.7±0.11 CAIM 0.7±0.12 CART 0.7±0.11 CART 0.55±0.05
20 XGB 0.77±0.05 CART 0.7±0.11 CAIM 0.7±0.11 CART 0.69±0.12 ChiMerge 0.54±0.08
21 XGB 0.77±0.07 CART 0.69±0.12 CAIM 0.7±0.12 CART 0.69±0.12 MDLP 0.54±0.08
22 XGB 0.75±0.08 CART 0.7±0.12 CAIM 0.7±0.11 CART 0.69±0.12 CART 0.53±0.07
23 XGB 0.77±0.07 CART 0.7±0.12 CAIM 0.7±0.11 CART 0.69±0.12 CART 0.55±0.08
24 XGB 0.76±0.06 CART 0.71±0.12 CAIM 0.7±0.11 CART 0.69±0.12 CACC 0.53±0.07
25 CART 0.75±0.07 CART 0.7±0.12 CAIM 0.72±0.11 CART 0.69±0.12 XGB 0.54±0.07

Furthermore, when the number of components decreases, class separability is higher. Class separability
metric when comparing NCA vs PCA series shows a significant difference in all discretizers, while noise
addition reduces score difference between NCA and PCA for certain discretizers only (Mann-Whitney
rank test in SM Table 44). When effect of noise injection is evaluated separately for NCA and PCA series,
noticeable differences on class separability metric are present in few discretizers: Modified Chi2, Extended
Chi2 and MDLP, with Kruskal-Wallis H-test (SM Table 43). However, this effect on class separability
measure is not fully embodied by classification outcomes.

In SM Figure 1 it is observable how random forest obtained the highest ROC AUC on NCA compo-
nents from XGB the discretized data. Topmost AUC score with lowest number of NCA components was
selected as simplified model and analyzed using precision, recall and F1 score. Concluding model for this
experiment is the RF classifier on XGB data (Table 4).

Table 4. RF classifier on 5 NCA features selected from XGB discretized
data

precision recall f1-score number of occurences

class:“Alive” 0.73 0.75 0.74 226
class:“Dead” 0.67 0.64 0.66 179

accuracy 0.70 405
macro avg 0.70 0.70 0.70 405

weighted avg 0.70 0.70 0.70 405

3.2. Numerical Experiment 2

VFI classifier can simultaneously act as a distiller of the discrete levels received as input and as
a classifier for bladder cancer outcome modeling. It was implemented to refine the outcomes of the
primary discretization algorithm, leading to a uniform leveling of the data, forcing constant interval
widths for each feature of the data-set. In this procedure, end-points play a critical role because the
algorithm takes advantage of considering only the lower bound as part of the interval, assuming that values
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increase monotonically. It happens naturally when discrete levels are sorted in ascending order. Initially,
VFI discriminative performance was tested on the log-transformed data-set without discretization, but
effectiveness increased when associated with discretized log-transformed values. Refinement of the VFI
bins was also attempted with another technique, based intervals with the same nearest center as a 1D
k-means cluster. However, k-means procedure provided intervals larger than those present in the original
discretized levels created by the primary discretizers, increasing complexity of the model rather than
simplifying it. For this reason, VFI was associated with uniform leveling, and it was tuned to obtain an
optimal number of intervals checking AUC at CV. After tuning phase, prediction of the survival patterns
was collected in Table 5, both as AUC and balanced accuracy. Number of discretized levels in the data-set
changed according to each discretization algorithm and all feature had its own: in Table 5 it is reported
the total number of unique levels.

Table 5. VFI Cross-Validation outcomes and optimal number of bins

Discr. AUC Bal. Accuracy Original levels VFI levels

CACC 0.99±0.003 97.63±2.65% 199 189

ChiMerge 0.98±0.01 94.39±3.34% 51 43

CART 0.89±0.08 82.55±10.17% 18 15

AMEVA 0.78±0.09 70.00±7.03% 8 6

So far, the analysis involved the whole feature set, but it could be meaningful to reveal how single
features contribute to the prediction. For each component of the bladder cancer data-set, to evaluate
its contribution in terms of entropy, information theory metrics IG, iv, and IGR (SM Section 6.1) were
calculated and used to sort features contribution in descending order. The optimal number of features
was identified by selecting those corresponding to the highest F1 score amid 10-Fold stratified CV; adding
more features did not improve the predictive performance of the classifier. Results are in SM Figure 4
and also reported in Table 6.

Table 6. VFI Feature selection based on information theory metrics

Metric Num. Feat. AUC Bal. Acc. Aver. Prec. F1

ChiMerge

IG 16 0.984±0.021 0.951±0.049 0.983±0.023 0.945±0.056

iv 20 0.987±0.017 0.949±0.03 0.986±0.017 0.944±0.033

IGR 24 0.987±0.017 0.946±0.031 0.987±0.016 0.941±0.034

CACC

IG 11 0.999±0.002 0.981±0.018 0.999±0.002 0.98±0.019

iv 21 0.998±0.003 0.981±0.021 0.997±0.003 0.98±0.022

IGR 19 0.997±0.004 0.98±0.018 0.997±0.004 0.98±0.019

Application of NCA for dimensionality reduction as an alternative to feature selection did not provide
comparable results in performance with information theory metrics outcomes (results on NCA included in
the Supplementary Materials Section 6.2). Feature reduction to 16 or 11 based on information gain (IG)
preserves the performance of the VFI classifier but at the same time simplifies the model. Concluding,
evaluation carried out using the best 11 features selected by IG criterion on the CACC discretized data
(it is the procedure with the highest performance in Table 5) is shown in Table 7 after CV.

Table 7. VFI classifier over 11 IG features from CACC discretized data

precision recall f1-score number of occurences

class:“Alive” 0.97 1.00 0.98 226
class:“Dead” 0.99 0.97 0.98 179

accuracy 0.98 405
macro avg 0.98 0.98 0.98 405

weighted avg 0.98 0.98 0.98 405
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3.3. Numerical Experiment 3

The analysis focused on binning data values exploiting the weight of evidence (WOE, SM Section 7.1),
and evaluating its possible application in the field of gene expression data. The numerical approach tried
during experiment 2 suggested further attempts towards a similar methodology because the primary dis-
cretizer probably produces sub-optimal intervals. Analysis advanced using primary binning algorithms
accompanied by a secondary WOE phase, leading to an optimization of the levels based on the WOE
principle. Optimal data split maximizes Jeffreys’ divergence [39], also known as information value (IV)
metric. At the end of this process, instead of using the numerical levels yield by the optimization proce-
dure, weights computed during optimal split determination were used as input features for the classifiers
(predictions reported in Table 8). Among different attempts (SM Tables 16, 17, 18, 19), the most success-
ful approach required a sequence of CART algorithm and WOE optimized stage. WOE methods based
on intervals with equal width, CART or intervals enclosing equalized frequency counts gave promising
results to discriminate the disease outcome. Out of all classifiers tested, linear SVM was the utmost
model.

Table 8. Two steps discretization with final optimized binning scheme

Data Transf. Init. binning Binning with opt. ROC AUC Classif. Dummy

Log-transf. z-scores CART CART 0.868±0.070 Linear SVM 0.525±0.105
Log-transf. z-scores CART Equal-width 0.879±0.065 Linear SVM 0.490±0.072
Log-transf. z-scores CART Equal-freq 0.862±0.076 Linear SVM 0.490±0.097
Log-transf. z-scores CART MDLP 0.699±0.086 Gaussian Process 0.497±0.068

Finally, features extracted with the procedure as mentioned above were ranked by recursive feature
elimination selecting only a subset of relevant ones with a stratified cross-validation (10 folds, SM Fig-
ure 5). The operational recipe of this procedure was uncovered to choose genes significant for cancer
diagnosis. The optimal number of WOE features after recursive feature elimination is 21. On this re-
duced data-set, samples were evaluated using the equal-width optimization scheme with CART as the
primary binning stage. In Table 8, this sequence leads to the most satisfactory results associated with a
linear SVM classifier; thus, this pipeline was appraised separately Table 9 as a conclusive model.

Table 9. Linear SVM classifier with CART pre-binning and optimized
discretization based on intervals with equal width

precision recall f1-score number of occurences

class:“Alive” 0.83 0.84 0.84 226
class:“Dead” 0.80 0.78 0.79 179

accuracy 0.81 405
macro avg 0.81 0.81 0.81 405

weighted avg 0.81 0.81 0.81 405

An alternative example established on a reduced number of NCA components is available in the
Supplementary Materials Section 7.2.

3.4. Numerical Experiment 4

3.4.1. Uniform distribution mapping

In the course of previous experiments, a logarithmic transformation was employed before each empir-
ical investigation. However, a single family of transformations may not approximate gene-specific vari-
ance. For example, authors of [40] demonstrated how an asymmetric Laplace distribution shows better
goodness-of-fit rather than gaussian for microarray data. Among alternatives to normality, another dis-
tribution that found some interest for gene expression statistical analysis is the uniform one [41] both for
microarray and RNA-seq data-sets. In numerical experiment 4, gene expression values were transformed
according to a uniform mapping in range 0 to 1 using a set of landmarks to subdivide the cumulative dis-
tribution function. In this way, the uniform transformation could be interpreted as a pre-binning phase of

39



M. Nascimben, M. Venturin, L. Rimondini

the data. Mapping to a uniform distribution affects outliers, making them indistinguishable from inliers.
In the data-set under investigation, the number of outliers seems negligible (Table 1), between 0% and 2%
compared to the total number of samples. In this case, the transformation will not create bias by shrink-
ing the distance between outliers and inliers. Initially, an exploratory study was prepared to determine
the number of landmarks for the transformation (results in Supplementary Materials, Section 8). Five
different values were selected as landmarks to determine the optimal cutting points of the cumulative
distribution function (N/2, N/4, N/8, N/16, N/32). For landmark optimization, the CART algorithm
was the preferred choice and used in later analysis stages (uppermost AUC among all discretizer, SM
Table 31, SM Table 33). During the landmark tuning phase, NCA was favored over PCA because the
class separability metric (SM Figure 7) showed a statistically significant difference between NCA and
PCA with the Mann-Whitney rank test (p� 0.01 for all landmarks, SM Table 48). The NCA study that
identified the optimal number of landmarks (SM Section 8) to develop a pre-binning stage in the final
model is summarized in Figure 6. Number of landmarks corresponding to maximal AUC is 51 with 5
NCA components.

Figure 6. Optimal landmark selection: Uniform transf. NCA dim. red.

3.4.2. Normal distribution mapping

Biological data (if the sample is large enough) usually approximate a normal distribution [42] that
embodies the natural inter-subject variability occurring for expression levels of all genes. In this section,
each gene expression was mapped to a gaussian distribution with standardized outputs (mean value of 0
and a standard deviation of 1.0) to reproduce the theoretical normal distribution expected in biological
samples. This methodology was similar to the one applied during uniform distribution mapping, including
evaluating the number of landmarks needed to discretize the cumulative distribution function. Class
separability measure showed a significant difference between landmarks at Mann-Whitney rank test
mimicking the pattern seen for the uniform distribution (SM Table 50). For landmark selection, we
applied a CART discretizer as primary algorithm together with NCA decomposition (SM Table 32, for
PCA SM Table 34). CART algorithm was selected being the best one among others at exploratory study
both for PCA and NCA. Top performance at cross-validation is summarized in Figure 7 with standard
deviation added as a thin line with a marker on the endpoint. As found during uniform transformation,
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NCA maintains higher performance with fewer components than PCA: it could be possible to choose
five NCA components with a reduced number of landmarks to obtain fair results and keep variance low
(below ±5% of AUC). Moreover, reducing the landmarks for distribution mapping from 51 to 13 did not
modify the classification outcomes in both cases. The concluding model consisted of 51 landmark points as
estimated ranks of the cumulative distribution function needed to map a normal distribution, collecting
five NCA components. These parameters were the same found during Uniform mapping, facilitating
comparative analysis between models due to their congruity.

Figure 7. Optimal landmark selection: Normal transf. NCA dim. red.

3.4.3. Models of numerical experiment 4

CART discretized data from uniform or normal mappings reached top-notch AUC values (SM Ta-
bles 31, 32, 33, 34) both at NCA and PCA transformations. Five NCA components were enough to
reach the peak AUC, and this parameter was selected for the conclusive Uniform (Table 10) or Normal
(Table 11) models. Classifier with the top AUC is the k-NN, with little difference between k-NN out-
comes and RF ones (SM Tables 23, 28). In conclusion, choosing 51 landmarks for both Uniform and
Normal mappings seem an acceptable compromise to obtain an accurate data transformation and an
initial pre-binning simultaneously.

Table 10. k-NN classifier on CART discretized data with 5 NCA compo-
nents and 51 landmarks for quantile transformation as pre-binning (Uni-
form distr.)

precision recall f1-score number of occurences

class:“Alive” 0.87 0.90 0.88 226
class:“Dead” 0.87 0.83 0.85 179

accuracy 0.87 405
macro avg 0.87 0.87 0.87 405

weighted avg 0.87 0.87 0.87 405
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Table 11. k-NN classifier on CART discretized data with 5 NCA compo-
nents and 51 landmarks for quantile transformation as pre-binning (Nor-
mal distr.)

precision recall f1-score number of occurences

class:“Alive” 0.84 0.92 0.88 226
class:“Dead” 0.88 0.78 0.82 179

accuracy 0.85 405
macro avg 0.86 0.85 0.85 405

weighted avg 0.86 0.85 0.85 405

4. Discussion

In the present work, four different experiments were carried out to determine if quantitative gene
alterations can effectively predict patient outcome after bladder cancer diagnosis. We experimented with
distinct analysis pipelines throughout the study to forecast disease prognosis while trying to balance
model complexity and simplification. Moreover, the involvement of different techniques and methodologies
delivered four distinct approaches exposed in the numerical experiments as outlined in Figure 5.

During the first experiment (Section 3.1), a single data discretization step was taken into account.
This first pipeline is the one that shows lower results in terms of predictive capacity. It can be considered
a preliminary step to build up evidence towards using different strategies for analyzing the bladder
cancer data-set. During this session, injection of ±5% uniform or gaussian random noise was attempted
to evaluate classifiers’ behavior after converting discrete levels into floats. It should be noted that not
all discretization algorithms tested imply transforming the input values into integers. Among classifiers,
the näıve bayes are specifically selected for their capacity to handle data converted in levels. However,
the addition of noise didn’t increase the performance of classifiers, implying it is possible to use primary
discretizer outputs directly as classifiers inputs. Also, statistical test proved the absence of effect provided
by noise addition. The last evaluation showed that RF performed better than other classifiers (accuracy
70%), especially on XGB discretized data.

A specific classifier was selected for the second experiment (Section 3.2): the VFI algorithm works on
singles features (gene expressions), creating sets of values (intervals) for each feature grouped by classes
(target variable). Combining all bound values of each feature, it could be possible to build consecutive
intervals all along the training phase. During testing, counts of class instances falling into each interval
were computed by voting to distinguish class membership. It was possible to notice how VFI slightly
reduces the number of bins pre-computed by the primary discretization algorithm, with higher classifica-
tion scores obtained in combination with ChiMerge and CACC (accuracy 98%). It is proper to mention
how VFI acted as a refinement of the levels created by primary discretization, at the same time leading
to an accurate prediction of the disease outcome.

The pipeline of the third numerical experiment (Section 3.3) involved a preliminary discretization
of the data followed by an optimized binning based on the weight of evidence technique. Again, the
optimized binning could be seen as a kind of refinement or adjustments of the levels produced by the
primary discretization algorithm to fit the target variable better. Optimization of an initial granular
discretization is a problem already addressed by commercial math software; however, we based our
analysis on custom solution borrowed from [43] for credit risk modeling. In financial engineering, optimal
binning is a problem primarily investigated for credit loss modeling to predict high or low-risk operations
with credit cards [44]. In this study, the dichotomic nature of disease outcome is compatible with the
“event” or “non-event” scheme used in financial modeling. During experiment three, after a primary
discretization process, CART was chosen as the primary discretizer because it showed effective results
along the whole analysis pipeline. A secondary binning phase tried to optimize CART levels using four
methodologies (a tuned CART, MDLP, equal frequency intervals or equal width intervals). The weights
associated with the optimized binning intervals were used as input features for classification. Weights
associated with optimal intervals are in linear relation with them, allowing us to use weights instead
of discrete levels to reduce computational times by exploiting floating-point arithmetic on commodity
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hardware. Final model of this section reached an accuracy of 81% with linear SVM classifier.
Forth numerical experiment (Section 3.4) tried to corroborate if other non-linear conversions could be

successful alternatives to the log-transformation of GED attributes. GED was mapped to a uniform or a
normal distribution, offering good strategies to substitute logarithmic transformation with the purpose of
GED preparation before starting a machine learning workflow. In numerical experiment four, uniform and
normal mapping were shaped to act as initial pre-binning, discretizing the cumulative distribution func-
tion by a certain number of landmarks (accuracy 87% and 85%, respectively). When log-transformation
was combined with discretization algorithms (Section 3.1), it didn’t provide better results than uniform or
normal data mapping applied on the same data. In Section 3.4, AUC of the most exemplary discretization
schemes have noticeable differences in performance across NCA dimensions. Kruskal-Wallis test confirms
this observation (H=50.41, p � 0.01), and Dunn post-hoc test substantiates that performance across
NCA dimensions is different between log-transformation and uniform or normal ones (SM Section 10).
In GED analysis with positively skewed values, if scientists plan to apply a discretization scheme during
the pre-processing phase, a uniform or normal transformation could be appraised as alternatives to the
logarithmic one.

In experiment two (Section 3.2), the pipeline involving CACC and VFI offered the best modeling of
the GED under exam. However, it should be mentioned that the present study has some limitations. All
analyses were carried out on a single GED data-set. While potentially it is a helpful benchmark for other
researchers working on the same kind of data, the generalizability of the results is restricted. In addition,
genes were pre-selected among those that demonstrated solid prognostic value in previous investigations.
Compared to biological data collected in laboratories, the data-set under investigation could be less noisy
and redundant. Usually, noise decreases performance and increases the complexity of machine learning
models; for this reason, it is a common practice to pre-process GED to clean out unnecessary noise [45].
Our models took advantage of this pre-selected pool of GEDs, excluding disturbance sources, hence
focusing on robust algorithm evaluation. Lastly, data under investigation involves exposed individuals at
the time of outcome status evaluation. This kind of dataset is suitable for machine learning modeling
and hypothesis generation, but such models require further experimental studies for clinical validation.

4.1. Algorithm derived from Numerical Experiment 2

To sum up our analysis, the leading pipeline obtained during numerical experiment two (Section 3.2) is
described in the form of a single algorithm, merging two different approaches (class-attribute contingency
coefficient and voting feature intervals) in one routine. Given a feature fj in the data-set composed of
xi samples and C classes, Algorithm 4.1 calculates cacc variable as in Section 2.5 together with VFI
classifier intervals. After each attribute is discretized, routine counts the number of instances of each
class on particular intervals using this information to build the voting scheme for that feature. Class
membership of test set instances is determined separately for each feature, and then all contributions are
summed to select predicted class by majority voting.

5. Conclusions

In this study, a newly released bladder cancer dataset was evaluated to provide machine learning
models addressing survival rate prediction. For gene expression data analysis, a common practice is to
log-transform raw gene expressions and work on discretized data, but in Sections 3.2, 3.3, and 3.4, we
checked three expansions of this procedure. According to the present investigation, two-stage binning
schemes had higher forecasting effectiveness compared to stand-alone discretization. This study gathers
evidence towards using a double discretization approach on gene expression data analysis applying a
primary discretizer followed by a refinement of the levels or a pre-binning employing data transformation
before the main discretization algorithm. The usage of ChiMerge or CACC obtained the most satisfactory
results as primary discretization algorithms followed by the voting feature intervals classifier acting as
drainer of original levels and at the same time as a predictor. In the future, this double discretization
approach will be furtherly extended to other datasets and types of omics data.
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Algorithm 4.1 Combination of CACC and VFI in a single procedure

globalcacc=0
for all features fj in data-set do

D = [min(fj);max(fj)]
sort(fj)
for x in fj do

B = B ∪ (xi−1 + xi)/2
end for
D′ = D ∪B
k = 2
while cacc>globalcacc and k≤n do

cacc =
√

y′

y′+M ∀ k intervals inD′

where max(cacc)→ D ∪ (xi−1 + xi)/2
k + +
globalcacc=max(cacc)

end while
trainx, testx = split(fj)
for ci in C do

G = G ∪ [min(trainx ∈ ci);max(trainx ∈ ci)]
end for
sort(G)
∀ [gi−1; gi] in G and ∀ ci in C,→ voting scheme=count(trainx ∈ ci)/count(ci)
for x in testx do

which [gi−1; gi] ∈ x→ votex ↔ voting scheme
end for

end for∑
vote ∀ features→ ∀x ∈ testx, max(vote) = predicted class

List of abbreviations

AUC Area Under Curve
CACC Class-Attribute Contingency Coefficient
CAIM Class-Attribute Interdependence Maximization
CART Classification And Regression Tree
Comp Components
CV Cross-Validation
GED Gene Expression Data
IG Information Gain
IGR Information Gain Ratio
iv Intrinsic value
IV Information Value
k-NN k-Nearest Neighbors
LR Logistic Regression
MDLP Minimum Description Length Principle
MRMR Minimum Redundancy Maximum Relevance
NB Näıve Bayes
NCA Neighborhood Components Analysis
PCA Principal Components Analysis
RF Random Forest
ROC Receiver Operating Characteristic
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SVM Support Vector Machine
SM Supplementary Materials (Appendix file)
VFI Voting Feature Intervals
WOE Weight of evidence
XGB Extreme Gradient Boosting
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