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Abstract: The assessment of the suitability of a wind system 

depends largely on the prediction of the wind potential. Indeed, 

the variability and uncertainty inherent in renewable energy 

sources can have a significant impact on accurate and reliable 

prediction of the power produced. Wind sources are needed at 

different time stages and at different altitudes. Thus, putting in 

place tools for predicting these wind resources is essential for 

their effective integration in the frame of electricity generation. 

In this context, the paper of this study is to propose a short-term 

wind energy prediction method through the formation of 

historical wind velocity data based on neural networks. This 

assessment involves modelling wind speed using ANN through 

the feed-forwad network. So, ANN are at the basis of adaptive 

identification methods and intelligent command laws. In this 

sense, first, the process of forecasting wind energy involves the 

creation of a raw data base, which is then filtered by probabilistic 

neural network. More concretely, the contribution of the work 

can be given in the form of technical results. These results start 

with a proposal of the theoretical models, then it is given the 

approach method that is used, then it is proposed the design of 

the system and the whole is closed by a performance evaluation. 

As far as performance evaluation is concerned, it is presented in 

the form of the results of analysed simulations of the forecast 

model. In practical terms, it should be noted that the proposed 

model also provides a high degree of accuracy for the measured 

data. In the end, normalized average absolute errors were 

recorded between 4.7% and 4.9%. As, it was found a regression 

factor R (measures the correlation between output-Target) 

between 91% and 96% for the site of the northern Mauritanian 

coast. This is largely acceptable for similar calculations. 

Keywords: Artificial Neural Networks (ANN), MATLAB, 

Mathematical model, Mauritanian north coast, Wind speed 

prediction, Wind power prediction  

Abbreviations: ANN, Artificial Neural Networks; GA, Genetic 

Algorithm  

I. INTRODUCTION 

It is important to note that in the bibliography [1, 2, 3, 4], a 

multitude of prediction methods of varying utility are 

discussed.  
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If, the first gives the predictions of natural disasters that fall 

within the framework of the security of people and their 

property (example earthquakes in the Indonesian region),  

on the other hand the second article talks about machine 

learning algorithms and validates the results using Mean 

Absolute Error (MAE) and Mean Square Error (RMSE). 

It is also possible to cite the example in [3] for the 

improvement of technical systems on the basis of the genetic 

algorithm (GA).Without forgetting, the article [4] whose 

author proposes an innovative approach to finding response 

keywords from a given corpus of news or data titles, 

realized with the use of Gated Recurrent Unit (GRU). Thus, 

in the present paper, the problem posed is that a large part of 

the sites of the Mauritanian coast are isolated from the 

national electricity grid and their majority are inhabited by 

sinners, without drinking water for their food needs, without 

means of conservation for their fishery products. These 

problems can find the solution through the wind application 

which has environmental protection benefits of these sites. 

In fact, wind speed forecasts can help to determine and 

optimize the location of weather observation station 

networks that are able to detect sites with the best wind 

potential [5] estimate the electricity production associated 

with daily operations as in [6]. With regard to the accuracy 

of forecast models, to be predicted, an example is proposed 

in [7] which is the high-quality model by NWP (Numerical 

Wearther Prediction), but has not been used for wind 

power.On the other hand, the model proposed in [8] is 

available every hour within the forecast horizon up to 12 

hours or more, to take into account the influence of local 

speed and wind direction. It uses a data exploration 

approach with a model neighbouring k-plus. In the end, the 

approach chosen for this paper which v& guide our work 

will be summarized as follows: in part (2) it will be 

presented the site, as, it will be proposed in (3) the structures 

of neuron networks of type feed- forwad. Then, the results 

will be proposed in part (3) as a theoretical development of 

the neural networks feed-forwad. In addition, it will be 

given in these results the approach of the algorithm. Then, it 

will be proposed the system design by data preparation 

which is followed by an evaluation of the performance of 

the prediction method and in the end, a conclusion will be 

made to close this work. 

A. Brief description of study area 

The locality of BALLAWACK is located in the northern 

zone of the Mauritanian coast. It is located on the edge of 

the Atlantic Ocean between the town of Nouakchott to the 

south and the town of Nouadhibou to the north (latitude 

18.52° and longitude 16.07°).  
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This community is populated by about 440 people with 

infrastructure such as a naval training centre. The activity of 

the populations, as has been said, is distinguished 

exclusively by the exploitation of the resources of the 

fishery. 

II. MATERIALS AND METHODS 

Structure of the neuron network feed- forwad 

For figures 1 and 2, the input units are arranged in different 

layers (Reference to the vertical row of neurons) and are 

interconnected by weighted connections (synapses). Thus, 

Figure.1, shows a feed-forwad network which presents a 

function of its inputs and Figure.2 proposes a network of 

multi-layer neurons with input units and a hidden layer. 

 

 

Fig. 1. Three-layered feed-forward NN architecture with 

neurons (or nodes) in the input layer (x1, x2), H = 2 neurons 

in the hidden layer (H) and no = 1 neuron (output layer). 

Fig.2.  Network of multi-layer neurons with input units and a 

hidden layer.It is possible to propose this example in form 

(10 input units and 4 hidden units). 

 

Theoretical development: It is assumed through the multi-

layer network learning algorithm, an output vector (x) 

instead of a single value, and then for each example has a 

vector of outputs y. The major difference is that the error y – 

at the output layer is determinable. On the other hand, 

the error in the hidden layers seems not very well known, 

since the learning data do not indicate what the value of the 

hidden nodes should be. In this context, it is possible to 

backpropagate the error from the output layer to the hidden 

layers, by a gradient derivation of the global error. Thus, for 

the output layer, the rule that is updated weights is identical 

to the equation if below. This is why, there will be several 

output units, suppose (Erri) will be the i-th element of the 

error vector y– . 

Model théoriques de réseau neurone :  Is easy to define 

the error modified by: 

𝛥𝑖 = 𝐸𝑟𝑟𝑖 ∗ 𝑔,(𝑖𝑛𝑖)                          eq.1 

To update the connections between input and hidden units, a 

quantity similar to the error term should be defined for the 

output nodes [12]. Thus, it is possible to give the following 

weights: 

𝑊𝑗,𝑖 ← 𝑊𝑗,𝑖+∝ × 𝐸𝑗 × ∆𝑖 

In addition, it is possible to start the reverse propagated 

error. The idea is that each hidden node j is responsible for a 

fraction of the error Δi in each of the input nodes to which it 

is connected. As a result, the values Δi are divided according 

to the strength of the link between the hidden node and the 

output node and are retro propagated to provide the values 

Δj for the hidden layer in:  

 

𝛥𝑗 = 𝑔,(𝑖𝑛𝑖) ∑ 𝑊𝑗,𝑖𝛥𝑖𝑖                     eq.2 

the hidden layer are retained identical to the update rule for 

the output layer, which allows to write: 

𝑊𝑗,𝑖 ← 𝑊𝑗,𝑖+∝ × 𝐸𝑗 × ∆𝑖 , 

principles, it is possible to define the quadratic error as 

follows:  

 

E= 
1

2
∑(𝑦𝑖 − 𝐸𝑖)2                            eq.3 

Where, the sum that is presented for the nodes of the output 

layer. To obtain the gradient relative to a weight  (wj,I) it is 

possible to expand the activation ai since no other term of 

the summation is affected by (wj,I): 
𝜕𝐸

𝜕𝑤𝑗,𝑖
= (𝑦𝑖 − 𝐸𝑖)

𝜕𝐸𝑖

𝜕𝑤𝑗,𝑖
,                             eq.4 

= -(𝑦𝑖 − 𝐸𝑖)
𝜕𝑔(𝑖𝑛𝑖)

𝜕𝑤𝑗,𝑖
 

= −(𝑦𝑖 − 𝐸𝑖)𝑔,(𝑖𝑛𝑖)
𝜕𝑖𝑛

𝜕𝑤𝑗,𝑖
, 

= -(𝑦𝑖 − 𝐸𝑖)𝑔,(𝑖𝑛𝑖)
𝜕𝑔

𝜕𝑤𝑗,𝑖
(∑ 𝑤𝑗,𝑖𝐸𝑗𝑗 ), 

= -(𝑦𝑖 − 𝐸𝑖)𝑔,(𝑖𝑛𝑖)𝐸𝑗, 

= -𝐸𝑗∆𝑖 . 

∆𝑖 being defined as before. To get the gradient relative to the 

weights 𝑤𝑘,𝑗 connecting the input layer to the hidden layer, 

keep all summation on i because each output value ai can be 

affected by the changes in 𝑤𝑘,𝑗 . Activations must also be 

developed𝐸𝑗. We will show the calculation in detail because 

it is interesting to see how the gradient performs the 

backscatter in the network. Because, it has been proposed 

the error gradient retro propagation learning algorithm 

which is based on the error gradient calculation, in order to 

minimize the error at the network output, as follows: 
𝜕𝐸

𝜕𝑤𝑘,𝑗
= − ∑  (𝑦𝑖 − 𝐸𝑖)

𝜕𝐸𝑖

𝜕𝑤𝑘,𝑗
= − ∑  (𝑦𝑖 − 𝐸𝑖)

𝜕𝑔(𝑖𝑛𝑖)

𝜕𝑤𝑘,𝑗
𝑖𝑖 ,                   

eq.5 

= -∑  (𝑦𝑖 − 𝐸𝑖)𝑔,(𝑖𝑛𝑖) 
𝜕𝑖𝑛𝑖

𝜕𝑤𝑘,𝑗
=𝑖 − ∑ ∆𝑖

𝜕

𝜕𝑤𝑘,𝑗
𝑖 (∑ 𝑤𝑗,𝑖𝐸𝑗𝑗 ), 

= -∑ ∆𝑖𝑤𝑗,𝑖𝑖

𝜕𝐸𝑗

𝜕𝑤𝑘,𝑗
 = -∑ ∆𝑖𝑤𝑗,𝑖𝑖

𝜕𝑔(𝑖𝑛𝑗)

𝜕𝑤𝑘,𝑗
, 

= -∑ ∆𝑖𝑤𝑗,𝑖𝑖 𝑔,(𝑖𝑛𝑗) 
𝜕𝑖𝑛𝑗

𝜕𝑤𝑘,𝑗
, 
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= -∑ ∆𝑖𝑤𝑗,𝑖𝑖 𝑔,(𝑖𝑛𝑗)
𝜕

𝜕𝑤𝑘,𝑗
(∑ 𝑤𝑘,𝑖𝑘 𝐸𝑘), 

= -∑ ∆𝑖𝑤𝑗,𝑖𝑖 𝑔,(𝑖𝑛𝑗)𝐸𝑘= -𝐸𝑘∆𝑗. 

 

Where, Δj is defined as before.  Next, it is important to 

define the accuracy of the R.N.A model which is evaluated 

using the following formulae (Mean Absolute Error (MAE), 

Root Mean Squared Error (RMSE) and Mean Absolute 

Percentage Error (MAPE). 

 

𝑀𝐴𝐸=
1

𝑛
∑ |𝑥𝑖 − 𝑥̂𝑖|

𝑛
𝑖=1                           eq.6 

RMSE=√
1

𝑛
∑ (𝑥𝑖 − 𝑥̂𝑖)2𝑛

𝑖=1                   eq.7 

MAPE=
1

𝑛
∑ |

𝑥𝑖−𝑥𝑖

𝑥𝑖
|𝑛

𝑖=1 *100%                eq.8 

Where 𝑥𝑖 is the measured value and 𝑥̂𝑖 is the predicted 

value. 

To conclude this part of modelling, they are developed 

through the learning algorithm and their corresponding 

mathematical models. Thus, in the objective which has been 

defined, this modelling aims at the proposal of a prediction 

method capable of taking into account the uncertainty in the 

parameters which affect the prediction. Once defined, this 

model can be applied at a site in the north of the 

Mauritanian coast (Ballawack). 

Sigmoid mathematical function : The activation function 

converts the net value into the neuron input. In this case, the 

standard sigmoid function which is a logarithmic sigmoid 

function is proposed. Indeed, it is a non-linear activation 

differentiable in accordance with S(x) of R to (0,1) defined 

by Logistic sigmoid: and it is proposed as follows in 

equation: 

f(x)= 
1

1+𝑒−𝑥                                  eq.9 

 

In addition, it is possible to develop a network of artificial 

neurons capable of predicting or modelling an energy 

system through network data (inputs). These data are system 

inputs and outputs to be predicted to help the network learn 

the system. Thus, the learning of the network will go 

through the following 5 steps:  

▪ Weighting of inputs by parameters called 

weight(W), 

▪ Summation of weighted inputs, 

▪ Calculation of neuron response by activation 

function, 

▪ Calculation of the error between the theoretical 

output and that calculated by the R.N.A, 

▪ Weight modification to minimize error by a 

specific mathematical algorithm called learning 

algorithm. 

In conclusion of this part, it is possible to say that this 

activation function that was chosen represents the transfer 

function that will connect the weighted summation to the 

output signal. Indeed, the proposed mathematical model 

illustrates one of the most commonly used activation 

functions. It is known as sigmoide function. 

Theoretical Wind Profile Model: The meteorological 

records show that the relative growth of the wind speed with 

altitude relative to the ground in a homogeneous site, varies 

from one point to another is given by the law of vertical 

extrapolation: 

                               
𝑣1

𝑣2
=[

ℎ2

ℎ1
]

𝑛

                 eq.10 

v2 = Wind speed at h2 height, v1 = Known wind speed at h1 

height, 

h2 = Height at which the wind speed is to be estimated, h1 = 

Reference height, 

n = value that depends on the roughness existing on the 

location. n is also, a coefficient varying from 0.10 to 0.4. 

The lowest values correspond to the windy areas and the 

highest to the low intensity areas. 

Approche algorithme : Le modèle va être réalisé à travers 

Toolboxnntwork de Matlab. Sans oublier de noter que la 

génération du modèle Simulink sera effectuée à l’aide de la 

fonction ntstool. 

 

  
 
 
 

 

 

 

 

The neural network presents a succession of layers, each of which takes 

its inputs from the outputs of the previous one. Each layer(i) does not 

consist of Ni neurons, taking their inputs on the Ni-1 of the previous 

layer. Each synapse is associated with a synaptic weight. 

NB: In this work the multi layer perceptron (MLP) network was used. 

For the prediction of wind speed, we chose a layer of inputs, a hidden 

layer composed of 10 neurons, and an output.  

Fig.3. NAR structure (left) of the feed forward neuron (right), by Matlab 
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For the structure of the neural network feed-forwad of 

Figure.3 (right) is presented a succession of layers (an input 

layer, a hidden layer composed of 10 neurons, and an 

output) to realize the prediction of the wind speed. Thus, for 

prediction through Matlab, the Simulink model is proposed 

in Figure 4. 

 
 
 

 
 

System design by data preparation: For system design, it 

is available: 

▪ An efficient data collection system that will 

provide quality data. This device is carried out 

through wind speed measurement stations that have 

been installed on site by the LRAER (Laboratory 

for Applied Research). So, there is a database of 

wind on the North Shore that was effective 

between [03/07/2015, 03/05/2016], An efficient 

presentation of the data and compatible with 

subsequent processing steps, 

▪  An efficient presentation of the data and 

compatible with subsequent processing steps. 

It should be noted in addition, that it is proposed an 

approach based on the computer tool to model and simulate 

the neural  

 

 

 

 

 

 

 

network through Matlab. Thus, Matlab is used to carry out 

programming in the modeling and simulation of neural 

networks. Through: 

▪ A training of the model, 

▪ The realization of a program for the neural network 

feed- forwad. 

Model drive by Matlab: During the drive process the 

weights are adjusted in order to build for each measured 

input into the network a predicted output. A number of 14 

training algorithms were invested for the development of the 

MLP network, Levenberg - Marquardt back propagation 

(trainlm) training algorithm and Hyperbolic Tangent 

Sigmoid (logsig) transfer function (see figure 5) were used. 

In this sense, it is important to note the realization of a 

Simulink prediction model (see figure.5). 

 
 
 
 

 
 
 
 

 

The simplified Simulink model that is presented shows the 

wind speed as a constant input that passes through NNET to 

subsequently give the predicted speed. 

NB: Each time we encounter a problem (high error), we 

have to go back to the network architecture to modify it, so 

the network architecture influences the accuracy of the 

prediction model. 

Fig.4. Simulink Model for the feed-forward Neural Network Prediction (Matlab) 

 

    

 

Fig.5.  logsig Transfer function (Matlab) Fig.6. Result under MLP network Training Window 

(Matlab) 
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Network prediction network program feed-forwad (Matlab):  

% Solve an Autoregression Time-Series Problem 

with a NAR Neural Network 

% Script generated by NTSTOOL 

% Created Thu Dec 01 18:47:44 PKT 2018 

%This script assumes this variable is defined: 

% inputsvitesse - feedback time series. 

%target Seriestonndata (inputsvitesse,false,false) 

% Create a Nonlinear Autoregressive Network 

feedbackDelays = 1:2; 

hiddenLayerSize = 10; 

net= narnet(feedbackDelays,hiddenLayerSize); 

% Choose Feedback Pre/Post-Processing Functions 

% Settings for feedback input are automatically 

applied to feedback output 

% For a list of all processing functions type: help 

nnprocess 

net.inputs{1}.processFcns = 

{'removeconstantrows','mapminmax'}; 

% Prepare the Data for Training and Simulation 

% The function PREPARETS prepares timeseries 

data for a particular network, 

% shifting time by the minimum amount to fill input 

states and layer states. 

% Using PREPARETS allows you to keep your 

original time series data unchanged, while 

% easily customizing it for networks with differing 

numbers of delays, with 

% open loop or closed loop feedback modes. 

[inputs,inputStates,layerStates,targets] = 

preparets(net,{},{},targetSeries); 

% Setup Division of Data for Training, Validation, 

Testing 

% For a list of all data division functions type: help 

nndivide 

net.divideFcn = 'dividerand';  % Divide data 

randomly 

net.divideMode = 'time';  % Divide up every value 

net.divideParam.trainRatio = 70/100; 

net.divideParam.valRatio = 15/100; 

net.divideParam.testRatio = 15/100; 

% Choose a Training Function 

% For a list of all training functions type: help 

nntrain 

net.trainFcn = 'trainlm';  %Levenberg-Marquardt 

 

% Choose a Performance Function 

% For a list of all performance functions type: help 

nnperformance 

net.performFcn = 'mse';  % Mean squared error 

perform(net,trainTargets,outputs) 

valPerformance = perform(net,valTargets,outputs) 

testPerformance = 

 

% Choose Plot Functions 

% For a list of all plot functions type: help 

nnplotnet.plotFcns= 

{'plotperform','plottrainstate','plotresponse', ... 

'ploterrcorr', 'plotinerrcorr'}; 

% Train the Network[net,tr] = 

train(net,inputs,targets,inputStates,layerStates); 

% Test the Network 

outputs = net(inputs,inputStates,layerStates); 

errors = gsubtract(targets,outputs); 

performance = perform(net,targets,outputs) 

% Recalculate Training, Validation and Test 

Performance 

trainTargets = gmultiply(targets,tr.trainMask); 

valTargets = gmultiply(targets,tr.valMask); 

testTargets = gmultiply(targets,tr.testMask); 

trainPerformance =  

perform(net,testTargets,outputs) 

% View the Network 

view(net) 

% Plots 

% Uncomment these lines to enable various plots. 

%figure, plotperform(tr) 

%figure, plottrainstate(tr) 

%figure, plotresponse(targets,outputs) 

%figure, ploterrcorr(errors) 

%figure, plotinerrcorr(inputs,errors) 

% Closed Loop Network 

% Use this network to do multi-step prediction. 

% The function CLOSELOOP replaces the feedback 

input with a direct 

% connection from the outout layer. 

netc = closeloop(net); 

[xc,xic,aic,tc] = preparets(netc,{},{},targetSeries); 

yc = netc(xc,xic,aic); 

perfc = perform(net,tc,yc) 

% Early Prediction Network 

% For some applications it helps to get the 

prediction a timestep early. 

% The original network returns predicted y(t+1) at 

the same time it is given y(t+1). 

% For some applications such as decision making, it 

would help to have predicted 

% y(t+1) once y(t) is available, but before the actual 

y(t+1) occurs. 

% The network can be made to return its output a 

timestep early by removing one delay 

% so that its minimal tap delay is now 0 instead of 

1.  The new network returns the 

% same outputs as the original network, but outputs 

are shifted left one timestep. 

nets = removedelay(net); 

[xs,xis,ais,ts] = preparets(nets,{},{},targetSeries); 

ys = nets(xs,xis,ais); 

closedLoopPerformance = perform(net,tc,yc) 

 

III. RESULTS AND DISCUSSION 

Performance evaluation: Figure.7 shows the wind speed at the site measured at the measuring 

mast in m/s. It shows the behaviour of the hourly wind speed. In addition, from these raw wind 

speed data, it is possible to obtain a monthly wind per speed data interval with the min-max 

and mean approaches. 
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Thus, the data thus obtained include 

1095 intervals of which 70% (or 

29374 data) are used for training, 

15% (or 6295) for validation and 

the remaining 15% (or 6295) for 

testing. 

Fig.7. Wind speed at the site from 03/07/2015 to 03/05/2016 (Matlab) 

Wind Speed Prediction Performance: Thus, Figure.8 illustrates the performance of the prediction model and shows that the 

prediction model has achieved the learning of the energy system, as it made it possible to generalise the data not encountered 

of the system with small simulation errors (see the part (Zoom in figure.9 a gives differences between the different traits 

(blue accentuated, light green, red and dashed) close to zero. 

 

      

Fig.8. Neural network training performance for 

wind speed prediction for h = 10m 

Fig.9. Comparison between measured (red) and predicted (blue) wind 

speed for h = 10m. 

 

Based on the results of this simulation model, it can be seen that this model has achieved good accuracy in the estimated 

wind speed values. Figure.9, on the other hand, shows the comparison between predicted and measured values. The two lines 

(accentuated blue and red) are almost confused. 

    Prediction of wind speed for different heights: In this case, it is an analysis through simulations as a function of h (when 

roughness is constant) or as a function of roughness (when h is constant). Thus, Figure.10 above represents the different 

wind speed simulation curves in the roughness 0.12m Ballawack site at heights of 10, 30, 50, 60 and 70 m. This figure shows 

that the wind speed increases with the attitude in this area which is characterized by a 

relatively low roughness (Atlantic coast). Which is consistent with the physical understanding 

of the phenomenon, the higher the wind turbine rises, the more it will encounter higher wind 

speeds. 
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Fig.10. Wind speed simulation curves of constant 0.12 

roughness, at different heights 

Fig.11. Variation of the wind speed for different roughness 

(Matlab) and a height h = 30m. 

 

Figure.11, on the other hand, shows the change in wind speed at the Ballawakh site for different roughnesses (0.12, 0.14, 

0.16, 0.18 and 0.20). Indeed, the figure shows that the higher the roughness at the site, the lower the wind speed. Prediction 

of the power of production: In this case, it is an analysis of the electric production which carried out from the simulations 

according to different heights, when the roughness is constant or following several roughnesses when the height is constant. 
 
Power at different heights:  

 

  

 

 

 

Fig.12 shows the predicted 

powers at different heights, 

powers that physically 

follow the behavior of the 

wind speed. It increases in in 

value by climbing in height, 

value by climbing in height 

(for example: 500 kW for h1 

= 30 m, 1MW for h2 = 

50m). 

 

Fig.12. présentation des courbes de puissances en fonction des différentes hauteurs 
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Power with different roughnesses: 

 

 

 

 

For Fig.13, it is shown that when 

the roughness implicitly increases 

the power decreases for the same 

height and vice versa, when the 

roughness decreases implies that 

the power increases. Thus, the 

powers that are predicted by 

Figure.13, at different roughnesses, 

give powers that physically follow 

the behavior of the wind speed. 

Fig.13. Predicted power to different roughness and for a height (h = 30 m constant) 

 

Improved performance by neural network feed- forwad: It 

has been tried to demonstrate that the neural network feed- 

forwad can cope with an over-adjustment (over-training) 

under certain conditions for the data set. Indeed, an over-

adjustment occurs when the network memorizes drive 

patterns. In this case, even if the prediction error on the 

drive stand is small, it may be important on the test set. It 

should also be said that the number of input characteristics 

(i.e., input neurons), the number of hidden neurons and the 

number of training samples are all important factors that can 

play a role in adjustment [10].  

To avoid over-adjustment, a validation set (a fixed set of 

samples not included in the learning set) can be used to 

make an “early stop”. To do this, the basic technique of 

early arrest proceeds as in [11 and 12]. It is then possible to 

say in accordance with Figure 9 that the wind speed 

prediction model that was determined is a model that has 

extinguished the best performance in 27th iteration. To 

better illustrate the error, it is proposed as part of this 

discussion, the table which contains values predicted by the 

network model feed-forwad. It was then compared with the 

actual measured values.  

Nevertheless, it is important to note in this part of the 

presentation that the prediction model has advantages and 

disadvantages:  

▪  In terms of benefits: the system is robust compared 

to noise data. It allows a very high tolerance to 

uncertainty. It allows to model large varieties of 

behaviors. It has a choice of types, architecture and 

activation function of various networks. It is easy 

to operate because it does not require a thorough 

understanding and in the end it has a capacity for 

generalization, 

▪ At the level of disadvantages: There is a level of 

difficulty in explaining the results related to the 

opacity of neural networks which prevents a 

relevant analysis of the solutions obtained, 

▪  It should also be noted that despite a solid 

theoretical basis, the choice of the network often 

belongs to the user because there is no appropriate 

and recognised guide. In the end, another drawback 

arises in terms of the not optimal architecture. 

Because, there are still no means to define the 

optimal architecture of the neural network. 

IV. CONCLUSION 

In this work it has been shown that networks of artificial 

neurons feed-forwad have achieved a good prediction 

accuracy of the meteorological variable (wind speed and 

wind speed depending on the operating heights of wind 

systems). This makes it possible to respond in the short term 

and in the long term in order to find a model capable of 

solving the problem linked to the variability of wind 

production which is the main problem that hinders the 

evolution of wind systems. Within the framework of this 

conclusion, two recommendations can be drawn, following 

the non-linear nature which can trap in a local minimum 

where the performances of the networks are clearly under 

optimal. To avoid this trap in a local minimum, it is 

proposed: 

▪ Modifying the network learning step to push the 

network out of the local minima and at the same 

time, we manage to adjust the size of the error area, 

▪ The training of the same network from several 

initial choices of weight, to then keep only the best 

of them. 

Finally, it should be noted that the main difficulties 

encountered in the problem of predicting wind speed and the  
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influence of parameters such as the profile and roughness 

encountered in the course of this work are during the 

implementation of the modelling or prediction.  
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