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Abstract: Convolutional Neural Networks (CNN) have many 

applications in object recognition such as character and digit 

recognition. Few researches are performed on Arabic handwritten 

digits recognition. In this research, we will develop a new 

algorithm to utilize the convolutional neural networks with 

sigmoid function (σ-CNN) to recognize Arabic handwritten digits 

recognition. The performance of this method provides minimum 

cost functions with maximum testing accuracy results in 

compared to other existing techniques. 

Keywords: Machine Learning, Neural Networks, Image 

Processing, Natural Language Processing   

I. INTRODUCTION 

Neural networks filed is one of the very promising fields in 

the area of multimedia detection including texts, sounds and 

images. One of the most important fields is the handwritten 

recognition. The neural networks principle is based on 

measuring some features of the inputs to compare with 

expected output. To do that many input data are need to have 

complete picture of the input. In handwritten recognition, the 

input data is images of the characters in our case Arabic 

digits. The neural network implementation needs many input 

images maybe hundreds or thousands to have high accuracy 

of the digits recognition. These images entered to the system 

is called training images or training dataset [1].  There are 

many applications to neural networks such as flight control, 

robotics and medical systems recognition [2]. The neural 

network training is based on stochastic gradient descent 

algorithm with utilization of sigmoid function.  

The neural networks from the name implied is behaving 

like a human brain, which contains neurons and links to these 

neurons. Each neuron has a bias and many links to that 

neuron. The links connects different neurons with different 

functions; it connects between inputs and outputs through 

many neurons, which we call hidden layers. Each link has a 

weight which, proportion to the importance of the 

information being transferred. The neural network is 

basically has some neuron neurons maybe tens or hundreds 

and maybe thousands to process the input information. The 

information transferred from one neuron in a layer to another 

neuron in next layer is processed in the new neuron and so on. 

Each link between two neurons has a weight and each neuron 

has a bias. These two variables are the cornerstone for 

training the neural network.  The training system is based on  

changing the values of weights and biases to achieve 

maximum matching between the input and the output with 

minimum errors during the training time 
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There are many research papers focused on English 

handwritten digits and a few considered Arabic handwritten 

recognition. In this paper, our focal point will be on the 

Arabic handwritten digits recognition. The Arabic digits 

consist of 10 different digits ) )the zero matches the full stop 

in English and the two digit is slightly different from the digit 

three which makes the training programs is a little bit harder 

to get a good result. Each neuron or perceptron will have a 

weight from other neurons and a bias to process the 

feedforward propagation process. Adjusting the values of 

weights and biases for all neurons and the number of layer 

will help achieve perfect matching.  For a computer program 

to process new data – in this case Arabic handwritten digits- 

training dataset will be collected so the computer program 

can learn the data to be studied and a validation data and test 

data are need to check for the program performance to 

manage and handle the input data. The computer model 

received first a training dataset may be hundreds and 

thousands of images containing the required information to 

be trained for and a test dataset to measure the model 

performance [3]. Some images may need image resized or 

image scaling to achieve good results with neural networks 

applications [4,5]. The rest of the paper will be organized as 

follows: section II introduces the neural networks and 

sigmoid function.Section III provides the comparisons and 

results. Conclusion will be provided in section IV. 

II. NEURAL NETWORKS AND SIGMA FUNCTION 

The simplified form of a convolutional neural network 

CNN consists of three layers. These layers are input layer, 

output layer and hidden layer. For handwritten digits 

recognition whether it is Arabic or English, the input layer 

has number of neurons corresponds to the number of pixels of 

the input image which contains the digit. In our case a 28x28 

image pixels standard will be used as a size for training and 

testing data [6]. Figure 1 shows the CNN network three 

layers, one input layer which has 784 neurons, one output 

layer which has 10 neurons and the hidden layer which 

contains a number of neurons between 10 and 784. The 

number of hidden layer neurons is some number between the 

geometric mean and the square root of the input layer, which 

in our case is between 90 and 30 neurons to achieve good 

results. Each perceptron takes some factor which affects its 

value, the factors are bias and weights from previous layer's 

perceptrons. Any change in the values of weights and bias  

may cause the behavior of the rest of the network to 

completely change in some very complicated way. A 

perceptron takes several binary inputs, x1, x2, … , xn  and 

produces a single binary output: Rosenblatt proposed a 

simple rule to compute the output as a function of the input or 

previous layer perceptrons. Using these calculations, there is 

a threshold to determine the perceptron output whether it is 0 

or one. [7-9]. 
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As shown in Fig. 1 each neuron has multiple inputs and 

multiple outputs from different neurons, which affect its 

activation value. 

𝑜𝑢𝑡𝑝𝑢𝑡 =   
0  𝑖𝑓 𝑤. 𝑥 + 𝑏 ≤ 0
1 𝑖𝑓 𝑤. 𝑥 + 𝑏 > 0

  (1) 

In equation (1), the weights w and the input x are 

formulated as vectors, the value b is the neuron bias and the 

output is represented as 0 or 1. While a perceptron has an 

output of a 0 or 1 depending on the input weights and bias, the 

sigmoid neuron has an output ranging from 0 and 1 for 

example 0.6 , 0.9 and so on[10-11]. The output in this case, 

takes the value of σ(w.x+ b), where σ is called the sigmoid 

function, and is defined by[1]: 

 

𝜎 ≡
1

1+𝑒−𝑧           (2) 

The complete neuron equation as a function of weights and 

bias is given as: 

𝜎 =
1

1+𝑒𝑥𝑝  − 𝑤𝑗 𝑥𝑗−𝑏𝑗  
                        (3) 

 

 
Fig. 1 A simplified CNN network 

The σ function is the smooth curve of the step function, 

which produces output 0 and 1 as in perceptron. By using the 

actual σ function, we get a smoothed out perceptron [12-13]. 

The neural network shown in Fig. 1 has three layer, the 

first layer which has the input neurons, the second layer 

which is called hidden layer and finally the third layer which 

has the output neurons [14-15]. This is the simplest neural 

network structure, some networks can have many hidden 

layers and can reach up to hundreds of layers. 

The output layer of the network shown in Fig. 1 has 10 

neurons. Each neuron corresponds to one desired output in 

our case, these neurons represents the Arabic digits from (0) 

to (9). For each input, the output layer makes a decision 

depending on the value of each output neuron. For example if 

the first neuron has a maximum out, then the output is the 

Arabic digit (0) and so on. The value of each neuron is called 

the activation value [16-17]. 

The accuracy of the neural network is mainly depending on 

the number of training dataset images. We have collected 

handwritten Arabic digits from students and using the data 

augmentation to increase the dataset size. The image dataset 

is divided into three groups the first group is the training 

images and has 50,000 images, the second group is the 

validation images which has 10,000 images the last group is 

the test images which has 10, 000 images. Each images is a 

two dimensional grayscale image with 28x28 size [18].  

Since the image size is 28x28 pixels, the input layer will 

have 784 neurons with each neuron i  has input xi. The total 

input can be represented with a vector x containing 784 

elements. The output layer on the other hand has 10 outputs 

representing the Arabic 10 digits y = y(x),  with y having 10 

dimensional vector. The next step is to find a technique to 

find the values of weights and biases for all neurons so we 

can minimize the accuracy errors. Let's define the cost of 

weight w and bias b as: 

𝐶 𝑤, 𝑏 ≡
1

2𝑛
  𝑦 𝑥 − 𝑎 2

𝑥        (4) 

Equation (4) can be called the quadratic cost function It 

describes the mean square difference between the output a 

and the expected output y(x). The C(w, b) is zero when the 

output equals to the expected output. In this case, the neural 

network has accuracy of 100% and 0% error. Now, our goal 

is to find value for weights an biases to reach maximum 

accuracy with minimum error. Stochastic gradient descent 

SGD algorithm can be utilized to achieve this goal [19]. 

Writing out the gradient descent update rule in terms of 

components, we have 

𝑤𝑘 →   𝑤 ′
𝑘 = 𝑤𝑘 − 𝜂

𝜕𝐶

𝜕𝑤𝑘

 

                                                                 (5) 

𝑏𝑙 →   𝑏′𝑙 = 𝑏𝑙 − 𝜂
𝜕𝐶

𝜕𝑏𝑙

 

Equation (5) describes the relation between weights and 

biases with the partial derivative of both weight and bias with 

learning rate . Having many training inputs, a minimum of 

w and b can be achieved which in turn minimize the total cost 

of the output. We divide the training data to batches of small 

batches around 10 inputs. The input batch to the neural 

network is called an epoch of training [20]. 

III. COMPARISON AND RESULTS 

The Arabic handwritten digits consists of 10 digits. The 

training dataset has 60,000 training images and 10,000 test 

images.  

Fig. 2 shows an Arabic handwritten digits which will be 

used for training and testing data.  

Fig. 3, shows the algorithm proposed to Arabic 

handwritten digits recognition. The algorithm is written in 

Python language and using Numpy library for doing fast 

linear algebra. The weights and biases are initialized 

randomly using Gaussian distributions with mean 0 and 

standard deviation 1. 

The output activations vector of the third layer of neurons 

is given by: 

𝑎′ = 𝜎 𝑤𝑎 + 𝑏                              (6) 

 

Each image in the training dataset has two values the 

training input which is the input digit x and the desired output 

y. The proposed algorithm will measure the weight w and 

bias b and also calculates the accuracy and error after each 

epoch. 

 

 
Fig. 2 An example of Arabic handwritten digits 
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Fig. 3 The Algorithm 

After calculating the weight and biases, The 

backpropagation is utilized to minimize the cos function C at 

the output. We will apply the algorithm to a number of 

epochs 30 with a batch size of 10 and a learning rate of = 

{0.01, 0.05, 0.1, 0.5, 1, 2, 3, 4, 5, 6} and the number of hidden 

layer neurons is 60 to find the minimum cost function. Fig. 4, 

shows the average percentage of output test images against 

learning rate. The maximum three values of average 

percentages are at learning rate is 4, 2, and 0.5 respectively. 

Fig. 5 shows the cost function against epochs for the three 

maximum values. At learning of =4 a minimum cost 

function is obtained. 

Fig. 6 shows the average percentage of the corrected 

output against number of neurons. The average percentage 

has maximum average percentage at neurons equals 30, 60, 

50 respectively. It is shown in the Fig. that with 30 neurons of 

the hidden layer, we obtain a maximum average percentage. 

Fig. 7 shows the detail of these neurons with maximum 

average percentage. With 60 neurons, the cost function is 

minimum.  

 
Fig. 4 The average Percentage vs Learning rate for 60 

neurons hidden layer 

 

 
Fig. 5 The Cost function vs Epochs for learning rate (4, 

2, 05) and Neurons=60 

 

 
Fig. 6 The Number of Hidden layer Neurons vs 

Average in Percentage 

 
Fig. 7 Number of Epochs vs Cost Function for Neurons 

(60, 40, 30) 

We also run the program for 10 time for values of 60 

neurons and learning rate =4 as shown in Fig. 8. This 

algorithm provides good results with minimum number of 

iterations.   
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Table I shows the cost function for different techniques of 

Arabic handwritten digits recognition. Takruri et al. [21] 

presented three level classifier based on SVM Machine, 

Fuzzy C Means. They tested the new algorithm on a public 

dataset. The dataset contain 3510 images with 40% are used 

for testing and 60% of images are used for training. The 

overall cost functions reported is 12%. AlKhateeb et al. [22] 

presented a technique to classify Arabic handwritten digit 

recognition using Dynamic Bayesian Network DBN. They 

used DCT features for classification. They used ADBase 

dataset for trained and tested on Arabic digits database. Their 

techniques provides cost function of 14.74%. Majdi Salameh 

[23] presented two techniques for enhancing recognition rate 

for typewritten Arabic digits. These proposed techniques are 

implemented and tested on some fonts. Their methods provid 

5% cost function. Melhaoui et al.[24] presented Arabic 

numerals recognition based on an improved version of the 

loci characteristic.  

 
Fig. 8 Number of Trials vs the average in percentage for 

Neurons =60, and  = 4 

Table I Comparisons of different techniques vs testing 

accuracy 

 
They applied their technique on 400 training digits and 200 

testing images. They calculated the cost function for the 

training digits which was 1%. PandiSelvi and Meyyappan 

[25] presented a technique to recognize Arabic digits using 

back propagation neural networks. Their technique shows 

that the proposed method provides 4% cost function for a 

small sample handwritten database. Mahmoud [26]  

presented Arabic (Indian) handwritten digits recognition 

using Gabor-based features. He used 21120 images with 70% 

training digits and 30% testing images. He achieved good 

results with 0.15% and 2.16% cost function for training and 

testing digits respectively. El-Sawy et al. presented CNN for 

Handwritten Arabic digits recognition based on LeNet-5. 

They used MADBase dataset for 60,000 training digits and 

10,000 testing digits. They achieved 1% and 12% for training 

and testing digits cost function respectively. Our approach 

proved superior outcomes with 0.92% for testing digits which 

outperform the existing techniques for Arabic handwritten 

recognition. 

IV. CONCLUSIONS 

        The convolutional neural networks (CNN) and 

sigmoid function are applied to recognize Arabic handwritten 

digits recognition. The algorithm applied run many times to 

achieve minimum error rates with maximum accuracy. The 

results achieved using this method is very promising in 

handwritten recognition. In addition, the number of epochs 

and the learning rate can be optimized using our algorithm to 

achieve minimum cost function. 
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