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 

Abstract: Income inequality is crucial issue in the Malaysian 

economy. This issue has a great impact especially on the B40 

group income household because of the rising cost of living today. 

Therefore, modelling of income data is done to look at income 

pattern of B40 group in Malaysia. Household income data for 

Malaysia in year 2007, 2009, 2012, 2014 and 2016 have been used 

in this study. The income distribution used in this study is a 

two-parameter distribution of Weibull, Log Normal, Fisk and 

Gamma. This study uses only two parametric distributions to suit 

the income data because the simplest model is better than the 

complex model. The best distribution selection is performed with 

the fitting of statistical distribution through maximum likelihood 

estimation (MLE) method. Goodness of fit test has been done to 

model B40 household income data. The best model for each year 

used to predict the average income in the future by using 

regression method. Weibull distribution is the best model for B40 

household income data. The study also shows that the average 

income of the B40 group in the future will increase. Therefore, 

this study was conducted to assist B40 group to be more sensitive 

to the Malaysian economy and plan their income wisely. 

Keywords: B40 group income, goodness of fit test, income 

distribution, income inequalities 

I. INTRODUCTION 

Income inequality is an issue that constantly debated in the 

economy. Based on the Department of Statistics Malaysia’s 

information, income levels for each group have increased 

from year to year. This increment was due to economic 

growth in Malaysia. According to [1], economic growth has 

affected the inequality of the population in Malaysia. They 

also stated that the higher the Gross Domestic Product (GDP), 

the higher the income inequality. [2] also proves that there is 

an increase in income inequality in Malaysia. 

The increase in inequality makes it difficult for the B40s to 

sustain their lives in the high cost of living. The B40 or 

Bottom 40 is known as the lowest income group in Malaysia. 

This group can be defined as a household with average 

monthly income below RM3860. Therefore, this study can 

help these lower income groups to understand the Malaysian 

economy by analyzing the distribution of household income. 

The earliest model in measuring income distribution was 

introduced by Vilfredo Pareto through one-parameter 

distribution of Pareto distribution [3]. However, fitting 

through Pareto distribution is generally suitable for upper tail 
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income but this distribution is not suitable for fitting the 

overall range of income data [4]. Due to the constraints of 

one-parameter distribution, [5] proposed two-parameter 

distribution which is Log Normal. Next, there are other 

two-parametric distributions recommended after the Log 

Normal distributions which are Fisk distribution [6], Gamma 

distribution [7] and Weibull distribution [8]. 

Three-parameter distribution such as Singh-Maddala [9], 

Dagum [10] and generalized Gamma [11] were introduced 

and classified as special cases for the distribution of Pareto, 

Fisk, Normal Log, Gamma and Weibull. [12] introduced the 

four-parameter model of the first generalized beta distribution 

(GB1) and the second type of generalized beta (GB2). All of 

these distributions were used to analyze the distribution of 

household income data set.  

[12] used the above distributions for the best distribution 

fitting to the United States family income data set in 1970, 

1975 and 1980. He concluded that the GB2 distribution 

provided the best fit and the Singh-Maddala distribution gave 

a better fitting compared to GB1 distribution and all the 

two-parameter distributions and the three-parameter 

distributions used in his study.  

Additionally, [13] have compared the size of income 

distribution for 23 countries. Their study shown that the GB2 

distribution is the best model for a four-parameter 

distribution, the Dagum distribution is the best model for the 

three-parameter distribution and the Weibull distribution is 

the best model of the two-parameter distribution. 

Furthermore, [14] conducted a parametric comparative 

study to explore the impact of taxes and transfer payments on 

income data for 13 countries with different years. They found 

that the Weibull distribution is the best two-parameter 

distribution of income data. For the three-parameter 

distribution, the Dagum distribution is the best distribution of 

income data. The GB2 distribution is best fitted to income 

data compared to GB1. 

[15] also conducted studies on parametric modeling for 

household income in Punjab, Pakistan. The data used are 

individual income per capita data in 2003-2004 and 

2007-2008. The goodness of fit test is used to determine the 

most appropriate distribution model according to the data. 

This study found that distribution of GB2 was the most 

suitable distribution of income data in 2003-2004 and 

2007-2008. Therefore, this study aims to identify the suitable 

distribution of B40 household income data in Malaysia for 

year 2007, 2009, 2012, 2014 and 2016. 
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II.  METHODOLOGY 

A. Income Distribution 

The income distribution used in this study is a 

two-parameter distribution of Weibull, Log Normal, Fisk and 

Gamma. This study uses only two parametric distributions to 

suit the income data because the simplest model is better than 

the complex model [16]. 

B. Quantile-quantile plot (Q-Q plot) 

The Q-Q plot is a graphical tool that often used by 

researchers to assess whether a set of data comes from the 

theoretical distribution or not. The advantages of using the 

graphic method through Q-Q plot is the size of the sample 

data need not be the same [17]. Therefore, this method is 

applicable for this study because the size of household income 

data for year 2007, 2009, 2012, 2014 and 2016 is not same. 

However, this graphic method does not show strong evidence 

that such data is having the same distribution as the theoretical 

distribution. Therefore, statistical test criteria are performed 

to reinforce the distribution assumption through the Q-Q plot. 

C. Maximum likelihood estimation (MLE) 

Maximum likelihood estimation is used to estimate the 

parameter of predicted distribution from Q-Q plot. Maximum 

likelihood estimation variables, in a given function are 

defined as value that maximise the likelihood [18]. Therefore, 

MLE is done to assess whether the parameter's value 

corresponds to the distribution function or not. 

D. Log likelihood 

The log likelihood will be maximized to determine the 

optimum value of the estimated coefficients [19]. Therefore, 

this method can be used to compare the sensitivity and 

different fitted coefficients [19]. The large log likelihood will 

result in a better distribution fitting because this method 

maximizes the likelihood function. 

E. Akaike’s Information Criteria (AIC) 

AIC is one of the most commonly used measures for 

comparing certain models. AIC is designed to select models 

that produce probability distribution with the smallest 

difference from the actual distribution. Therefore, the low 

AICs provide a better model [20]. 

F. Bayesian Information Criteria (BIC) 

BIC is one of the methods to compare models. BIC is an 

approximation of the posterior probability function for a 

model that is considered true, under certain Bayesian 

supplies, so that lower BICs are more likely to be the real 

model [21]. 

G. Kolmogorov-Smirnov (K-S) 

The Kolmogorov-Smirnov test is used in this study to 

evaluate the probability distribution of household income data 

whether the sample data comes from a population with a 

certain distribution. This test compares the cumulative 

distribution of observation data and fitted data [22]. 

H. Anderson-Darling (A-D) 

Anderson-Darling test is used to assess whether the sample 

data is derived from a population with a specific distribution. 

This test is modified from the K-S test by focusing more on 

the tail part of the K-S test [23]. 

I. Cramer von Misses (CvM) 

CvM is one of the alternatives to the K-S test. This CvM 

criterion is used to assess the goodness of fit by comparing the 

cumulative distribution function, ( )F x  with empirical 

distribution function,  . 

J. The weight of ranks 

The goodness of fit test will be compared for each 

statistical distribution by using the weight of ranks. This 

method works by comparing each distribution using rank 

[24]. The distribution of the highest rank weights is the most 

fitted statistical distribution to the data. This rank begins with 

the highest criterion value. The highest rank is for the lowest 

criterion value. The lowest criterion values always show the 

most fit distribution to sample data [24]. The formula for the 

weight of ranks is defined as follows: 

   ,    

Where  is rank,  is the number of criteria used, dan  is the 

relative weight of ranks [24]. 

In this study, the AIC, BIC, K-S, A-D and CvM test values 

will be compared between the distributions. The lowest value 

indicates that the data suits to the theoretical distribution. Log 

likelihood values are chosen based on the highest values that 

also show good distribution fitting. The income distribution 

can be applied to look at the pattern of household income in 

Malaysia. 

K. Income trend 

The changes in parameter of the best distribution of 

household income will lead to the change in the average 

household income. As a result, the expected future average 

income in year 2017, 2018, 2019 and 2020 are predictable. 

This forecast is done using the simple linear regression 

method between the income distribution parameters with 

time. The formula for regression equation is: 

 

where, y  is the parameter to be predicted, t  is year, 
0

  is 

the y-intercept dan 
1

  is a slope [25]. 

Hypothesis testing was also conducted to evaluate either 

the regression equation is significant or not. This regression 

linear equation is said to be significant if the p-value is less 

than the significance level ( ). The significance level used in 

this study is 0.05. The significant regression results prove that 

there is enough evidence to reject the null hypothesis [25]. 

The forecast parameter value of the best income distribution 

will be used to predict the average income of B40 households 

in year 2017, 2018, 2019 and 2020 by using the mean of the 

best income distribution function. 

III. RESULT AND DISCUSSION 

A. The best distribution selection 

The best distribution selection has been performed with the 

fitting of statistical distribution through MLE method.  
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The MLE will be used in the goodness of fit test. Each 

distribution has been fitted to the income data set and 

goodness of fit test has been calculated.  Based on Table-I, in 

year 2007, 2009, 2012, 2014 and 2016, the Weibull 

distribution yields the highest maximum likelihood value and 

the lowest AIC, BIC, K-S, A-D and CvM values. This led to 

the highest weights of ranks as compared to other 

distributions. Therefore, the Weibull distribution is the 

income distribution for the B40 group for each year involved. 

This result is also supported by Q-Q plot that shows Weibull 

distribution is the most suitable for B40 income data. 

 K-S, A-D, and CvM are goodness of fit tests that use 

hypothesis testing to determine whether the data is distributed 

as the desired distribution. The null hypothesis for this test is a 

set of data that is distributed by a certain distribution. 

However, K-S, A-D, and CvM values for each distribution 

rejected the null hypothesis at every level of confidence. This 

indirectly indicates that the data does not follow the desired 

distribution. According to [12], the rejection of the null 

hypothesis is due to large sample size of data. Thus, the 

comparison of the goodness of fit test values between the 

distributions is done to obtain the best distribution for income 

data. 

Table-I: Goodness of fit test for each distribution in 2007, 2009, 2012, 2014 and 2016. 
Year Distribution Log Likelihood r1 AIC r2 BIC r3 K-S r4 A-D r5 CvM r6 W 

2007 Lognormal -36538.89 1 73081.77 1 73094.75 1 0.12366 1 136.35028 1 22.62852 1 1 

Gamma -36156.43 3 72316.86 3 72329.84 3 0.09426 3 86.37886 3 13.88064 2 2.8 

Weibull -35733.09 4 71470.18 4 71483.16 4 0.04340 4 30.84942 4 3.80859 4 4 

Fisk -36341.8 2 72687.59 2 72700.57 2 0.11230 2 89.22892 2 9.26361 3 2.2 

2009 Lognormal -39457.8 1 78919.6 1 78932.7 1 0.09722 2 106.71710 1 16.21080 1 1.2 

Gamma -39104.25 3 78212.49 3 78225.59 3 0.07310 3 60.59981 3 8.59763 2 2.8 

Weibull -38750.64 5 77505.28 4 77518.38 4 0.03903 4 18.82528 4 1.96940 4 4 

Fisk -39295.58 2 78595.16 2 78608.26 2 0.09936 1 65.80360 2 5.70692 3 2 

2012 Lognormal -41469.6 1 82943.21 1 82956.36 1 0.08715 2 74.55198 1 11.02057 1 1.2 

Gamma -41194.78 3 82393.57 3 82406.71 3 0.06630 3 46.18007 3 6.62170 3 3 

Weibull -40950.91 4 81905.82 4 81918.97 4 0.04636 4 27.10076 4 3.83977 4 4 

Fisk -41435.36 2 82874.72 2 82887.87 2 0.09432 1 61.09109 2 6.82318 2 1.8 

2014 Lognormal -80307.87 1 160619.7 1 160634.1 1 0.11061 2 226.03017 1 34.94941 1 1.2 

Gamma -79740.6 3 159485.2 3 159499.6 3 0.08976 3 162.34122 3 24.37797 2 2.8 

Weibull -79094.5 4 158193.0 4 158207.4 4 0.08794 4 105.95770 4 15.17967 4 4 

Fisk -80240.74 2 160485.5 2 160499.9 2 0.12002 1 182.83527 2 21.35421 3 2 

2016 Lognormal -77824.55 1 155653.1 1 155667.4 1 0.10238 2 205.10611 1 32.61700 1 1.2 

Gamma -77326.25 3 154656.5 3 154670.8 3 0.09562 3 146.46230 3 22.86730 2 2.8 

Weibull -76739.57 4 153483.1 4 153497.4 4 0.07570 4 88.12408 4 13.1935 7 4 4 

Fisk -77806.63 2 155617.3 2 155631.6 2 0.11258 1 170.04765 2 20.48668 3 2 

B. Income Trend 

The parameters for the Weibull distribution are the shape 

parameters (  ) and the scale parameters ( ). Changes in 

shape and scale parameters will affect the average change in 

income. This can be seen in Figure 1. 

 

 

Fig. 1. The graph of scale parameter changes, shape 

parameters and average household income from 2007 to 

2016. 

Predictions for shape and scale parameters can be made 

through regression. The regression results are shown in 

Table-II. The results of Table-II show that the relationship 

between scale parameters with time and shapes parameter 

with time is significant at the significance level. Subsequently, 

the forecasts for the average income in year 2017, 2018, 2019 

and 2020 can be made through Weibull's average income 

formula: 

 

Where   is gamma function for . 

Table-II: Table of linear equations and p values for 

parameter  and . 
Parameter Linear Equations p-value 

  

 
 

0.001 

  
 

0.007 

The forecast results are shown in Table-III. The table 

shows the average income of the B40 group increasing in the 

future. 

Table-III: Table of forecast  and forecast  for year 

2017, 2018, 2019 and 2020 
Time Year Forecast  Forecast  Forecast 

Average 

(RM) 

11 2017 -27.086 3001.741 3069.90 

12 2018 -32.234 3185.717 3245.89 

13 2019 -42.110 3369.694 3417.81 

14 2020 -53.091 3553.670 3593.58 
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IV. CONCLUSION 

In this study, the distribution of household income in 

Malaysia for year 2007, 2009, 2012, 2014 and 2016 was built. 

The comparison of the statistical criteria values has been 

done. The results show that the Weibull distribution is the best 

distribution that corresponds to the B40 household income 

data in Malaysia from year 2007 to 2016. The Weibull 

distribution has the highest log likelihood value and the 

lowest AIC, BIC, KS, AD and CvM values which in turn 

produces the highest weight of ranks. These results are used in 

income trend that shows an increasing pattern for the average 

B40 income in the future. 
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