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Abstract

Motivation: The output of electrospray ionization–liquid chromatography mass spectrometry (ESI-LC-MS) is influ-
enced by multiple sources of noise and major contributors can be broadly categorized as baseline, random and
chemical noise. Noise has a negative impact on the identification and quantification of peptides, which influences
the reliability and reproducibility of MS-based proteomics data. Most attempts at denoising have been made on ei-
ther spectra or chromatograms independently, thus, important 2D information is lost because the mass-to-charge
ratio and retention time dimensions are not considered jointly.

Results: This article presents a novel technique for denoising raw ESI-LC-MS data via 2D undecimated wavelet trans-
form, which is applied to proteomics data acquired by data-independent acquisition MS (DIA-MS). We demonstrate
that denoising DIA-MS data results in the improvement of peptide identification and quantification in complex bio-
logical samples.

Availability and implementation: The software is available on Github (https://github.com/CMRI-ProCan/CRANE).
The datasets were obtained from ProteomeXchange (Identifiers—PXD002952 and PXD008651). Preliminary data and
intermediate files are available via ProteomeXchange (Identifiers—PXD020529 and PXD025103).

Contact: qzhong@cmri.org.au

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

To date, most advances in bioinformatics research have come from
the study of DNA (genomics) and RNA (transcriptomics) (Ellis and
Perou, 2013; Kong et al., 2020). The technology for high-
throughput analysis of proteins (proteomics) has emerged relatively
recently (Aebersold and Mann, 2016; Bludau and Aebersold, 2020).
One of the major challenges in mass spectrometry (MS) based
proteomics is the ‘noise’ inherent in raw MS data that can obscure
peptide signals. These noisy signals interfere with the accurate iden-
tification and quantification of peptides, which propagates in down-
stream analyses.

In micro-channel plate detectors, the collision of an ion with the
detector generates a signal. When a host of ions collide with the de-
tector, there could be residual accumulation at the detector, which
results in a shift in the baseline (Schneider, 2016). As with most elec-
trical and electronic equipment, MS instruments also produce ran-
dom noise independent of the sample under study. Random noise
depends on the operating conditions, such as gain, temperature and

age of the instrument (Chou et al., 2012; Schneider, 2016). The ran-
dom noise is typically of high frequency and could occur at any
point in the mass-to-charge ratio (m/z) and retention time space. In
addition, the MS data are influenced by multiple sources of impur-
ities introduced during sample preparation, the reagents used in li-
quid chromatography, or from particles in the atmosphere. Most of
these impurities cause chemical noise, which is distributed over a
wide range of retention time, and has a constant value for m/z
(Cappadona et al., 2008).

Many attempts have been made to denoise MS data. Most of
them denoise spectra (Awan and Saeed, 2016; Coombes et al., 2005;
Ding et al., 2009; Du et al., 2008; Kwon et al., 2008; Li et al., 2007;
Mujezinovic et al., 2006, 2010; Renard et al., 2009; Shao and Lam,
2013; Yang and Yu, 2011; Zhang et al., 2008), yet important spatial
information that is discriminative between the signal of interest
and noise is lost when the MS data are summed over retention time.
A review of spectrum denoising techniques is given in Yang and Yu
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(2011), detailing techniques, such as moving average, Savitzky-
Golay filter, Gaussian filter and denoising in wavelet transform do-
main via L1 penalized least squares estimation.

PeakSelect (Zhang et al., 2008) explores the fact that ions have
isotopes but noise does not in order to differentiate between signal
and noise. It uses a Gaussian mixture model and an expectation–
maximization algorithm to find the base intensity level (baseline) in
a spectrum. MS Cleaner (Mujezinovic et al., 2010) uses a modified
Fourier-transform-based criterion to clear the background in the
data. MS-REDUCE (Awan and Saeed, 2016) is a low-complexity
technique that consists of three steps; spectral classification, peak
quantization and weighted random sampling. PeakSelect, MS
Cleaner and MS-REDUCE are data dependant acquisition based
spectral denoising techniques.

In Coombes et al. (2005) and Yang and Yu (2011), the spectra
are decomposed into the noiseless signal, baseline noise and random
noise. Cappadona et al. (2008) claim that the above-mentioned de-
composition of the observed signal into three independent terms to
be too naive, arguing that a complete description of the data
requires consideration of the possible correlation between the terms.
Unlike other studies (Coombes et al., 2005; Du et al., 2008; Kwon
et al., 2008; Li et al., 2007; Yang and Yu, 2011), denoising is per-
formed on single ion chromatographs in Cappadona et al. (2008)
and uses a model that takes into account the heteroscedasticity of
the stochastic noise. The data heteroscedasticity is discussed in
Hundertmark et al. (2009), which states that the noise is essentially
multiplicative and varies with signal intensity. By means of undeci-
mated wavelet transform (UWT), Cappadona et al. (2008) claim to
remove both the chemical and the random noise by performing
wavelet smoothing and wavelet denoising, respectively. However,
careful analysis shows that the algorithm calculates a baseline using
the smoothed and denoised signals and performs only a baseline
subtraction.

Similar to Cappadona et al. (2008), denoising is performed on
chromatograms in Ning et al. (2014), which presents an algorithm
for Baseline Estimation and Denoising With Sparsity. This method
explores the sparse derivative nature of the signal and derives a
majorization–minimization approach to optimize the penalized
criterion.

The technique given in Cappadona et al. (2008) perform denois-
ing of single ion chromatograms, allowing partial exploration of the
2D information of MS data. However, it is not strictly a 2D denois-
ing technique, because m/z and retention time dimensions are not
considered jointly.

Here, we present chemical and random additive noise elimin-
ation (CRANE), a technique for removing three major sources of
noise from raw electrospray ionization–liquid chromatography mass
spectrometry (ESI-LC-MS) data via 2D UWT (Starck et al., 2007),
inspired by image denoising techniques. It is applied to raw (unpro-
cessed) ESI-LC-MS data and explores 2D information compared
with previous 1D approaches in the field. Wavelet transformation is
a technique widely used to process signals in the frequency domain,
which facilitates the separation of data into different components,
thus isolating undesirable components, such as noise. For these rea-
sons, image processing techniques (Cai and Harrington, 1998; Yang
and Fei, 2011) based on wavelet transform are modified for denois-
ing MS data in this study.

The aim of this study is to develop a denoising algorithm for MS
data that can add value to proteomic studies by enhancing high
quality identification and quantification of peptides and proteins in
a single sample. A description of the CRANE algorithm is given in
Section 2, which details how the wavelet coefficients are manipu-
lated to remove the baseline, random and chemical noise. The effect-
iveness of CRANE is demonstrated by denoising the MS1 (first stage
of MS) and all the MS2 (second stage of MS) windows of the data-
independent acquisition (DIA) MS datasets from Navarro et al.
(2016) and Krasny et al. (2018). The original files and the denoised
files are processed using OpenSWATH (Röst et al., 2014) and
Pyprophet (Rosenberger et al., 2017). The output is compared using
various performance measures to demonstrate the benefits of
CRANE.

2 Crane algorithm

Under standard ESI-LC-MS conditions, m/z and the retention time
are discretely sampled from two orthogonal dimensions. Therefore,
when all scans of an MS window are drawn adjacent to each other,
the acquired data can be represented as a 2D image (Supplementary
Fig. S1). The remainder of this section describes each step of the
CRANE algorithm (Fig. 1) and the importance of each step (Figs 2
and 3). Pseudocode of the algorithm is given in the Supplementary
Section S1.2.

2.1 Index space conversion
Wavelet transform assumes that the measurements are made equi-
spaced from each other. If we were applying wavelet transform to a
time series, then, the time lapse between two measurements would
need to be the same. Thus, before wavelet transform can be applied
to MS data, it must be transformed into appropriate coordinates.
For the retention time coordinate, if the cycle time is tc and the first
scan is at t0, then the retention time vector of each window can be
described aS

t iRð Þ ¼ tciR þ t0; (1)

where iR is the retention time index. For the m/z coordinate, the
mass analyser in a time-of-flight (TOF) mass spectrometer measures
the time taken for a charged ion, accelerated by an electric field of
known strength (U), to move a known distance (d). It is a digital
sensor that samples at a constant frequency. Thus, measurements
are made at constant time intervals

t iMZð Þ ¼ tp iMZ þ cð Þ; (2)

where iMZ is an integer value, tp is constant and c is a constant off-
set, and this time is related to the m/z of the ion such that

t iMZð Þ ¼ dffiffiffiffiffiffiffi
2U
p

ffiffiffiffiffiffi
mi

zi

r
þO; (3)

where mi and zi are the mass and the charge of the ith peptide and
O represents higher-order terms. With this in mind, using Equations
(2) and (3) it becomes possible to convert m/z to an integer index
through the following relationship (Chernushevich et al., 2001)

Fig. 1. CRANE algorithm flow chart, indicating the steps that are taken to convert a

raw MS data file into the wavelet domain, how wavelet coefficients are manipulated

to remove the three major sources of noise, and how data are converted back to m/z

and retention time domain to create a denoised data file
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iMZ þ c ¼ d

tp

ffiffiffiffiffiffiffi
2U
p

ffiffiffiffiffiffi
mi

zi

r
þO) mi

zi
¼ a½iMZ þ c� þ bð Þ2; (4)

where a ¼ tp

ffiffiffiffiffi
2U
p

d and b represents higher-order terms.
The current implementation of CRANE accepts as input MS

data in the Toffee file format (Tully, 2020). The Toffee file format is
used as it converts the MS data into index space and enables fast
subsampling of the data. The index conversion in Toffee supports
TOF instrument data and further work needs to be done before it
can be effectively used for Orbitrap data.

2.2 Mass range calculation
A vast amount of computer memory is required to denoise an entire
MS window at once. Therefore, strips of data are extracted from the
MS window and processed independently. There are two different
methods for data extraction, and the first is to split the entire win-
dow into strips. However, this method is computationally expen-
sive. Depending on the available memory and the number of levels
of wavelet decomposition required, a suitable mass index width is
defined. Then the entire MS window is subdivided along the m/z
axis into strips with an equal width. Each strip contains data along
the entire retention time span of the experiment, which we name as
an extracted ion envelop (Fig. 3a and Supplementary Fig. S1) follow-
ing the nomenclature given in Smith et al. (2014). The reason for
splitting along the m/z axis instead of the retention time axis is to fa-
cilitate the identification and removal of chemical noise.

The second method of data extraction is to identify the m/z ranges
of interest based on the spectral library. Pipelines, such as
OpenSWATH (Röst et al., 2014), require a spectral library, which
has information about the expected m/z of the peptides and fragments
of interest. Based on the m/z values listed in the spectral library and
data used by downstream proteomic pipelines, the m/z ranges that re-
quire denoising can be identified. Similar to the first method, strips of
data are extracted along the entire retention time range. Since only
the areas of interest are denoised, this method is computationally effi-
cient. However, the drawback is that the files may need to be
denoised again if the spectral library or the pipeline changes.

2.3 Wavelet transform
The extracted raw data strips are transformed to the wavelet domain
(Starck et al., 2007) and the current implementation of CRANE uses
the PyWavelets library (Lee et al., 2019). This module accepts as in-
put an intensity matrix of the extracted data with each row having a
fixed m/z index and each column having a fixed retention time
index. At each level of 2D UWT, the signal is decomposed into ap-
proximation, horizontal, vertical and diagonal components. The al-
gorithm given in Cappadona et al. (2008) decomposes single ion
chromatograms up to six levels using Coifmann wavelet of order
one. Empirically, we have found that Daubechies wavelet of order
two works better for CRANE. An adaptive wavelet level selection
technique is described in the Supplementary Section S1.3.

Fig. 2. Illustration of baseline noise removal using a fragment plot of AAADALSDLEIKDSK peptide extracted from the hye124_ttof5600_32fix_lgillet_l150206_001 file of the

multicentre dataset from Navarro et al. (2016). A fragment plot consists of two sections. The top half shows intensity plots of the extracted ion envelops of a precursor and its

fragments stacked one after the other. The bottom half of the fragment plot shows the corresponding chromatograms. All the extracted ion envelops have 100 ppm width. (a)

Raw fragment plot. Between 2500 and 7500 s the chromatogram peaks originate at a level higher than zero showing a shift in the baseline. (b) CRANE denoised fragment plot
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The properties of the wavelet transform that help in the image
denoising are sparseness, clustering and correlation between neigh-
bouring wavelet coefficients (Donoho and Johnstone, 1995). All
these properties help in differentiating the noise from the signal,
thus enabling its removal.

Unlike the discrete wavelet transform, which down-samples the
approximation and detail coefficients at each decomposition level,
the UWT does not incorporate the down-sampling operations.
Therefore, the approximation and detail coefficients at each level
are the same length as the original signal. Consequently, UWT is an
inherently redundant scheme. This redundancy also aids in denois-
ing and is thus used in CRANE.

2.4 Baseline noise removal
When many analytes hit the detector in quick succession (e.g. analy-
sing a complex tissue sample with many peptides), there is a baseline
shift (Fig. 2a). This is a very slow-moving variation; hence, it is cap-
tured in the low frequency components. The baseline noise can be
removed by suppressing the approximation coefficients, which cap-
ture the low frequency components (Fig. 2b).

2.5 Random noise removal
The wavelet transform’s energy compactness helps greatly in denois-
ing. Energy compactness refers to the fact that most of the signal en-
ergy is contained in a few large wavelet coefficients, whereas a small
portion of the energy is spread across a large number of small wave-
let coefficients. These coefficients represent details as well as high
frequency noise in the image. By appropriately thresholding these
wavelet coefficients, image denoising is achieved while preserving
fine structures in the image.

There are two decisions that must be made when performing
denoising via wavelet coefficient thresholding, namely threshold se-
lection and thresholding technique.

2.5.1 Threshold selection

There are many techniques including VisuShrink (Donoho and
Johnstone, 1994), SUREShrink (Donoho and Johnstone, 1995) and

BayesShrink (Chipman et al., 1997) for the selection of the thresh-
old. From empirical results, VisuShrink is optimal for CRANE.
VisuShrink threshold is calculated as,

T ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2logM

p
; (5)

where r is the SD of noise and M is the number of pixels in the image.
When the noise variance is unknown, it can be estimated via the me-
dian absolute deviation (MAD) of the lowest level of diagonal coeffi-
cients (D1). If we assume that the noise can be modelled as a zero
mean Gaussian, then the following relationship holds,

MAD ¼ medianðjd1
ij �medianðD1ÞjÞ � 0:67449 r; where d1

ij 2 D1, i

and j are the column and row numbers of the D1 coefficient matrix.
Since the threshold is selected per extracted ion envelop, we cater for
the heteroscedasticity of noise.

2.5.2 Thresholding technique

There are many methods of applying the threshold to wavelet coeffi-
cients. Hard thresholding sets all the coefficients lower than the
threshold to zero and leave the other coefficients unaffected. The po-
tential limitation of this technique is that it could lead to artefacts
after inverse wavelet transform. Soft thresholding, on the other
hand, shrinks all coefficients towards zero by the threshold value
(Donoho and Johnstone, 1994), which addresses the issue of arte-
facts. However, in this application, it could be undesirable as this
could lead to a drop in the value of peptide intensities. CRANE uses
hard thresholding with an artefact filter.

The effects of various steps of the CRANE algorithm are illustrated
based on a raw extracted ion envelop (Fig. 3a). The effects of VisuShrink
with hard thresholding and approximation coefficient suppression are
given in Figure 3b and the noise removed is given in Figure 3c.

2.6 Chemical noise removal
Figure 3b demonstrates that chemical noise is unaffected by random
and baseline noise removal. Image denoising techniques try to pre-
serve line structures, thus removing chemical noise is not covered by
image denoising techniques. In many cases, chemical noise has a

Fig. 3. Illustration of the importance of CRANE algorithmic steps using an extracted ion envelop. (a) The raw extracted ion envelop shows a section of the MS1 window of a

DIA-MS data file as an intensity map with retention time as the horizontal axis and m/z as the vertical axis. The bright dot at �55 min is a peptide of interest and the horizontal

line is chemical noise. (b) The extracted ion envelop with horizontal, vertical and diagonal components VisuShrink hard thresholded and approximation coefficients sup-

pressed. This shows the output if the chemical noise removal step is skipped. (c) Noise removed by the hard thresholding step, difference between a and b. (d) CRANE denoised

extracted ion envelop with baseline, random and chemical noise removed, and artefact filtered after inverse transform to spatial domain. (e) Noise removed by CRANE. (f)

CRANE denoised extracted ion envelop without artefact filtering. (g) Artefacts in Figure 3f showing the importance of artefact filtering
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similar m/z to that of the peptides of interest. Therefore, threshold-
ing in spatial domain will affect the intensities of the peptides.

There are many ways of approaching this problem. Extracting
the line structure using ridgelet transform (Candès, 1998; Fadili and
Starck, 2012) is one such approach. However, given the dimension
of the raw data files, a simple and computationally efficient method
is desirable.

If the extracted raw data are plotted as a heatmap with retention
time as the x axis and m/z as the y axis, the chemical noise appears
parallel to the x axis (Fig. 3a and Supplementary Fig. S1).
Consequently, it appears only in the horizontal components in the
wavelet decomposition. Therefore, by performing row median cor-
rection of the horizontal components, we are able to successfully re-
move the chemical noise. The vertical and diagonal components
carry sufficient information to restore isotropic structures, such as
the peptide of interest (Fig. 3d and e).

2.7 Inverse transform and artefact filtering
In the current implementation of CRANE, the inverse wavelet trans-
form is performed using the PyWavelet library (Lee et al., 2019).
Horizontal row median correction and VisuShrink hard threshold-
ing could result in artefacts when inverse-transformed to the spatial
domain. Therefore, the following artefact filters are used. First, any
negative values in the spatial domain in the denoised data are set to
zero because MS intensities are always positive. Second, if the
denoised signal is higher than the original at any point, the denoised
pixels are replaced by the raw data, since CRANE assumes that
noise is additive.

Figure 3f shows the denoised data if only the negative correction
is applied to the denoised data. Figure 3g shows the artefacts that
have been introduced. Figure 3d shows that artefact filtering
resolves this issue.

3 Results

We have chosen the multicentre and matrisome datasets released by
Navarro et al. (2016) and Krasny et al. (2018), respectively, to dem-
onstrate the performance of CRANE. Raw files and the CRANE
denoised files were processed with and without the in-built back-
ground subtraction in OpenSWATH, which we call OSW1 and
OSW0, respectively. OpenSWATH has two background subtraction
settings: original and exact. Since the results were comparable for
both settings, we will only show the results of the original setting in
this article as OSW1. In OSW1, the background is computed as the
average of the left and right hand edges of the peak, which is then
multiplied by the width of the peak. This value is then subtracted
from the peak intensity to obtain the denoised intensity. Raw files
processed with OSW0 are considered as the reference since none of
the denoising techniques is applied to that set of data.

3.1 Multicentre benchmarking dataset
Multicentre dataset was selected because it comprises DIA-MS data
acquired with different instrument platforms and acquisition meth-
ods. Raw data files were obtained from ProteomeXchange (dataset
PXD002952). This dataset includes two experiments, each with hy-
brid proteome samples, consisting of tryptic digests of human, yeast
and Escherichia coli proteins. The proportions of the hybrid samples
A and B of experiment HYE124 were set so as to yield expected pep-
tide and protein ratios of 1:1 (A/B) for human, 2:1 for yeast and 1:4
for E.coli proteins. The samples of experiment HYE110 were pre-
pared so the peptide and protein ratios were 1:1 (A/B) for human,
10:1 for yeast and 1:10 for E.coli proteins. All the samples of experi-
ments HYE124 and HYE110 have 65% and 67% of human pro-
teins, respectively. Data have been collected using SCIEX
TripleTOF (TTOF) 5600 and TTOF 6600 instruments, using four
different Sequential Window Acquisition of All Theoretical Mass
Spectra acquisition methods by varying the window number (32 or
64) and window size (fixed or variable) (Navarro et al., 2016).
Details of how the peptide and protein data were generated are
given in the Supplementary Section S2.

3.1.1 Technical variance

The dispersion of quantitative values is calculated as coefficients of
variation (CV) for each identified peptide among technical replicates
of each sample. The peptide CV distribution of CRANE denoised
files with OSW0 is similar to that of raw files processed with OSW0.
However, when OpenSWATH background subtraction feature is
enabled (OSW1), the CVs increase both in terms of median and vari-
ance (Supplementary Fig. S2a and b and Tables S2 and S3). The dis-
persion of the quantified protein values among technical replicates
of each sample shows a similar pattern (Supplementary Fig. S2c and
d and Tables S2 and S3).

3.1.2 Identification statistics

Denoising via CRANE increases the peptide and protein identifica-
tions when 32 windows are used. There is no significant change in
the number of identifications on CRANE denoised files when
64 windows are used. OSW1 shows a drop in the number of peptide
and protein identifications compared with OSW0 when the
TTOF 6600 is used (Fig. 4 and Supplementary Figs S3–S5 and
Tables S4–S9).

Sample A has a higher proportion of yeast proteins than sample B
in both HYE124 and HYE110 experiments. In experiment HYE110,
CRANE_OSW0 with the 32-window scheme show a 3–5% improve-
ment in the number of yeast peptide and protein identifications in
sample A compared to a 7–16% improvement in sample B (Fig. 4 and
Supplementary Fig. S4) compared with RAW_OSW0. In experiment
HYE124, CRANE denoised files show a similar pattern of a higher
improvement in the number of peptide and protein identifications in
sample B compared with sample A when the 32-window scheme is
used (Supplementary Figs S3 and S5). Therefore, denoising with
CRANE has assisted with the identifications of low abundance yeast
peptides and proteins in the 32-window scheme.

In contrast, when the TTOF 6600 is used, OSW1 shows a larger
drop in the number of yeast peptide and protein identifications in sam-
ple B compared with sample A. In experiment HYE110, RAW_OSW1
shows a 6–11% drop in the number of yeast peptide and protein iden-
tifications in sample B compared with about 2% drop in sample A
(Fig. 4 and Supplementary Fig. S4). OSW1 also shows a larger drop
for the 32-window scheme compared with that of the 64 windows
when the TTOF 6600 is used (Supplementary Tables S5 and S8).

These observations are mirrored in E.coli peptide and protein
identifications as well. CRANE_OSW0 increases low abundance pep-
tide and protein identifications and therefore displays a larger increase
of identifications in sample A compared with sample B when 32-win-
dow scheme is used. While OSW1 seem to have the opposite effect
when the TTOF 6600 is used by displaying a higher drop in the

Fig. 4. Percentage peptide detection improvements of RAW_OSW1,

CRANE_OSW0 and CRANE_OSW1 compared to the reference (RAW_OSW0) of

samples A and B of the four datasets of experiment HYE1110
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number of E.coli identifications in sample A compared with that of
sample B (Fig. 4 and Supplementary Figs S3–S5 and Tables S6 and
S9).

3.1.3 Quantification performance

Logarithmic (log2) ratios of quantified amounts are calculated for
each identification and each sample pair in the dataset [log2(A/B)]
(Fig. 5 and Supplementary Figs S6–S8 and Tables S10–S17). Since
median normalization uses human peptides as the reference, the ab-
solute median deviation from the expected abundance ratio is artifi-
cially adjusted to zero for human peptides and proteins (Fig. 5 and
Supplementary Figs S6–S8). In order to compare on an equal foot-
ing, only the common peptides and proteins across all the tools are
considered when calculating the median deviation from the expected
and SD of the abundance ratio distributions.

The Levene’s statistic is calculated to test the null hypothesis that
the variance of the abundance ratio distributions of RAW_OSW1,
CARNE_OSW0 and CRANE_OSW1 is that same as that of
RAW_OSW0 for each species (Supplementary Tables S10–S13).
CRANE_OSW0 has the lowest abundance ratio SD and with P �
0.01, its variance is the same as that of the reference (RAW_OSW0).
The abundance ratio SD of RAW_OSW1 and CRANE_OSW1 is sig-
nificantly higher.

The absolute median deviation from the expected abundance
ratio for yeast and E.coli peptides and proteins of CRANE_OSW0,
RAW_OSW1 and CRANE_OSW1 is notably smaller than that of
RAW_OSW0 (Fig. 5 and Supplementary Figs S6–S8). The absolute
median deviation from the expected abundance ratio for each tertile
[first: lowest intensity (0–33.3%), second: medium intensity (33.3–
66.7%) and third: highest intensity (66.7–100%)] show a similar
pattern (Supplementary Tables S14–S17). Therefore, both CRANE

and OSW1 denoising techniques improve the peptide and protein
quantification accuracy.

We consider two abundance ratio validity ranges, defined as
three times and five times of SD from the average log ratio, respect-
ively (Supplementary Tables S18–S21). Following the pattern of
identification statistics, CRANE_OSW0 has a higher number of
peptides and proteins within the validity range when the 32-window
scheme is used and has the same number of identifications as OSW-
BS0 for the 64-window scheme. OSW1 has fewer identifications
within the validity range compared to RAW_OSW0 when TTOF
6600 data are used. The increase in the number of yeast and E.coli
peptides and proteins within the validity range for CRANE_OSW0
when the 32-window scheme is used can vary between 5% and
16%. The decrease in the number of yeast and E.coli peptides and
proteins within the validity range for RAW_OSW1 can vary be-
tween 2% and 11%.

3.1.4 Species separation

The abundance ratio of the identifications of each species is
expected to have a certain value that corresponds to the way the
samples A and B are composed for experiments HYE124 and
HYE110. Therefore, to measure the species overlap, we calculated
the area under the curve (AUC) of the receiver operator characteris-
tic curve constructed by varying an abundance ratio threshold. The
inverse hyperbolic tangent (arctanh) transform of the AUC is listed
in Supplementary Tables S22 and S23. In order to compare on an
equal footing, only the common peptides and proteins across all the
tools are considered for species separation calculations.
CRANE_OSW0 is the best in species separation.

3.2 Matrisome dataset
The matrisome DIA-MS dataset is designed to analyse extracellular
matrix (ECM) and ECM-associated proteins. Proteomic analysis of
ECM proteins is difficult because many components of the matri-
some, in particular the core matrisomal proteins, are highly insol-
uble and ECM-associated proteins are found in low abundance.
Therefore, ECM enrichment strategies that are capable of solubiliz-
ing matrisomal components have been developed. Majority of ECM
enrichment techniques lead to an enrichment in core ECM compo-
nents but results in the decrease in the soluble ECM-associated pro-
teins. Thus, ECM enrichment methods create a distorted view of the
actual matrisomal content of the system under study (Krasny et al.,
2018). Raw data files were obtained from ProteomeXchange (data-
set PXD008651). Data have been collected using SCIEX TTOF
5600 with 31 precursor isolation windows. Mouse liver and lung
samples with and without ECM enrichment have been considered
each with six biological replicates and three technical replicates.
Details of how the peptide and protein data were generated are
given in the Supplementary Section S4.

3.2.1 Technical variance

The peptide and protein CV data display the same trend as the mul-
ticentre data. CV distribution of CRANE denoised files with OSW0
is similar to that of raw files processed with OSW0. However, when
OpenSWATH background subtraction feature is enabled (OSW1),
the CV increases (Supplementary Figs S9 and S10).

3.2.2 Identification statistics

The ECM non-enriched samples have about three times as much
peptide and protein identifications compared with the ECM
enriched samples. In the liver samples, the ECM enriched samples
have more matrisomal peptides and proteins compared with the
non-enriched. However, in the lung samples, the ECM enrichment
does not seem to improve ECM peptide and protein detections.
There are fewer ECM-associated proteins detected in the ECM
enriched samples. All the denoising techniques have improved the
peptide and protein identifications. CRANE_OSW1 displays the
highest peptide and protein detections closely followed by
CRANE_OSW0. CRANE denoised files show 15–20%

Fig. 5. Peptide abundance ratio distribution comparison for multicentre experiment

HYE110 of human, yeast and E.coli peptides for RAW_OSW0, RAW_OSW1,

CRANE_OSW0 and CRANE_OSW1. The red dashed lines show the expected

abundance ratios
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improvement in peptide and protein detections with the highest im-
provement shown in non-enriched liver samples. Similar to the mul-
ticentre dataset, we observe that CRANE aids the detection of low
abundance ECM-associated proteins (Supplementary Figs S11–S14
and Tables S24–S27).

3.2.3 Differential analysis

All the intensities are log2 transformed and the difference in protein ex-
pression is compared between the six biological replicates of liver and
lung samples. ECM enriched and non-enriched samples are analysed
separately. The log2 transform of the average intensity ratio (fold
change) of lung versus liver is used in conjunction with the Welch’s t-
test P-value with threshold 0.05 to identify statistically significant differ-
ential expression (Supplementary Figs S15–S18). ECM non-enriched
samples have a higher number of differentially expressed proteins. All
the denoising techniques improve the number of differentially expressed
proteins with CRANE_OSW1 having the highest improvement.

4 Future work

The current implementation of the CRANE algorithm is written in
the Python programming language and is not optimized in terms of
computation efficiency. The denoising of each file of the multicentre
and matrisome datasets on an Intel Platinum 8168 2.7 GHz CPU
took on average 36 and 31 h, respectively. An implementation using
a language such as Cþþ would result in a denoising tool with
shorter processing time.

5 Discussion

The step-by-step development of a novel denoising technique CRANE
based on 2D UWT is presented. Results show CRANE is an effective
technique for removing chemical, baseline and random noise.

The importance of each algorithmic step and the impact of denois-
ing are illustrated using a benchmarking dataset and a biological co-
hort. CRANE is also compared with the in-built denoising option of
OpenSWATH (OSW1). Denoising files with CRANE identifies more
peptides and proteins when fewer MS2 windows are used. This is
most likely due to the increase in MS2 noise with a wider isolation
window width. Furthermore, OpenSWATH is heavily dependent on
MS2 scores. Denoising with CRANE further promotes identification
of low abundance peptides. This is encouraging as low abundance
peptides appear close to the noise level and it is challenging for any
denoising technique to remove noise without affecting them.

The OSW1 background subtraction results in fewer identified
peptides and proteins when data from a TTOF 6600 is used. A great
proportion of the lost peptides is represented by low abundance
ions. This could be due to OpenSWATH using a spatial domain ap-
proximation of the background that is based on the intensities of the
edges of the peaks. This simplistic approximation does not seem to
work well for low abundance peptides. In contrast, CRANE
removes baseline, random and chemical noise by manipulating
wavelet coefficients.

On quantification alone, OSW1 performs better than CRANE
while CRANE is superior in identifications. The benefits of both
CRANE and OSW1 can be harnessed by using the methods in con-
junction. However, irrespective of whether OSW1 is applied to raw
data or to CRANE denoised data, it results in higher CV and
reduced low abundance identifications on TripleTOF 6600 data.
Denoising with CRANE results in a simultaneous increase in the
number of identifications and quantitative accuracy while maintain-
ing a low CV for both TripleTOF 5600 and TripleTOF 6600 instru-
ments and all acquisition window schemes tested.
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