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Abstract: In recent years, applications of wireless sensor 

network (WSN) is emerged as the revolutionary phase in many 

functional areas such as industrial, environmental, business, 

military and many need based self-intelligent real time systems. 

Some of the applications require data communication from harsh 

physical environment which poses great challenges to wireless 

sensor networks. The deployment of these sensor nodes in  the 

hostile environment cause sensor nodes failure. This demands 

fast, redundant fault tolerant, energy saving approaches which 

meet the requirements of most recurring failures and path 

disruption scenarios in wireless sensor networks. Hence there is 

need for fuzzy knowledge based fault detection because traditional 

fault detection methods are endured by low detection accuracy. 

The proposed fuzzy knowledge based faulty node detection and 

redundancy approach (FNDRA) is presented to identify the faulty 

nodes and provide the management method for nodes reusability. 

The effectiveness of the proposed approach was implemented 

using Matlab and the results shows that the proposed approach 

meets the constraints and requirements of most common and 

predicated critical failure scenarios. 

Keywords:  Wireless sensor network (WSNs), Hardware faults, 

Fault Detection, Redundancy. 

I. INTRODUCTION  

Wireless sensor network (WSN) is a collection of 

spatially distributed, low cost, low power and autonomous 

sensing devices, deployed in the monitoring area to measure 

varying physical conditions [1]. Each sensing devices, called 

node, has processing and wireless communication 

capabilities, which enable it to gather information about the 

environment and to generate, deliver report messages to the 

remote Base Station (BS). The base station aggregates and 

analyses the report messages received and decide whether 

there is an unusual or concerned event occurrence in the 

monitored area. The concept of wireless sensor network is in 

the focus of intense research due to wide-range of potential 

applications enabled by sensor networks, such as battlefield 

surveillance, machine failure diagnosis, biological detection, 

home security, smart spaces, inventory tracking and so on 

[2–5]. For all the stated applications, a wide range of nodes 

are deployed in the environment to progress the Quality of 

Service (QoS) of the network. Since these sensors are 

deployed in the unfavourable or harsh environment, they are 
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susceptible to failures. The probability of failure of the sensor 

nodes increases with increase in number of sensor nodes 

deployed [6, 7]. Faulty nodes may transmit incorrect data to 

the BS, thereby degrading the overall functionality of the 

network. Hence, it is desirable to detect these faulty nodes in 

the network with high accuracy to improve the QoS. To 

increase the mis-prediction of faulty sensor nodes and 

enhancing the overall performance of WSN’s, many fault 

tolerant methods have been proposed in recent years. 

Software fault and hardware fault are the two broad areas 

in WSNs for fault identification. The system software of the 

node execute erroneously which cause the malfunction of the 

data analysis in the BS due to the software fault [8,9]. 

However, in the case of hardware fault the different hardware 

components of the node become defective so that the data 

packet could not be reached to the intended destination node 

or BS [10]. The major hardware faults are transmitter circuit 

fault, receiver circuit fault, microcontroller circuit fault, 

sensor circuit fault and power/battery fault. The available 

conventional fault tolerance approaches have limitations in 

accurately detecting and managing the hardware faults.  Fuzzy 

logic methods provide better performance in diagnosis and 

detect with the doubtful information particularly in hardware 

failures. Fuzzy logic has several advantages over traditional 

methods like instant, design time, computational complexity, 

low development cost and more specifically flexibility in 

operation [11, 12]. In the existing literature various 

approaches have been proposed by researchers to deal with 

the fault detection problem in WSNs [13-20]  and it can be 

achieved by different techniques such as mean, median, 

majority voting based, probabilistic neural network policy, 

cluster based approach, cellular approach , cellular automata 

technique, and Bayesian algorithm. Therefore it is an essential 

and important task to ensure the network reliability. Hence, it 

is seen from the literature that most of the conventional fault 

detection methods adapted in WSN’s have either one of the 

drawbacks such as poor detection accuracy, lack of energy 

efficiency, difficulty in reusability of the node etc. Most of 

these drawbacks can be circumvented by fuzzy based fault 

detection schemes, where fuzzy logics are used to overcome 

the uncertain characteristics of the WSN environment, which 

in turn helps to enhance the fault detection accuracy. The 

principle of fault detection evaluation using fuzzy logic 

consists of a three-step process, the input performance 

parameter conditions have to be fuzzified, then they have to 

be evaluated by an inference mechanism using fuzzy rules, 

and finally they have to be 

defuzzified.  
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Chanak et al. [21] proposed a fault detection scheme in 

which each sensor node transmits its fault status to the BS and 

then BS manages faulty sensor nodes through the fuzzy rule. 

Since it is a centralized fault technique where each sensor 

node transmits their fault status to the central node, more 

exchange of status/data packets took place between the 

central node and sensor node, which results in the fast 

deterioration of stored energy at these nodes. Khan et al. [22] 

proposed fuzzy based fault identification strategy where 

sensor circuit faulty nodes are detected through neighbour’s 

data analysis in run time. In this approach, BS collects all 

sensor nodes data and analyzes the data by the Fuzzy Interface 

System (FIS) to detect sensor circuit faulty nodes within the 

network. But, due to the non-availability of node information 

details, this method suffers poor detection accuracy and hence 

non-faulty nodes are detected as faulty nodes during the 

diagnosis process. Fuzzy rule based approach for fault node 

identification using transmitter and battery condition 

parameters are proposed by Pooja et al. [23]. Though this 

approach has given good performance results in fault node 

identification and improved lower alarm rate, the approach 

has to be tested for large scale sensor networks.  Fuzzy logic 

based fault tolerance method in distributed wireless sensor 

networks proposed by Bhajantri et al. [24] showed 

considerable improvements in the energy consumption, 

throughput and latent period of the network. But these 

methods have not considered the hardware fault detection as a 

performance parameter. 

Since fuzzy logic allows the inclusion of vague human 

assessment in computing problems, it can be effectively used 

in intelligent real time systems[25] and WSN’s for decision 

making, optimization and control. For example, Lopez et al. 

[26] proposed a new approach for the stability and design of 

non-linear fuzzy inference systems based on Takagi-Sugeno 

(T-S) fuzzy models. A convex optimisation technique 

involving Linear Matrix Inequalities (LMI) has been 

proposed to self-select the local linear models which 

guarantee the global stability of the fuzzy models. The 

developed scheme has been successfully applied to real time 

scenarios like fault-tolerant control of an induction motor of a 

rail traction system. Farzin et al [27] designed a T–S fuzzy 

robust feedback linearization observer applied to a fuzzy 

ARX-Laguerre to improve the accuracy of fault estimation, 

reliability, and robustness for the surgical robot used for Sinus 

surgery. The effectiveness of the proposed algorithm is tested 

with simulations for better performance.  Masdar et al [28] 

presented a fuzzy logic based faulty node detection algorithm 

for heterogeneous WSNs , unlike the other fault detection 

approaches they have used the distance of the neighbours 

node, coverage and difference of the sensed values to measure 

the weight of the neighbouring nodes. Identifying the fault 

and managing the faulty nodes in WSN are important for 

ensure the uninterrupted communication in WSN. To improve 

the quality of the network redundancy approaches are 

considered which allows m sensor nodes within a source 

cluster. Redundancy is desired not only for the purpose of 

availability improvement but also for providing robust and 

fault tolerant when individual sensor nodes are faulty or 

malfunctioning. Redundancy is required in different network 

condition with different fault probabilities and it requires 

cluster to response to the received queries. In an ideal 

scenario temporal redundancy is used to improve the 

reliability of the entire system [29]. 

It ensures that the proposed algorithm can correctly 

recognize each sensor nodes status at the event of   transient 

faults. In the proposed fuzzy knowledge based faulty node 

detection and redundancy approach (FNDRA), the aspect 

redundancy approach is used for the faulty node management. 

The FNDRA uses hardware redundancies where more sensor 

nodes applied to recognise the faults and to ensure the 

reliability. 

 

Fig. 1. Flow diagram for fault detection and fault tolerance. 

A. Contribution 

The work is focused on using fuzzy logic for fault 

detection and redundancy approach to achieve the fault 

tolerance. The proposed approach is the attempt for fault 

detection with the temporal redundancy technique which 

helps to continue the satisfactory operation in the event of 

failure of its sensor nodes.  
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The approach  has the two phases: firstly, hardware fault 

detection (Fig.1) is carried out in both cluster head (CH) level, 

node level and the specified hardware components like 

transmitter, receiver and battery are considered for fault 

diagnosis. All the hardware component conditions of are 

measured by fuzzy logic rules which help to detect failures in 

advance.  Secondly, efficient redundancy approach was 

introduced to reuse the faulty nodes effectively. Algorithm 

describes about the faulty nodes detection and redundancy 

approach for the proposed scheme. During the node 

redundancy process receiver circuit faults are considered to 

reuse at earliest to avoid the communication interrupt. 

Receiver circuit conditions were preferred based on the fuzzy 

rule based decision making in FNDRA scheme. Therefore the 

proposed approach can ensure the reliability and resiliency of 

the WSN. 
Algorithm: Faulty nodes detection and Redundancy. 

_______________________________________________ 

N input Node set 

Nγ : Receiver Fault Node set 

Nδ : Non-fault Receiver Node set 

 Nε : Battery fault Node set 

Nη : Non-fault Battery Node set 

Nλ Transmitter fault Node set 

Nω : Non-fault Transmitter Node set 

Nω2=N; 

Fault node detection 

while Nω2  = ф do 

            Fuzzy analysis of hardware condition of each node; 

            Select each fault node; 

Working set Nω2 = Nα  Nγ  Nω; 

            Dead nodes set Nd = Nε  Nλ; 

End while 

Redundancy  

for each active N 

            if end node N Є Nγ then 

                        Node N broadcasts CRM advt,.msg. in the 

range X; 

end if 

if node N is a CH then 

Node N broadcasts NR advt. msg. in the 

range 2X; 

end if 

if (N Є Nγ receives  NR advt. msg) then 

            set level (N) = level (N) + 1; 

end if; 

end for 

If Nγ == end node 

            Replace the node with the Node R 

            Redefine Nγ as R at the result 

End if 

II. FORMAL DEFINITION OF THE PROBLEM 

The proposed WSN consists of N number of sensor nodes 

which have been localized randomly into clusters and each of 

the sensors is a member of one cluster. The deployed sensor 

nodes are powered by battery energy. Let be the number of 

battery fault, be the number of receiver fault and  number 

of transmitter fault which are situated within the deployed 

sensor nodes. The main objective of the proposed approach is 

to detect and diagnose the to sustain the network 

operation.   

The modified energy consumption by the ith sensor model 

was represented by the following linear equation [26] for the 

single message transmission. 

[1]  
[2] (1) 

Where  is the energy loss per bit by the 

transmitter electronics circuit,  and 

 denote the factor where . 

Transmission range is . Zi is the message size which is 

transmitted by each sensor node.  

Where,  represent the energy dissipation 

by the receiver circuit. 

A. Overview of the Node Definitions 

Based on their hardware conditions FNDRA approach 

categorized the deployed sensor nodes as normal node, end 

node, and dead node. Regarding to their hardware condition 

the defined sensors can do different jobs. If the sensor node 

can sense the environmental event periodically and if all the 

hardware circuit is working perfectly then that can be defined 

as a normal node. The end nodes are defined as the sensor 

node that does not able to receive any signal from the other 

sensor nodes but it can sense the information in the 

monitoring field. The dead node denotes the faulty condition 

of the battery, transmitter and receiver in the connected 

network. 

B.  Fuzzy rule based fault detection scheme  

The sensor nodes hardware conditions were 

performed and evaluated by fuzzy logic rules. (i) Fuzzifier (ii) 

Fuzzy interface system (FIS) (iii) fuzzy rule based and (iv) 

defuzzifier are the four important phases of fuzzy logic 

system. Fig.2 shows the fuzzy logic system for fault node 

detection. For analysing the hardware circuit condition three 

linguistic variables are given as input for the Fuzzifier phase 

which was done by the membership function. The fuzzifier 

outcome was defuzzied by the FIS and fuzzy rule was 

developed based on the linguistic rules given by FIS. Finally 

the defuzzifier collects all the outcome value from the FIS and 

generates the condition for each individual sensor nodes and 

the output has the possibility like normal node, end node and 

dead node. The linguistic input variable for the fuzzy system 

are: battery condition, transmitter condition, receiver 

condition and the fuzzy system output categories the sensor 

nodes into three. Depending on the hardware status of the 

sensor nodes output labels are as follows:  

Battery Condition = {Less, Moderate, High} 

Transmitter Condition ={Less, Moderate, High} 

Receiver Condition ={Less, Moderate, High} 

 Battery energy fault: Every battery faults are detected by 

the node itself, battery condition is represented by the 

fuzzy logic variables based on the remaining energy.  

High value of the battery denoted the condition good, if 

the condition of the battery is moderate there is chance 

of fault occurrence and if the battery condition is less, 

then the node is about to die and possible fault occurs. 
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Fig. 2. Operation of fuzzy rule based system 

 Transmitter circuit fault: CH takes responsibility to verify 

that every node condition by the lifeline messages. Each 

sensor node send a lifeline message to the CH with 

certain time interval on the other hand while receiving 

the lifeline message CH sends an acknowledgement to 

the cluster nodes with a lifeline-ok message. The 

transmitter circuit efficiency is represented by 

 (2) 

Ztimeis the total time spent by the network When ϑ is the 

number of lifeline messages sent by the CH. 

 Receiver circuit fault: Condition of the receiver sensor 

node was analysed by the node itself. The efficiency of 

the receiver circuit was evaluated based on the total 

number of lifeline – ok message received by the sensor 

node. 

 The memberships function for battery conditions are 

defined as follows: 

 

 

(3) 

 

[3]  

[4]  

(4) 

 

[5]  

(5) 

Corresponding membership plot is displayed in Fig.3 with 

x and y axis for battery conditions compared with degree of 

membership (Low, Medium, High). 

Fig. 3. Membership function for battery condition 

The membership function developed for Transmitter 

conditions with (High, medium, low) are given by the 

following 

 

 

[6]  
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[7]  

[8]  

(7) 

 

[9]  
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The corresponding membership plot for the Transmitter 

circuit is displayed in Fig.4. 

 Fig. 

4. Membership function for Transmitter condition 

The membership functions for receiver circuits are defined 

as  

 

(9) 
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Corresponding membership plot was depicted in Fig.5 

with receiver condition compared with (Low, Medium, High) 

degree of membership. 

  
Fig 5. Receiver circuit membership function 

Output membership function is depicted in Fig.6 here 

degree of membership helps to resolve various bounds for the 

nodes type. The membership function for node decision is 

defined as follows: 

 

 

(12) 

 

 

 

(13) 

 

 

 

 

(14) 

 

Table. 1 Node Decision Based on the Hardware condition using Fuzzy logic 

Rule no Battery  

condition 

Transmitter 

condition 

Receiver 

Condition 

Node 

Decision 

0 Less Less Less Dead node 

1 Less Less Moderate Dead node 

2 Less Less High Dead node 

3 Moderate Less Less Dead node 

4 Moderate Less Moderate Dead node 

5 Moderate Less High Dead node 

6 High Less Less Dead node 

7 High Less Moderate Dead node  

8 High Less High End node 

9 Less Moderate Less Dead node 

10 Less Moderate Moderate Dead node 

11 Less Moderate High Dead node 

12 High Moderate Less End node 

13 High Moderate Moderate  Normal node 

14 Moderate Moderate Moderate Normal node 

15 High Moderate Less End node 

16 High Moderate Moderate Normal node 

17 High Moderate High Normal node 

18 Less High Less Dead node 

19 Less High Moderate Dead node 

20 Less High High Dead node 

21 Moderate High Less End node 

22 Moderate High Medium Normal node 

23 Moderate High High Normal node 

24 High High Less End node 

25 High High Medium Normal node 

26 High High High Normal node 

Based on the membership functions 27 fuzzy rules were developed for a node decisions shown in Table.1. 

 

 
Fig. 6. Membership function for node decision parameter 

C.  Node redundancy approach for faulty node 

management 

To achieve fault tolerance node redundancy approach is 

used in this phase because it is a key factor for reliable data 

transmission in WSN. For increasing the fault tolerant factor 

and to ensure the uninterrupted communication receiver 

faulty nodes are considered to be redundant. 
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 If the receiver circuit condition is low and the sensor node 

does not receive any data from its neighbour nodes for a 

certain time that sensor node is considered as a faulty node. 

Energy dissipation by the receiver circuit for receiving Zi 

(bits) message is represented by the following equation. 

 (15) 

Where,  represent the energy dissipation by the 

receiver circuit. But it can able to sense the CRM 

(communication request message) and send it to the CH and 

not to its neighbour nodes. To respond to query q with R 

redundant node which is connecting the CH to the base station 

for node redundancy is given by 
 (16) 

Then the CH can deliver the NR (node request) to the base 

station with requested sensor data  if any redundant node is 

alive. This ensures that the base station still get sufficient data 

to perform if the redundant nodes are deployed in the region 

even when some nodes fail to perform. Fig.7 illustrate the 

decision making process for node management Therefore the 

redundancy approach helps to maximize the application 

network lifetime and could increase the reliability of the data 

delivery in the WSN. 

 

 
Fig. 7. Decision making and operating phase of node 

management scheme. 

IV. PERFORMANCE EVALUATION 

Simulation studies were carried out to evaluate the 

performance of the proposed FNDRA scheme for WSN’s 

using MATLAB. Node deployment was randomly distributed 

in 1000*1000 m
2
. The proposed FNDRA scheme was 

compared with FNCM and FDWSN in terms of average 

delay, packet delivery ratio, detection accuracy, network 

lifetime, dissipated energy. Experimental parameters are 

given in Table.2 

Table.2 Simulation parameters. 

Parameters Values 

Number of nodes 1000 

Network range 1000* 1000 

Sensing range 10m 

Initial energy 0.5J 

Data Packet Size 800 bits 

Duration of each round time 20s 

Data aggregation energy 5nJ/bit 

Detection accuracy 

The ratio of the number of faulty nodes are proportion of 

the sum of faulty nodes identified in the network. For 

comparison 300 faulty sensor nodes were considered. Fig.8 

shows the detection accuracy of the sensor node, the analysis 

depicts that the improvement of detection accuracy of the 

FNDRA is about 0.96% than the FNCM scheme. The FNCM 

it is able to detect 0.92%, and the FWDS able to detect 0.90%. 

Therefore performance of the proposed methodology 

increases as a result of the fuzzy logic based detection. 

 

Fig.8 Detection accuracy Vs faulty nodes 

 

Average delay 

The average delay was measured by the time required to 

transmit data from source to destination in the network. From 

Fig.9 the observation shows that when the node fault 

occurrence is low, the probability of dead node occurrence is 

low. When 60% of node failures occurs, the possibility of 

dead node occurrence is increased and the average delay is 

improved. 

 

 

Fig.9 Average delay with different percentage of faulty 

nodes 

Global energy 

Global energy is considered by the total amount of 

remaining energy of all active nodes and it is calculated  by 

the following equation: 

 

 

(17) 
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Fig.10. Global Energy Loss in FNDRA 

From the observation, energy loss in the network is 

gradually decreased when number of sensor node increases. 

The proposed FNDRA scheme tried try to reuse the faulty 

nodes the energy consumption of the Nγ nodes are increased 

due to this energy utilization of the deployed nodes (Nγ) are 

high .The redundancy approach in FNDRA scheme tried to 

recover 100 receiver circuit fault nodes and utilized properly 

as normal node from end node. 

V. CONCLUSION 

Fault detection and managing the faults are the two 

important aspects to ensure the network connectivity and it 

helps to minimize the subsequent failures of the network. The 

proposed fuzzy rule based fault node detection and 

redundancy approach (FNDRA) analyses the various 

hardware conditions through fuzzy logic that can be applied 

to detect and monitoring the environmental condition .The 

FNDRA scheme detects the faulty nodes and reduces rapid 

increment of the faulty nodes by utilizing the redundancy 

approach which helps to maximize the application network 

lifetime. Through the simulation it is demonstrated that 

proposed scheme offers the improved performance than the 

other schemes As a future study, sink mobility based 

mechanism can be taken into account to identify the 

environmental condition in real time. 
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