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 

Abstract: Nowadays, with the huge development of 

information and computing technologies, the cloud computing is 

becoming the highly scalable and widely computing technology 

used in the world that bases on pay-per-use, remotely access, 

Internet-based and on-demand concepts in which providing 

customers with a shared of configurable resources. But, with the 

highly incoming user’s requests, the task scheduling and 

resource allocation are becoming major requirements for 

efficient and effective load balancing of a workload among cloud 

resources to enhance the overall cloud system performance. For 

these reasons, various types of task scheduling algorithms are 

introduced such as traditional, heuristic, and meta-heuristic. A 

heuristic task scheduling algorithms like MET, MCT, Min-Min, 

and Max-Min are playing an important role for solving the task 

scheduling problem. This paper proposes a new hybrid algorithm 

in cloud computing environment that based on two heuristic 

algorithms; Min-Min and Max-Min algorithms. To evaluate this 

algorithm, the Cloudsim simulator has been used with different 

optimization parameters; makespan, average of resource 

utilization, load balancing, average of waiting time and 

concurrent execution between small length tasks and long size 

tasks. The results show that the proposed algorithm is better than 

the two algorithms Min-Min and Max-Min for those parameters. 

Keywords : Task Scheduling, Load Balancing, Heuristic 

Algorithms, Makespan, Max-Min, Min-Min, Resource Utilization 

I. INTRODUCTION 

With the advancement and increasing need of 

information technology, the cloud computing is coming to 

stay as a suitable solution for both individuals and business 

needs, provides to them with a large scalable and virtualized 

cloud resources such as hardware, servers, memory, network, 

storage, and services in a dynamic manner, on-demand, 

remote-access and pay-per-use over the world via the internet 

[1]. Besides that, the cloud computing has several benefits 

and characteristics compared to other computing 

technologies; it is a virtualized, cost- effective, resource 

pooling, independent of device and location, elastic, broad 

network access that available all times and accessing from 

anywhere via internet or private channels. It saves high 

expenses for creating data centers, maintenance, disaster 

recovery, power consumption, and technical staff. Thus, the 

main goal of cloud computing is to get best utilization of 
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computing resources and distributed systems, by combining 

them to achieve higher throughput and to be suitable for large 

scale systems and organizations [2] [3] [4].  

The cloud computing provides the following logical cloud 

service delivery types; Software as a Service (SaaS), Platform 

as a Service (PaaS) and Infrastructure as a Service (IaaS). In 

addition, there are many forms for the deployment in cloud 

computing. Public; in this type, cloud resources can be 

accessed by customers publically via an Internet connection 

and interfaces such as web browsers. Private clouds; a private 

cloud is established for a specific group or organization and 

limits access to just that group like intranet access in network. 

Hybrid; a hybrid cloud is essentially a combination of at least 

two clouds, where the clouds included are a mixture of public, 

private. Community; it is shared among two or more 

organizations that have similar cloud requirements [2]. 

There are several issues and challenges in cloud 

computing; cost, security, accessibility, completion time of 

user tasks, availability, flexibility, performance monitoring, 

requires a constant & speedy Internet connection, consistent 

and robust service abstractions, VM allocation and migration, 

interoperability and portability, task scheduling, scale and 

QoS management, and efficient load balancing. Most of 

researchers consider task scheduling, resource allocation and 

load balancing are the major concerns in the cloud computing 

and distribution systems, they play a significance role to 

enhance overall system performance [2][3] [5][6][7].  

In this paper, a new hybrid scheduling algorithm has been 

proposed. It is named as Hybrid Algorithm of Min-Min and 

Max-Min (HAMM). From its name, it depends on the two 

traditional heuristic algorithms; Min-Min and Max-Min, to 

utilize from their advantages and overcome their 

disadvantages. In most of cases, it gives better when 

compared to both Min-Min and Max-Min, in the following 

parameters; makespan, average of utilization, average of 

waiting time, efficient concurrent execution between small 

tasks and large length tasks, and load balancing. 

      The rest of this paper is organized as follows. Section II 

and III provide the related task scheduling algorithms. Section 

IV presents the proposed algorithm, its flowchart and pseudo 

code. Simulation and analysis including Cloudsim simulator 

tool is defined in section V. Section VI performs result and 

discussion. Finally, Section VII describes the conclusion and 

future work. 
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II.  TASK SCHEDULING 

Task scheduling is the action of mapping incoming user's 

tasks to available cloud resources (e.g. Virtual machines) 

within the suitable period of time for best resource utilization 

and good overall performance of cloud system [8] based on 

the nature and characteristics of the given scheduling 

algorithm. The overall performance of the scheduler depends 

on many parameters; reduction of makespan, best resource 

utilization, good distribution of workload among resources, 

waiting time, concurrent execution between small and large 

length tasks, etc. Another role in the task scheduling that 

important is the Meta-Task. It is a collection of tasks from 

different users that received by the system, here is the cloud 

provider. Meta tasks may be share some characteristics from 

each other or have similar kind of attributes [9].  

The scheduling process can be generalized into three 

categories; Resource discovering and filtering; in this stage, 

the broker in datacenter contacts and provides the meaningful 

information about resource's status such as current 

availability, gathers information statistics and status of 

current cloud resources.  Resource selection; this is called 

deciding phase in which the cloud resource is determined 

based on the given information and parameters of both tasks 

and resources. Task submission; in this phase, the task is 

transferred to the selected resource to be executed and 

scheduled [1]. 

There are various classification of task scheduling and load 

balancing algorithms; traditional, heuristic, Meta heuristic, 

etc. [10]. Task scheduling is considered as problem called 

NP-Complete and heuristic algorithms are best and used to 

find optimal solutions to solve that problem [6] [11] [12].   

In addition, every user wants his task is completed with the 

minimum completion time, so the good scheduler is that 

performs the scheduling and allocation of users concurrently 

and fairly without starvation for some tasks or users [13]. The 

following section discusses several of heuristic algorithms, 

advantages and disadvantages. 

III. HEURISTIC TASK SCHEDULING ALGORITHMS 

Heuristic algorithms are types and applications of the batch 

mode and they are suitable algorithms in cloud task 

scheduling. The heuristic algorithms depend on completion 

time (also called makespan) of schedule. Examples of 

heuristic algorithms are MET, OLB, MCT, Min-Min and 

Max-Min task scheduling algorithms and they are discussed 

in the following points [12] [14]. 

A.  Immediate Mode Scheduling  

It is also named online mode. In this mode, the tasks are 

processed directly from the waiting queue [9].  

1) Opportunistic Load Balancing (OLB)  

It is an immediate and heuristic load balancing. It was 

suggested by Freund [15]. The main purpose of this algorithm 

is to make each node busy with the workload [9]. The one of 

its advantages is the simplicity, it executes and schedules the 

tasks randomly in which allocates the unexecuted task to the 

currently available resource [16]. It does not care about 

current execution time and completion time of nodes, ready 

time of cloud resources [15], so for this reason, tasks in this 

algorithm are processed slowly [16], provides us with bad 

result [17], and led to poor makespan [6] [18]. 

2) Minimum Execution Time (MET) 

 It is known as Limited Best Assignment (LBA) and it is an 

immediate and heuristic algorithm that was proposed by 

Armstrong [15]. The concept of this algorithm is to assign 

each task to its best resource with minimum execution time 

without considering the resource availability and its status at 

that time. If two resources have the same MET, then one of 

them is chosen randomly [4]. It is used in the SmartNet 

applications and several researches. It takes O(mn) for 

assigning the tasks, where m and n symbols are number of 

resources and tasks respectively. The problem of this 

algorithm; it does not consider the resource availability, this is 

lead to starvation and high load imbalance in which the 

incoming workload does not distributed evenly [19][20][15] 

[18] [4]. The Execution Time (ET) is calculated according to 

the following formula [21]: 

ETij (Ti, Rj)= (Lengthi / Powerj) …………….…………………. (1) 

Where Lengthi is the length of task Ti measured in Million 

Instruction (MI), and Powerj is the processing power of 

resource Rj measured in Million Instruction Per Second 

(MIPS). 

3) Minimum Completion Time (MCT) 

It is one of the heuristic algorithms that proposed by 

Michalewicz and it is a hybrid of both OLB and MET to solve 

their limitations [15] [18]. It is an immediate mode scheduling 

in which executes one task at a time and schedules every task 

to the resource with the earliest or least completion time of 

this task. Like MET, the resource is selected randomly when 

there are more than two resources have same MCT [4]. It 

takes O(mn)  time  for scheduling the user‟s tasks. The 

Completion Time (CT) is calculated by summation the 

execution time and the ready time of the resource to be 

available for the following task, as shown in the following 

equation: 

Completion Time (CTij) = Execution Time (ETij) + Ready Time (Rj)…..(2) 

Where ETij is the expected time for execution task Ti on 

resource Rj, and Rj is the ready time of resource j at which it 

finishes any previously assigned tasks. 

Furthermore, there are some tasks may be executed on the 

resource that do not has minimum execution time for those 

tasks [18]. This is leads to poor utilization of resources, 

imbalance of workload and high makespan (e.g. increasing 

the maximum completion time of cloud system). 

B. Batch Mode Scheduling   

In this mode, the jobs are processed at a given time as 

batches [9]. 
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1) Min-Min Heuristic Algorithm  

 It is one of batch mode heuristic algorithm that is preferred 

in the grid and heterogeneous computing systems and cloud 

computing. In this technique, the cloud manager deals with 

tasks based on their execution and completion times. 

Min-Min starts with a set Meta Task (MT) queue contains all 

of incoming unexecuted tasks and it works in two stages; in 

the first stage, the Completion Time (CT) is calculated for 

every unscheduled task in MT queue and Minimum 

Completion Time (MCT) is determined from the completion 

time matrix. In the second stage, it searches for task with 

MCT and schedules it to the corresponding resource. After 

that, the assigned task to that resource is removed from the 

MT queue; both completion time of all remaining tasks and 

ready time of resource are updated. This process is repeated 

until all of tasks in MT are scheduled to the resources [4] [17]. 

The main drawback of Min-Min, it starves long length tasks, 

especially if the small tasks are much more than larger ones, in 

this case it leads to imbalance of workloads, poor resource 

utilization, increased makespan [6][8][17][22].  

2) Max-Min Heuristic Algorithm 

It is same as the Min-Min, but the difference only in the 

second stage, Max-Min chooses a task with the maximum 

completion time instead of choosing task with the minimum 

completion time as in Min-Min, and mapped it to the 

corresponding cloud resource with MCT. For all remaining 

unexecuted tasks, the ready time is again updated and the 

completion time is calculated. The same procedure is 

repeated until all tasks are scheduled and MT queue gets 

empty.  Both of the heuristic algorithms (Min-min and 

Max-Min) are applied in the small distribution systems. The 

heuristic complexity of them is O(mn2), where n  is  the  

number  of independent tasks and m is the number  of  cloud 

resources [9][22][23].  

Max-Min is coming to solve some issues in the preceding 

heuristic algorithms; it is better in makespan and executes 

tasks concurrently [12] but its main drawback, it gives high 

priority to large size tasks at the beginning of scheduling 

process [24]. Hence, when there is huge number of longer 

tasks with few small length tasks, this lead to starvation of 

small tasks in which they are waited more time to be 

scheduled [4][14]. The Pseudo code of Min-Min and 

Max-Min algorithms is shown in the following table:. 

Table-I: Pseudo code for Min-Min algorithm [4] 

NOTE: FOR MAX-MIN, INSTEAD OF UNDERLINED WORD 

(MINIMUM), REPLACE IT WITH (MAXIMUM) 

// Stage 1: Calculation the Minimum CT of Each Task (Ti) 

1. For all tasks (Ti) in the Meta Task set (MT) 

2. For all resources (Ri) in the resources set (R) 

3. Compute CTij = ETij + Rj, (for each task in all resources).  

4. End For 

5. End For 

// Stage 2: Assigning/Scheduling Task (Ti) with Minimum 

Completion Time (CT) to Resource (Rj) that gives MCT.  

6. Loop until all tasks in (MT) have been mapped. 

7. For every task Ti in MT queue,  

8. Find the task Ti with Minimum Completion Time (CTij) and 

the resources that obtain it. 

9. Find the MCT and the resource Rj that obtains it. 

10. Assign Ti to the resource Rj that gives the MCT. 

11. Delete the task Ti from the MT Queue.  

12. Update the resource Ready Time (RTj). 

13. Update CTij for all remaining unmapped tasks in (MT)  

14. End Loop 

3) Other Heuristic Algorithms 

The Min-Min schedules the small tasks first on the fastest 

execution resources, so these resources are becoming heavily 

while the other resources may be idle [25]. Hence, the new 

algorithm called Load Balance Min-Min (LBMM) is 

introduced and summarized by the authors in paper [25]. It 

works in two phases; first the Min-Min is executed. In the 

second phase, the resource with the highest makespan and 

heavy workload is selected and reassigns some of their loads 

to the light resources. For that selected resource, task Ti with 

minimum execution time is chosen. After that, calculating the 

completion time (CTij) of Ti on all other resources in the 

schedule, the maximum CT of Ti is compared with makespan 

that produced from Min-Min. If it is less than the makespan, 

this task Ti reassigned to the resource that produces it, now 

the ready time of both (old and new) resources are updated. 

Otherwise, the next maximum CT of Ti is selected and the 

process is repeated again until all resources and tasks are 

considered for rescheduling process. It is best than the 

traditional Min-Min in terms; average of resource utilization 

and makespan when the tasks are small, but still bad for other 

situations [6][9][25].  

R. Vijayalakshmi [6], the author proposed a new heuristic 

algorithm in grid computing. It performs Min-Min, then it 

depends on calculation the average of completion time, and 

rescheduling process by searching the task with maximum of 

average completion time and compare it with makespan that 

produce from Min-Min. it is best compared to Min-Min in 

terms of resource utilization and makespan. Prerit Chawda 

[18], the author provides an Improved Load balancing 

Min-Min Task Scheduling Algorithm (ILBMM). It executes 

the Min-Min first and then reschedules the least length task on 

heavy resource. The result shows that the proposed algorithm 

is better than Min-Min in terms of completion time of tasks, 

improving load balancing of resources. George 

Amalarethinam. D.I [12], the author proposed a new heuristic 

task scheduling in a heterogeneous Grid computing named it 

as Max-min Average algorithm to enhance the two important 

parameters in grid computing; decreasing the makespan and 

reducing the idle time. The proposed algorithm is done in two 

phases; the first Max-Min is executed. In the second phase, 

the mean of Completion time (meanCT) is taken for all 

resources. The resource whose CT is greater than the meanCT 

is selected, then rescheduling the tasks from that selected 

resource to the resource whose CT is less than the meanCT. 

Neha Sharma [26], the author was proposed a new hybrid 

algorithm that based the two algorithms Min-Min and 

Max-Min. It calculates the average of all of tasks in the Meta 

task (MT), say (AvgMT). Then, collecting tasks that are less 

than the AvgMT in a separated queue and applying the 

Max-Min. In the other hand, collecting tasks that are more 

than that average and applying Min-Min on them. 
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 The result shows that it is better than the two traditional 

algorithms in terms of makespan, load balancing, and average 

of resource utilization.  

J.Y Maipan-uku [27] was proposed a hybrid algorithm 

named Max-Average Scheduling Algorithm and depends on 

both the Min-Min and Max-Min traditional algorithms. First, 

order tasks in ascending order, then calculating the average of 

completion time for all tasks (AverageCT) and compare; if 

AverageCT is less than or equal to the smallest length task, 

the scheduler selects from rear of MT queue, otherwise it 

selects from the beginning of that queue. It is good for 

executing tasks quickly and efficient load balancing.  

IV. THE PROPOSED ALGORITHM 

Each task scheduling algorithm has its own advantages and 

disadvantages. Min-Min scheduling policy gives poor 

performance when the number of small length tasks is more 

than the number of longer ones, and the Max-Min is not good 

when the heavy tasks are much more than the light tasks. 

Hence, Max-Min leads to starvation of small size tasks in 

which it executes them at the end of scheduling process, and 

Min-Min delays the larger tasks.  

 To address this issue, the HAMM hybrid algorithm has 

been proposed. It provides better in most of optimization 

parameters; decreasing makespan, best utilization of 

resources, efficiently balancing of workloads among 

resources, enhance average of waiting time, and best 

concurrent execution between small and long length tasks. 

To describe this algorithm, the following table describes 

the notations and symbols that are used in the proposed 

algorithm. 

Table-II: Notations Used in The Proposed Algorithm  

Notation Description 

MT Meta Task, MT = {T1, T2, T3, …, Ti}, 

TLi length of task Ti measured in Million Instruction (MI). 

TLCmin the total number of tasks that are less than or equal to the AvgTL 

TLCmax the total number of tasks that are greater than AvgTL 

RUj Resource Utilization of Resource Rj. 

ARU Average of Resource Utilization for overall system. 

The HAMM begins with calculating the average of task‟s 

length for all tasks in the MT queue (AvgTL), according to the 

following formula: 

AvgTL = SUM (TL1, TL2, …TLn) /n, ……………..….(3) 

Where, n is the total number of all tasks in the MT at this 

time. After calculating the AvgTL, two empty counters are 

created, first counter is known as Minimum Task Length 

Counter (TLCmin) for counting all tasks that have length 

smaller than or equal to the AvgTL, and the second counter is 

known as Maximum Task Length Counter (TLCmax) for 

counting all tasks that have length greater than the AvgTL. 

Then, choosing task Ti from MT queue and compare its 

length with that average; if TLi is smaller than AvgTL, the 

counter TLCmin is increased with one degree, otherwise the 

counter TLCmax is increased with one. This process repeats 

until all the tasks in MT have been compared. After that, 

comparing between these counters, if TLCmin is greater than 

or equal to the TLCmax, the scheduler in the proposed 

algorithm performs the Max-Min task scheduling algorithm. 

Otherwise, the Min-Min is selected. The task Ti that 

scheduled is removed from the MT queue, and both of the 

ready time of resource and completion time of all remaining 

unmapped tasks are updated. This process is repeated each 

time until the Meta Task (MT) gets empty.  

The following figure (1) and table (3) show the flowchart 

and Pseudo Code of proposed (HAMM) Algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Flow Chart of the Proposed Algorithm  

By counting the task's number below and after the average 

of all tasks in MT queue; this condition works efficiently to 

monitor the sizes of tasks, and can predicate the number of 

small size tasks and long length tasks, then, choosing the 

suitable algorithm either Max-min or Min-Min.   

Table-III: Pseudo Code for Proposed  algorithm 

PSEUDO CODE FOR PROPOSED (HAMM) ALGORITHM: 

1. For all tasks Ti in the Meta Task Set (MT), 

2. Compute Average of length of all tasks in MT, say AvgTL, 

according to formula 3. 

3. Count all tasks that are less or equal to the AvgTL, into 

TLCmin counter. 

4. Count all tasks that are greater than AvgTL into TLCmax. 

5.      If TLCmin is greater than or equal to the TLCmax, select    

     Max-Min algorithm.             

6.      Else, Select Min-Min task scheduling algorithm. 

7.      End if Condition 

8. End For  

When, TLCmin is greater than the TLCmax, this means the 

small length tasks are greater than longer ones. In this case, 

the Min-Min is not suitable and it starves the long tasks, 

increasing their waiting time and still executes only small 

tasks until all of them completed.   
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Hence, the Max-Min is better than the Min-Min at this 

situation, so the HAMM chooses Max-Min to begin with the 

longest length task. At the next loop, the condition is tested to 

choose either Max-Min or Min-Min according to the length of 

all remaining unscheduled tasks in the Meta Task (MT) 

queue.  In case of, TLCmin is less than the TLCmax, this 

means the long tasks are more than small ones, then the 

scheduler in the proposed algorithm selects the Min-Min at 

this situation to starts with smallest length task, because the 

Max-Min always executes from longest tasks leads to starve 

the small tasks in which they will wait more time until all of 

long length tasks have been executed. At the next time the 

condition is tested to choose either Max-Min or Min-Min. 

V. SIMULATION AND PARAMETERS USED 

For evaluating the proposed algorithm in the virtual 

environment, the simulation tool known as CloudSim has 

been used. The following paragraphs discuss the CloudSim 

definition, its entities, the simulation scenarios, and the 

performance parameters that are used in this paper. 

A.  CloudSim Simulation Tool 

It is a toolkit simulation tool for modeling and simulation of 

the cloud computing environment; virtualized cloud-based 

data center including flexible configuration of hardware, 

software, memory, bandwidth and storage [23]. It provides 

the following advantages: 

 Easy to use and basic tool in cloud computing for modeling 

and simulating the huge scale infrastructure or data center. 

 Adaptability feature for switching between space-shared 

and time-shared allocation policies of processing cores to 

virtual services. 

 Strongly supporting the virtualization engine, such as 

creating and managing multiple, co-hosted and 

independent virtual services on physical data center 

resources. 

 Self-contained platform for simulating and modeling data 

centers, service brokers, allocation and scheduling 

policies. 

There are some environments in cloud computing; 

homogeneous environment,  in this environment, a fixed 

specification of the resources or virtual machines are given 

for checking the performance of task scheduling algorithms in 

cloud computing, while changing in the number of cloudlets. 

Heterogeneous environment; in this type, the specification of 

the resources or virtual machines are selected randomly with 

different MIPS, RAM and Bandwidth, for checking the 

performance of task scheduling algorithms in cloud 

computing [20].  

B. Entities in CloudSim Architecture 

There are several entities or classes in the CloudSim for 

implementation the task scheduling policies, some of them are 

mentioned in the following points [9][23]: 

 Cloudlets 

It is the user‟s requests incoming to class provider and 

executed in the power data center by the data center 

scheduler/broker according to the scheduling policy [29]. It is 

also called the tasks or jobs in the cloud environment.  

 Cloud Information Service (CIS) 

It contains the meaningful information about cloud 

resources, its status and resource‟s availability. CIS helps the 

cloud broker in monitoring and scheduling process.    

 Cloud Broker 

Cloud broker plays very important role between the user 

requests and cloud resources. It takes the required information 

from CIS unit. The scheduling policies occur here at this 

entity, so dividing the jobs into tasks and map them to cloud 

resources according the optimization parameters such as 

availability of resource and user‟s need. After scheduling 

process, the broker takes the result and backs it to user.  

 Data center (DC) 

It is the infrastructure of cloud provider in which 

considered as the house of computing devices, hardware, 

software, storage and network. Datacenter characteristics 

class uses for providing the information regarding the cloud 

resources in the data center [23]. 

 Host 

This class is used for modeling physical resources such as 

sharing the memory, bandwidth, and processing power among 

virtual machines according to given policy. 

 Virtual Machine (VM) 

The VM class is responsible for allocating the processor 

elements among the virtual machines. In other words, it is 

used for modeling virtual machine in which specifies all of the 

virtual machines on hosts. The figure (2) shows these entities 

and relationship between them as detrained in the cloudSim 

tool. 

 
Fig. 2:  CloudSim Entities and their relationship[9]  

C. CloudSim Scenarios and Configuration 

To evaluate the performance parameters of the proposed 

algorithm compared to the Min-Min and Max-Min 

algorithms, there are three different scenarios have been taken 

in the simulation experiment and analysis as shown in the 

following points.  

  Scenario I: A few short tasks along with many long 

tasks; i.e. the case where Min-Min is better than 

Max-Min in some of the optimization parameters. 

  Scenario II: Many short length tasks along with few long 

ones; i.e. the case where Max-Min outperforms 

Min-Min. 
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  Scenario III: Length of tasks are randomly determined. 

The number of virtual machines remains constant (VM=10) 

for all of the simulation scenarios, and the number of user‟s 

cloudlets is chosen to be 1000. Then, the length of these 

cloudlets is variable and changing according to the previous 

three different scenarios. The following tables (table 4 and  

table 5) show the configuration in the CloudSim simulation tool 

for cloud resources. 

Table-IV: Virtual Machine's Configuration In Each 

Host 

SR. NO. CHARACTERISTIC VALUE 

1 NUMBER OF VMS           (10) 

2 SIZE/PROCESSING SPEED (IN MIPS) (1000 – 10000) 

3 NO. OF CPUS/CORES 1 

4 RAM  2048 (in MB) 

5 BANDWIDTH 1000 (in mbps) 

The following table represents the host configuration in 

each data center. 

Table-V: Host Configuration  

SR. NO. CHARACTERISTIC 
VALUE 

1 RAM 2048 * 2 (in MB) 

2 BANDWIDTH 1000 (in mbps) 

3 STORAGE 1000000 (IN MB) 

D.   Performance Parameters 

The performance of result analysis is evaluated according 

to the following Parameters: 

 Makespan (MS)  

It is the maximum of total completion time for all tasks in the 

cloud system. It is also measured by the maximum of 

completion time on the resource. The scheduling system is 

better when the makespan is low [26][30]. It is shown in the 

following formula [6]: 

MS = Max (CTij)………….………..…………..  (4) 

Where CTij is the completion time of tasks Ti on resource Rj. 

 Average Of Resource Utilization  

Another optimization criterion in task scheduling is the 

resource utilization which is used to measure algorithm 

efficiency [27]. It is the measure for reducing the idle time of 

resource Rj or it is the time percentage that the machine Rj is 

busy during the allocation and scheduling process [31]. The 

average resource utilization of the overall system is taken as the 

average of resource utilization for all resources R={1, 2, 3, .., 

M} in the system. For good scheduler system, the high average 

resource utilization must be achieved [26].  

 Load Balancing ( LB)  

It is the best distribution of workloads between all cloud 

resources in efficient manner. It should be high for efficient and 

best task scheduling algorithm [26] [32].  

 Average OF Waiting Time (AWT) 

It is another optimization parameter of task scheduling 

algorithms. It is the time amount that waited by the next task to 

get cloud resource. It is calculated as the sum of times that the 

task spent in the Meta-task queue. Then, the waiting time 

average is the summation of all of the waiting times for all tasks 

in the schedule [33]. 

 Concurrent Execution of Tasks 

The opportunity of concurrent execution of tasks between 

small and large tasks is considered as the important parameter 

in which preventing the starvation state for certain tasks [34].  

VI. RESULT AND DISCUSSION   

To verify the proposed algorithm, the simulation was done 

using Cloudsim Simulator to compare proposed algorithm 

with other two algorithms; Min-Min, Max-Min based on the 

following parameters; Makespan, average of resource 

utilization, load balancing, average of waiting time and 

concurrent execution between heavy and light tasks. The 

following sub sections show the performance analysis of the 

algorithms; Min-Min, Max-Min and proposed (HAMM) 

algorithm for the given three scenarios. The result is 

represented in two different forms; tabular and graphically. 

The simulation has been calculated for each scenario for 10 

times and after that the average has been taken. 

A. Scenario (I) 

In this scenario, the different parameters have been tested: 

1) Makespan Parameter 

From table (6) and figure (3), it can be seen that the 

simulation result of the proposed HAMM algorithm is better 

than both Min-min and Max-Min algorithms in term of 

makespan parameter. 

 

Table-VI: Makespan Optimization Parameter  

MIN-MIN MAX-MIN HAMM 

45.87 45.27 44.74 

 

Fig.  3.  Makespan Parameter in Scenario I 

2) Average of Waiting Time parameter 

The average of waiting time parameter is depicted in the 

table (7) and figure (4). The simulation result shows that the 

proposed algorithm is best in this parameter compared to the 

other algorithms; Min-Min and Max-Min.   

Table-VII: Average of Waiting Time Optimization 

Parameter 
MIN-MIN MAX-MIN HAMM 

45.2 45.27 44.69 
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Fig. 4: Average of Waiting Time Parameter for Scenario I 

3) Average of Resource Utilization (ARU) and Load 

Balancing Parameters 

The average of resource utilization (ARU) and load balancing 

parameters are showed in the table (8) and fig. (5). The 

Min-Min is less than the other two algorithms in these 

parameters. The others; Max-Min and proposed (HAMM) are 

best and have the same degree in the average of resource 

utilization and load balancing parameters. 

 

Table-VIII: ARU and Load Balancing Optimization 

Parameters 
PARAMETER MIN-MIN MAX-MIN HAMM 

ARU 0.99 1.00 1.00 
LOAD BALANCING 0.99 1.00 1.00 

 

Fig. 5:  Average of Resource Utilization and Load 

Balancing Parameters in Scenario I 

B. Scenario (II) 

In this scenario, the result of simulation has been discussed 

for different parameters as follows:  

1) Makespan and average of waiting time parameters 

Both of the table 9 and figure 6 show the simulation result of 

the makespan and average of waiting time parameters for 

Min-Min, Max-Min and proposed algorithm. 

 

Table-IX: Makespan and Average of Waiting Time 

Parameters  
PARAMETER MIN-MIN MAX-MIN HAMM 

MAKESPAN 8.03 7.81 7.76 

AWT 7.79 7.81 7.76 

 
Fig. 6. Makespan and Average of Waiting Time 

Parameters (Scenario II) 

From the above result, the proposed algorithm is best when 

compared to the Min-Min and Max-Min in the makespan and 

average of waiting time parameters.  

2) Average of Resource Utilization (ARU) and Load 

Balancing Parameters. 

The simulation result for average of resource utilization and 

load balancing parameters has been represented in table 10.  

 

Table-X: ARU and Load Balancing Optimization 

Parameters  
PARAMETER MIN-MIN MAX-MIN HAMM 

ARU 0.97 1.00 1.00 
LOAD BALANCING 0.97 1.00 1.00 

The result shows the proposed algorithm is better than the 

Min-Min, and it is best and same as the Max-Min in the 

utilization of cloud resources and load balancing parameters. 

The simulation result also represented graphically in the figure 

(7). 

 

Fig. 7.  Average of Resource Utilization and Load 

Balancing Parameters in Scenario II 

C. Scenario (III) 

The simulation result has been done in this scenario for the 

following optimization parameters: 

1) Makespan and average of waiting time  

Both of the following table (11) and figure (8) show the 

simulation result for Min-Min, Max-Min and proposed HAMM 

algorithm. According to that result, the proposed algorithm is 

better than the Min-Min and Max-Min in terms of makespan 

and average of waiting time 

optimization parameters.  
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Table XI: Makespan and Average of Waiting Time 

Parameters  
PARAMETER MIN-MIN MAX-MIN HAMM 

MAKESPAN 9.24 9.13 8.96 

AWT 9.11 9.13 8.95 

 
Fig.  8. Makespan & Average of Waiting Time 

Parameters (Scenario 3) 

2) ARU and Load Balancing Parameters 

The simulation results for average of resource utilization and 

load balancing parameters have been represented in the table 

(12).  

 

Table-XII: ARU and Load Balancing Optimization 

Parameters  
PARAMETER MIN-MIN MAX-MIN HAMM 

ARU 0.98 1.00 1.00 
LOAD BALANCING 0.98 1.00 1.00 

From the result, the HAMM is better than the Min-Min, and 

both Max-Min and proposed (HAMM) are best and have the 

same degree in the average of resource utilization and load 

balancing parameters. The simulation result also represented 

graphically in the figure (9). 

 
Fig. 9:  Average of Resource Utilization and Load 

Balancing Parameters in Scenario III 

D. The Concurrent Execution Between Heavy Tasks and 

Light Tasks (For all three scenarios) 

According to the simulation result in all scenarios, the 

Min-Min executes the cloudlets in ascending order in which 

the scheduling process begins with the smallest cloudlet 

towards the longest task. The Max-Min schedules tasks in 

descending order; begins with longest task and process one by 

one until finally reach to the smallest task. In both algorithms, 

they lead to starvation. In the Min-Min, the large tasks wait 

until the final of scheduling process while in the Max-Min, the 

small tasks are waited and executed finally. The following 

figures (10) and (11) show the qualitative execution order of 

Min-Min and Max-Min respectively. 

 
Fig. 10.  Execution Order of Tasks in the Min-Min 

algorithm 

 
Fig. 11: Execution Order of Tasks in the Max-Min 

algorithm 

The proposed (HAMM) algorithm outperforms the Min-Min 

and Max-Min, it is concurrent between large length tasks and 

small length tasks efficiently and according to the context 

situation of the existing tasks and their sizes in Meta Task (MT) 

queue, this is overcome the starvation state that found in both 

Min-Min and Max-Min algorithms. The figure (12) which is 

screenshot printed from the CloudSim result shows the best 

concurrent execution, and this is good and efficient in all three 

scenarios for the proposed (HAMM) algorithm when compared 

to others; Min-Min and Max-Min. 

 
Fig. 12:  Execution Order of Tasks in the proposed 

(HAMM) 

VII. CONCLUSION AND FUTURE WORK 

Task scheduling of incoming user's tasks among the cloud 

resources is the main concern in the cloud computing to 

achieve better performance of cloud system. In this paper, a 

new hybrid algorithm has been proposed that depends on both 

Min-Min and Max-Min traditional algorithm. The Cloudsim 

simulation tool has been used to evaluate this proposed 

algorithm. The result of proposed algorithm is better than the 

other algorithms; Min-Min and Max-Min.  
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It provides best resource utilization, efficient load 

balancing, better average waiting time, good makespan, and 

best concurrent execution between long length tasks and small 

length tasks. In future work, the proposed algorithm can be 

improved by using heuristic algorithms characteristics in 

dynamic task scheduling algorithms and combined these 

algorithms with artificial intelligence technologies.       
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