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Abstract: Latent Semantic Analysis (LSA) is a statistical 

approach designed to capture the semantic content of a document 

which form the basis for its application in electronic assessment of 

free-text document in an examination context. The students 

submitted answers are transformed into a Document Term Matrix 

(DTM) and approximated using SVD-LSA for noise reduction. 

However, it has been shown that LSA still has remnant of noise in 

its semantic representation which ultimately affects the 

assessment result accuracy when compared to human grading. In 

this work, the LSA Model is formulated as an optimization 

problem using Non-negative Matrix Factorization(NMF)-Ant 

Colony Optimization (ACO). The factors of LSA are used to 

initialize NMF factors for quick convergence. ACO iteratively 

searches for the value of the decision variables in NMF that 

minimizes the objective function and use these values to construct 

a reduced DTM. The results obtained shows a better 

approximation of the DTM representation and improved 

assessment result of 91.35% accuracy, mean divergence of 0.0865 

from human grading and a Pearson correlation coefficient of 

0.632 which proved to be a better result than the existing ones. 

 

Keywords: Ant Colony Optimization, Electronic Assessment, 

Latent Semantic Analysis, Non-Negative Matrix Factorization 

I. INTRODUCTION 

Latent Semantic Analysis (LSA) is a statistical-based method 

for inferring meaning from a text. The technique was initially 

designed for indexing and information retrieval. Further 

exploration reveals that the technique can be applied in the 

semantic representation of free text document. LSA is 

considered a suitable tool for electronic assessment of free 

text document because it focuses on the content of the essay 

and not on the surface features or keyword-based content 

analysis. It can be applied on relatively low amount of human 

graded essays and yield good result (Kakkonen et al.  2005). 

The assessment is done by using the technique to extract the 

conceptual similarity between the student’s candidate text 

and the teacher’s reference text by looking for repeated 

patterns between them. However, LSA is characterized by 

random noise which manifest in its objective function that is 

used to determine its optimal decomposition. This becomes 

so manifest with large document collections. The presence of 

noise in LSA has negative effects on its performance such as 
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inadequate semantic representation and poor assessment 

result (Hoenkamp, 2011). Selection of a dimension reduction 

method is an important factor in achieving efficient noise 

reduction and adequate semantics capturing (Anandarajan, 

Hill and Nolan, 2019)(Ayesha et. Al., 2020). This work 

addressed the issue of minimizing noise presence in LSA and 

ultimately improve its assessment accuracy by integrating 

Non-Negative Matrix Factorization (NMF) and Ant Colony 

Optimization (ACO) in its dimension reduction process. 

Dimension Reduction is a pre-processing step that identifies 

a suitable low-dimensional representation of original data. 

Reducing the dimensionality improves the computational 

efficiency and accuracy of the data analysis. Mathematically 

the problem of dimension reduction can be defined as: given 

a r-dimensional random vector 𝑋 = (𝑥1, 𝑥2, … 𝑥𝑟)𝑇, the 

objective is to find a representation of lower dimension 𝑆 =
(𝑠1, 𝑠2, … 𝑠𝑘)𝑇 where 𝑘 < 𝑟, which preserves the content 

of the original data, as much as possible according to some 

criterion. 

II. RELATED WORKS 

The performance of LSA in electronic assessment is 

influenced by tunning of its operational parameters which are 

Document preprocessing, weighting, dimensionality and 

similarity measurement (Wild et al, 2005). This assertion by 

Wild et. al forms the basis for improvement of LSA by 

various researchers. Klein et al (2011) implemented the 

Latent Semantic Analysis on unstructured free text responses 

in computer science. His objective was to prove the 

efficiency of computer graded questions over manual human 

grading. The effect of varying some operational parameters 

of LSA was observed on its performance. Parameters whose 

effect were observed are the weight of the term frequency 

matrix, exclusion of the first dimension, the choice of the k 

(reduced dimension) and the choice of the similarity 

measures. The developed system was evaluated using the 

Pearson correlation coefficient to measure the similarity 

between the human graded score and the computer score 

which yielded a value above 0.8. Islam and Hoque (2010) 

worked on Automated Essay Scoring Using Generalized 

Latent Semantic Analysis. They used n-gram by document 

matrix for the document matrix representation as against the 

conventional word by document matrix in Latent Semantic 

Analysis. Their contention with the traditional LSA approach 

is that LSA does not recognize word order of sentence in a 

document, consequently not seeing the difference between a 

word like “Carbon dioxide” and “dioxide carbon” in its 

document matrix representation. The system’s reliability was 

tested by comparing the score generated by the system 

against that of the human grader. An accuracy level of 

0.89-0.90 was achieved while a 

standard deviation of 0.22 

was observed.  
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Zhang et al (2014) developed a system that solves the 

problem associated with large dataset representation in a way 

that will maximize the use of storage and minimize the 

computing time in automated essay scoring. He introduced 

the concept of Incremental Latent Semantic Analysis for 

Automated Essay Scoring. In this method essays to be graded 

are segmented into words and constructed into essay vectors. 

This resulted in to a term-document matrix. A weighting 

formula 𝑤𝑖𝑗 =  𝑇𝐹𝑖𝑗  ×  𝐼𝐷𝐹𝑖𝑗  was applied on each entry 

in the matrix. A set of first M essay vectors (initialized 

vector) are derived from the general vector, the conventional 

SVD is applied on this set which produces an intermediate 

result of decomposition. This result is updated with a new set 

of N columns (batch size) taken from the rest part of the 

general essay vector.  The process of updating with 

subsequent batch size continued until all the essays have been 

added to the mediate result. The next step was to re-project, 

which can be described as re-projecting an essay dj to the 

semantic space of the training using the formula 𝑑̂𝑗 =

Σ−1. 𝑈𝑇 . 𝑑𝑗 . The Support Vector Machine was used to 

automatically score the essay.  The ILSA was evaluated on 

computing time, memory usage and scoring and was 

observed to be an improvement on the conventional LSA. 

However, more still need to be done to get the optimum batch 

size that will bring about better performance and improve the 

correlation between human and predicted scoring. 

Darwish et al (2019) worked on automated essay 

evaluation by applying Latent Semantic Analysis and Fuzzy 

Ontology. The LSA was used in checking the semantic of the 

essays involved while the Fuzzy Ontology was used to check 

the essays for consistency and coherence thereby resolving 

the problem of vagueness in language. The system scores the 

syntax of the essay, measures his semantic coherence and 

provides feedback to students about their mistakes. However, 

further work needs to be done to improve the semantic 

attributes representation and the feedback algorithm 

III. REVIEW OF METHODS 

The procedures used in LSA in assessing an essay can be 

summarized as follow: 

i) Document Collection: Essays to be graded and the 

lecturer reference material are collected 

ii) Term Extraction: Relevant terms in each of the 

documents are extracted 

iii) Stopwords Removal: - Words with low discriminatory 

value are removed 

iv) Document-Term-Matrix Construction: The Documents 

are used as the matrix row labels, the terms are the matrix 

columns labels. The entries are the frequency of 

occurrence of the term in each document 

v) Term weighting: The entries are weighted using Term 

Frequency - Inverse Document Frequency(TF-IDF) 

weighting formular expressed as  

𝑤𝑡,𝑑 = (1 + 𝑙𝑜𝑔𝑡𝑓𝑡,𝑑). 𝑙𝑜𝑔
𝑁

𝑑𝑓𝑡
       (1) 

vi) Dimension Reduction using SVD 

vii) Ranking 

viii) Cosine Similarity Measurement using the cosine 

similarity rule expressed as 

𝑐𝑜𝑠𝑆𝐼𝑀(𝐴. 𝐵⃗⃗) ==
𝐴⃗.𝐵⃗⃗

‖𝐴⃗‖‖𝐵⃗⃗‖
=

∑ 𝐴𝑖×𝐵𝑖
𝑛
𝑖=1

√∑ 𝐴𝑖
2𝑛

𝑖=1 ×√∑ 𝐵𝑖=1
2𝑛

𝑖=1

  

IV. THE IMPROVED LSA ALGORITHM USING 

NMF-ACO 

Dimension reduction using LSA has been observed in 

literatures to have the following setback:  

1. It does not lead to proper approximation for the original 

matrix,  

2. The presence of negative value in the cell of 

term-document matrix makes it un-interpretable.  

3. It does not adequately capture the document semantic 

content 

This paper solves these problems by integrating Latent 

Semantic Analysis with Non-Negative Matrix Factorization 

and Ant Colony Optimization.  The LSA system is replaced 

with LSA-NMF-ACO to build a low rank approximation to 

the term-document matrix in order to solve the problem of 

poor approximation and inadequate semantic representation. 

The primary algorithm used for the dimension reduction is 

the Non-Negative Matrix Factorization (NMF). Other 

algorithms such as Ant Colony Optimization technique 

iteratively searches for the value of the decision variables in 

NMF that minimizes the objective function without 

compromising its semantic content. Non-Negative Matrix 

Factorization (NMF) is a low rank approximation technique 

with reduced storage and run-time requirements and reduced 

redundancy and noise. It allows for additive parts-based, 

interpretable representation of the data. NMF approximates a 

matrix V by  

 𝑉𝑛×𝑚 ≈ 𝑊𝑛×𝑟𝐻𝑟×𝑚 (3) 

where W and H are NMF factors and all entries in V, W and 

H are to be non-negative. r,m,n represent the rank of the 

matrix r which is chosen to satisfy (𝑛 + 𝑚)𝑟 < 𝑛𝑚 

The goal of NMF is to minimize the original matrix V. The 

objective function used is the Frobenious Norm shown in 

equation 4. 

 𝑚𝑖𝑛‖𝑉 − 𝑊𝐻‖𝐹
2 = 𝑚𝑖𝑛 ∑ ∑(𝑉𝑖𝑗 −

(𝑊𝐻)𝑖𝑗)
2

 (4) 

NMF perfectly fits in as a better alternative to SVD in 

dimension reduction in LSA because of its scarcity and 

non-negativity; reduction in storage and its interpretability. 

However, its major challenge is its convergence issue 

because different NMF algorithm can converge to different 

local minima. This challenge is addressed by choosing the 

right initialization and update strategy.  In this research the 

problem of dimension reduction is tackled by using two 

strategies: the first strategy is to use SVD-LSA to initialize 

the factors for minimizing NMF objective function prior to 

factorization while the second strategy seeks to iteratively 

improve the quality of the dimension reduction accuracy 

using Ant Colony Optimization Technique. The proposed 

improved algorithm is divided into three phases which are:  

a. Initialization 

b. Dimension Reduction 

c. Optimization  

These three phases reflect in the improved algorithm below 
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Table 1: The Extracted Term/Document Matrix 

 

The Improved Dimension Reduction Algorithm that 

Integrates LSA, NMF and ACO  

Step 1: Compute the rank P of factorization such that P<
𝑚𝑛

𝑚+𝑛
 

Step 2: Decompose Z using SVD-LSA in order to obtain 

Z=𝑈𝛴𝑉𝑇with a rank of P 

Step 3: Initialise NMF factors with SVD-LSA factors as 

W=|𝑈| and H=|𝛴𝑉𝑇| 

Step 4: Update W and H using the multiplicative Update 

equation  

𝐻 =  𝐻 ×  
(𝑊𝑇 𝑍)

(𝑊𝑇𝑊𝐻 + 𝜀)
        

𝑊 =  𝑊 ×
(𝑍𝐻𝑇)

(𝑊𝐻𝐻𝑇+ 𝜀)
  

Step 5: Compute the Distance Matrix (D) as D=Z – WH 

Step 6: Compute the row-wise Frobenious Norm of D as  

‖𝐷‖𝐹
𝑅𝑊 = (∑ |𝑑𝑖

𝑟|2𝑚
𝑖=1 )1/2  

Step 7: Identify the rows of D with the highest norm and look 

for the corresponding rows of W that minimizes D=‖𝑧𝑖
𝑟 −

𝑤𝑖
𝑟𝐻‖𝐹 using ACO 

Step 8: Identify the columns of D with the highest norm and 

look for the corresponding columns of H that minimizes 

D=‖𝑧𝑗
𝑐 − 𝑊ℎ𝑗

𝑐‖ using ACO 

Step 9: Multiply the minimized rows of W with the 

minimized column of H to obtain the reduced dimension of Z 

 

Formulating the Dimension Reduction Problem as an 

Optimization Problem 

To minimize the objective function D of the Dimension 

reduction problem, the problem must be modelled as a 

continuous optimization problem.  A continuous 

optimization problem has all its optimization variables as 

continuous variables. A Continuous Optimization 

problem(Q) can be modelled as a 3 turple relationship given 

as:  

Q = (S,X, f)  

Where 

i) S is the search space defined over a finite set of 

decision variable. It represents a set of unknowns or 

variables which affect the value of the objective 

functions. In this case we are looking for the set of 

W that minimizes the objective function 𝑓 =
‖𝑍 − 𝑊𝐻‖ 

ii) X is a set of constrain. The problem is considered as 

unconstrained problem, hence no constrain is 

assigned 

iii) D is the objective function which represents the 

quantity to be minimized. D=F is the objective 

function 𝑓 = ‖𝑍 − 𝑊𝐻‖ 

 

The ACOR Minimization Algorithm  

The algorithm has three parts which are: 

a) Pheromone Representation 

b) Solution Construction 

c) Pheromone Update 
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Table 2: Reduced Dimension LSA-NMF-ACO 

 

a) Pheromone Representation and Initialization 

1. Initialize decision variable W i.e. 

W_ACO(i,k)=W(i,k) 

2. Compute Solution Archive as a function of W i.e., 𝐷𝑘 =
𝑓(𝑊𝑖,𝑘)  which implies there are i number of decision 

variables for each solution archive Dk 

3. Sort Solution Archive Dk in descending order of the rank 

 

Figure 1: Solution Archive for ACOR algorithm 

 

b) Ant Solution Construction 

Solution is constructed on variable-by-variable basis 

1. Choose a solution Dk from the set of Solution 

Archive Di based on a probability of selection 

function pj expressed as 𝑝𝑗 =
𝜔𝑗

∑ 𝜔𝑟
𝑘
𝑟=1

 where 𝑤𝑗  is 

the weight associated with Solution j, is calculated 

using the formular 

𝜔𝑗 =
1

𝑞𝑘√2𝜋
𝑒

−(𝑟𝑎𝑛𝑘(𝑗)−1)2

2𝑞2𝑘2
 

q is a parameter of the algorithm known as 

intensification factor and is set to 0.5 and k is the 

size of the solution archive set to 72  

2. For variable 1 to n, compute new solution using a 

Probability Density Function(P) expressed as  

𝑃(𝑥) =
1

𝜎√2𝜋
𝑒

−
(𝑥−𝜇)2

2𝜎2  

where 𝜇 = 𝑆𝑗
𝑖
 and 𝜎 = 𝜉 ∑

|𝑆𝑟
𝑖 −𝑆𝑗

𝑖|

𝑘−1
𝑘
𝑟=1  

𝜉
= 𝑃ℎ𝑒𝑟𝑜𝑚𝑜𝑛𝑒 𝐸𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒
> 0 

c) Perform Pheromone update 

1. Repeat the whole step b m number of times to 

generate m number of new constructed solutions 

2. Append these m solutions to the initial k solutions 

3. Order the k+m solutions in ascending order of rank 

4. Remove the m number of worst solutions to retain 

the k number of good solutions 

V. EXPERIMENTAL EVALUATION 

The algorithm was implemented using MATLAB. Matlab 

has some built-in statistical and mathematical functions that 

make matrix manipulation easy hence its choice. Results 

obtained include the following: 

• The Weighted Term Document matrix which is a product 

of Term-Extraction 
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• The reduced Matrix using LSA-NMF-ACO 

• The Electronic Assessment Result using LSA and The 

Modified Algorithm  

• The Mean Divergence and Assessment Accuracy 

• The Pearson Correlation Coefficient 

 

Table 3: The E-Assessment Result using LSA and LSA-NMF-ACO 

SN Documents Manual LSA LSA-NMF-ACO DIFF LSA DIFF NMF ACO 

1 Lecturer 1.00 1.00 1.00 0.00 0.00 

2 Student1 1.00 1.00 1.00 0.00 0.00 

3 Student2 0.90 1.00 0.92 0.10 0.02 

4 Student3 0.62 0.87 0.56 0.25 0.06 

5 Student4 0.75 0.99 0.81 0.24 0.06 

6 Student5 0.86 1.00 0.97 0.14 0.11 

7 Student6 0.80 0.91 0.79 0.11 0.01 

8 Student7 0.80 0.86 0.83 0.06 0.03 

9 Student8 0.91 0.36 0.66 0.56 0.25 

10 Student9 0.91 0.89 0.67 0.02 0.24 

11 Student10 0.72 0.86 0.56 0.14 0.16 

12 Student11 0.95 1.00 0.95 0.05 0.00 

13 Student12 0.71 0.64 0.68 0.07 0.03 

14 Student13 0.75 0.62 0.63 0.13 0.12 

15 Student14 0.94 0.93 0.88 0.00 0.06 

16 Student15 0.94 0.93 0.88 0.00 0.06 

17 Student16 0.85 1.00 0.94 0.15 0.09 

18 Student17 0.89 0.98 0.72 0.09 0.17 

19 Student18 0.96 0.99 0.89 0.03 0.07 

20 Student19 0.90 1.00 0.92 0.10 0.02 

21 Student20 0.90 0.80 0.67 0.10 0.23 

22 Student21 0.42 0.36 0.38 0.07 0.05 

23 Student22 0.87 0.99 0.94 0.12 0.07 

24 Student23 0.71 1.02 0.67 0.31 0.04 

25 Student24 0.72 0.86 0.74 0.14 0.02 

26 Student25 1.00 1.00 0.95 0.00 0.05 

27 Student26 0.88 0.99 0.94 0.12 0.06 

28 Student27 0.77 0.86 0.74 0.09 0.03 

29 Student28 0.78 0.77 0.59 0.01 0.19 

30 Student29 0.79 0.80 0.51 0.01 0.27 

31 Student30 0.78 0.99 0.69 0.21 0.09 

32 Student31 0.85 0.99 0.84 0.14 0.01 

33 Student32 0.75 1.00 0.89 0.25 0.14 

34 Student33 0.89 1.00 0.99 0.11 0.10 

35 Student34 0.90 0.99 0.73 0.09 0.17 

36 Student35 0.99 0.99 0.90 0.00 0.09 

37 Student36 0.93 1.00 0.96 0.07 0.03 

38 Student37 0.85 1.00 0.86 0.15 0.01 

39 Student38 0.72 1.00 0.68 0.28 0.04 

40 Student39 0.53 0.98 0.60 0.45 0.07 

41 Student40 0.72 1.00 0.95 0.28 0.23 

42 Student41 0.95 0.93 0.88 0.02 0.07 

43 Student42 0.92 1.00 0.97 0.08 0.05 

44 Student43 0.64 0.99 0.58 0.35 0.06 

45 Student44 0.52 1.00 0.88 0.48 0.36 

46 Student45 0.90 1.00 0.89 0.10 0.01 

47 Student46 0.40 1.02 0.35 0.62 0.05 

48 Student47 0.72 0.44 0.68 0.28 0.04 

49 Student48 0.86 0.73 0.50 0.13 0.36 

50 Student49 0.82 0.73 0.50 0.09 0.32 

51 Student50 0.83 0.90 0.82 0.07 0.01 

52 Student51 0.95 0.99 0.98 0.04 0.03 

53 Student52 0.93 1.00 0.97 0.07 0.04 
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SN Documents Manual LSA LSA-NMF-ACO DIFF LSA DIFF NMF ACO 

54 Student53 0.92 1.00 0.97 0.08 0.05 

55 Student54 0.79 1.00 0.76 0.21 0.03 

56 Student55 0.92 0.96 0.92 0.04 0.00 

57 Student56 0.95 0.99 0.92 0.04 0.03 

58 Student57 0.88 0.93 0.85 0.05 0.03 

59 Student58 0.85 1.00 0.91 0.15 0.06 

60 Student59 0.82 0.99 0.85 0.17 0.03 

61 Student60 0.78 0.93 0.70 0.15 0.08 

62 Student61 0.92 0.91 0.84 0.00 0.07 

63 Student62 0.95 0.99 0.94 0.04 0.01 

64 Student63 0.78 1.00 0.82 0.22 0.04 

65 Student64 0.94 0.96 0.93 0.02 0.01 

66 Student65 0.81 1.00 0.80 0.19 0.01 

67 Student66 0.93 0.99 0.94 0.06 0.01 

68 Student67 0.61 0.87 0.64 0.26 0.03 

69 Student68 0.90 0.99 0.92 0.10 0.02 

70 Student69 0.72 0.84 0.74 0.12 0.02 

71 Student70 0.82 1.00 0.85 0.18 0.03 

72 Student71 0.83 0.99 0.82 0.16 0.01 

73 Student72 0.83 0.82 0.71 0.01 0.12 

74 Student73 0.93 1.00 0.96 0.07 0.03 

75 Student74 0.91 0.99 0.93 0.08 0.02 

76 Student75 0.85 0.90 0.84 0.05 0.01 

77 Student76 0.87 0.99 0.91 0.12 0.04 

78 Student77 0.93 0.64 0.54 0.29 0.39 

79 Student78 0.75 1.00 0.90 0.25 0.16 

80 Student79 0.86 1.00 0.80 0.14 0.06 

81 Student80 0.87 0.86 0.68 0.00 0.19 

82 Student81 0.85 0.84 0.74 0.01 0.11 

83 Student82 0.88 1.01 0.56 0.13 0.32 

84 Student83 0.89 0.99 0.86 0.10 0.03 

85 Student84 0.87 0.99 0.86 0.12 0.01 

86 Student85 0.95 0.84 0.74 0.11 0.21 

87 Student86 0.61 0.61 0.35 0.00 0.26 

88 Student87 0.80 1.00 0.88 0.20 0.08 

89 Student88 0.91 0.99 0.62 0.08 0.29 

90 Student89 0.95 0.99 0.95 0.04 0.00 

91 Student90 0.89 0.99 0.89 0.10 0.00 

92 Student91 0.89 0.99 0.89 0.10 0.00 

93 Student92 0.86 1.00 0.85 0.14 0.01 

94 Student93 0.82 0.99 0.81 0.17 0.01 

95 Student94 0.80 1.00 0.89 0.20 0.09 

96 Student95 0.64 0.62 0.25 0.01 0.38 

97 Student96 0.90 0.93 0.91 0.04 0.01 

98 Student97 0.81 1.00 0.83 0.19 0.02 

99 Student98 0.85 1.00 0.87 0.15 0.02 

100 Student99 0.82 1.00 0.95 0.18 0.13 

101 Student100 0.95 0.87 0.70 0.08 0.25 

102 Student100 0.95 0.98 0.89 0.03 0.06   
Mean 

Divergence 

0.127 0.0865 

  
Assessment 

Accuracy 

87.29 91.35 
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A.  Approximation Error 

The approximation error is measured by calculating 

frobenious norm of the distance between the Weighted 

Term-Document Matrix matrix and the LSA-NMF-ACO 

dimensionally reduced matrix. The idea is that 

LSA-NMF-ACO matrix approximates the weighted matrix 

without compromising its vital semantic content.  The 

computed error reveals the level of reduction. The 

approximation error consists of the absolute error and the 

relative error. The absolute error(ɛ) is given as 

𝜀 = ‖𝑥̂ − 𝑥‖ 

While the relative error r𝜀= 

𝑟𝜀 =
‖𝑥̂ − 𝑥‖

‖𝑥‖
 

Where 𝑥 is the weighted term document matrix that is being 

approximated and 𝑥̂  is the dimensionally reduced matrix 

using LSA-NMF-ACO. A larger  𝜀  and 𝑟𝜀 indicates a better 

reduction. 

The approximation error was computed for LSA and 

LSA-NMF-ACO. Table 3 shows the result. The higher the 

absolute and relative error the better and higher the reduction 

which implies that NMF-ACO has a better reduction than 

LSA. 

Table 3: Comparative Absolute and Relative 

Approximation Error 

TECHNIQUES 𝜀 𝑟𝜀 

LSA 2.190541 0.065943 

NMF_ACO 10.580527 0.318513 

B. Electronic Assessment Result 

The improved modified algorithm was applied in assessing 

student performance on an introductory course in Artificial 

Intelligence   for 101 students. Table 4 shows the comparative 

assessment using Manual, LSA and LSA-NMF-ACO. 

C.  Mean divergence and Measurement of Accuracy 

Mean Divergence shows the ratio by which the automated 

system score differs (i.e. LSA-NMF-ACO) from the manual 

score at ± value. The difference is as a result of human 

emotional and cognitive scoring attribute associated to the 

manual system. Therefore, the divergence variance V of 

result of a question number q for n students is written as: 

𝐷𝐹𝑖,𝑞 = |𝑆𝐼 − 𝑀𝐼|𝑞 (5) 

𝑉𝑞 =
∑ 𝐷𝐹𝑞,𝑖

𝑛
𝑖

𝑛
 (6) 

where DF is set of score differences, M is score obtained 

from manual process, S is score  

obtained from automated system respectively and i represents 

distinct student in set n. 

The sum of the differences between the manual score and the 

system score 

∑ 𝐷𝐹𝑞,𝑖
𝑛
𝑖 = 8.82 

The Mean Divergence 𝑉𝑞 =
8.82

102
 = 0.087 

 

Accuracy of the system is calculated as: 

Accuracy = 100 - (0.087× 100) = 91.35 

 

 

 

Figure 1: Divergence of Machine Graded Essay from 

Manual Grading 

 

D.  Pearson Correlation Analysis 

The performance of the new system compared to the 

old manual system was measured by carrying out Pearson 

correlation analysis. Pearson’s correlation determines the 

degree to which two linearly dependent variables are related. 

This was applied by computing the Pearson Correlation 

Coefficient (PCC) between the human grade scores and the 

machine grade, using the obtained values from Table 4. A 

correlation of 0.6321 exists between Human (HG) and 

Machine Grade (MG) which indicates that the two variables 

are closely related. The result is shown in Table 5. Figure 1 

shows the graphical representation of this correlation. 

 

Table 5: Pearson Correlations between Machine Grade 

and LSA-NMF-ACO Grade 

 Pearson Correlation 

Coefficient (PCC) 

MANUAL 

LSA-NMF-ACO 

1 

0.6321 

VI. CONCLUSION 

This paper presented a modified LSA Algorithm using 

NMF-ACO. It demonstrates how the new algorithm 

improves the assessment result which is the consequence of 

further noise reduction in the semantic space. The LSA 

model was formulated as an optimization problem with the 

objective of minimizing the Frobenious Norm function of the 

NMF. The factors of NMF were initialized by the factors of 

the LSA for the purpose of quick convergence and iteratively 

refined using the ACO. The result achieved shows the new 

algorithm has a better result in terms of distant error, 

assessment accuracy and divergence from manual grading 

when compared to the existing LSA  
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