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Abstract: In this digital world, experience sharing, knowledge 

exploration, taught posting and other related social exploitations 

are common to every individual as well as social media/network 

such as FaceBook, Twitter, etc plays a vital role in such kinds of 

activities. In general, many social network based sentimental 

feature extraction details and logics are available as well as many 

researchers work on that domain for last few years. But all those 

research specification are narrowed in the sense of building a way 

for estimating the opinions and sentiments with respect to the 

tweets and posts the user raised on the social network or any other 

related web interfacing medium. Many social network schemes 

provides an ability to the users to push the voice tweets and voice 

messages, so that the voice messages may contain some harmful 

as well as normal and important contents. In this paper, a new 

methodology is designed called Intensive Deep Learning based 

Voice Estimation Principle (IDLVEP), in which it is used to 

identify the voice message content and extract the features based 

on the Natural Language Processing (NLP) logic. The association 

of such Deep Learning and Natural Language Processing 

provides an efficient approach to build the powerful data 

processing model to identify the sentimental features from the 

social networking medium. This hybrid logic provides support for 

both text based and voice based tweet sentimental feature 

estimations. The Natural Language Processing principles assists 

the proposed approach of IDLVEP to extracts the voice content 

from the input message and provides a raw text content, based on 

that the deep learning principles classify the messages with respect 

to the estimation of harmful or normal tweets. The tweets raised by 

the user are initially sub-divided into two categories such as voice 

tweets and text tweets. The voice tweets will be taken care by the 

NLP principles and the text enabled tweets will be handled by 

means of deep learning principles, in which the voice tweets are 

also extracted and taken care by the deep learning principle only. 

The social network has two different faces such as provides 

support to developments as well as the same it provides a way to 

access that for harmful things. So, that this approach of IDLVEP 

identifies the harmful contents from the user tweets and remove 

that in an intelligent manner by using the proposed approach 

classification strategies. This paper concentrates on identifying 

the sentimental features from the user tweets and provides the 

harm free social network environment to the society. 
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I. INTRODUCTION 

Sentiments are essential to aspects of human activity and 

every emotion characterizes the human and the respective 

opinion mining is the topic of research, in which it evaluates 

the views and feelings of people. Sentimental feature 

progression shapes the fundamentals of feeling focus on 

moment. This could assist individuals to have a deeper 

awareness on the part and feelings suggested in online 

content. Existing work focuses mainly on the categorization 

of feelings, while the examination of how the perspective of a 

subject was inspired by certain subjects or the potential 

differences between subjects from the facet of sentiment was 

ignored. This paper is intended to build a novel approach to 

processes the model for sentimental complexity estimations 

and interrelations in social networking areas like Twitter.  

The proposed approach utilizes the advancements of both 

Natural Language Processing and the Deep Learning 

Strategies are used to shape statistical analysis of the user 

sentiments and define a new methodology to learn the 

associations between the opinions shared on social 

networking environment. The proposed framework itself 

uses Deep Learning procedures to characterize the feeling at 

a specified period, based on the mentioned issues in the past. 

A series of researches were conducted on a real life dataset 

with millions of tweets scampered from Twitter. The research 

proved a case method to examine the sentimental 

composition of various topics and the increase of opinion rich 

consumer behavior, including such websites such as trip 

advisor, blogs and micro - blogs (for example, Twitter, 

FaceBook and so on), has stimulated the attention of 

sentimental feature estimations [1][2][3]. Opinion Mining 

and the associated investigations has proven useful in a 

number of commercial advanced analytics which include 

production/product management, product innovations and 

company growth management [1][2].  

Nearly every day significant quantity of instant messages 

including such Twitter and Weibo are compiled over social 

networking sites. Users reach wider their true ideas and 

experiences on such platforms. Hash tags, beginning with a 

symbol in front of words or phrases, are commonly used 

throughout tweets as coarse grained subjects [4] and Twitter 

hash tags. For instance, the hash tag #Covid was recently a 

long-term trend subject matter on Twitter. The results of 

sentence and tweet sentiment analyses could offers extremely 

beneficial data[4], with most of the existing tasks focusing on 

feeling analysis [5][6].  
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Along with an instance that use NLP approaches including 

certain Deep convolutional Machine Learning approaches [7] 

to anticipate if the sentimental feature polarity estimation of 

the tweet is Normal, Abnormal or Moderate. The general 

social networking medium is influenced with comments, 

posts, tweets and other related taught sharing methodologies 

to share their opinions and perceptions to the globe. The 

major problem need to consider in this case is the false 

messages and negative content/post/tweet sharing. Some 

people trying to spread the false and harmful contents via 

social media by hiding their identity, so that many followers 

think like the information posted in the social network 

environment is correct as well as act accordingly. This kind 

of situation cause a severe destruction in many ways, so that a 

new mechanism is required to solve the issue of identifying 

the tweets posted in the social networking environment. 

Now-a-days the social networking medium allows the user to 

post the voice messages in their port, so that the proposed 

approach needs to identify the voice tweets as well. For this 

concern Natural Language Processing (NLP) logic is 

associated with the proposed approach of deep learning to 

provide an efficient solution in this mentioned issue. The 

polarity of the tweets are defined under three constrains such 

as Normal, Moderate and Abnormal. The following figure, 

Fig-1 illustrates the text estimation principles of the deep 

learning strategy as well as the text mining principles are 

explored by means of analyzing the words presented into the 

sentences/tweets. In which the same logic is suitable for 

voice assisted messages as well but the pre-processing such 

as data extraction from voice is required for doing such 

process. 

The tweets in which it contains the normal and regular 

content means that will be considered as a normal tweet, the 

tweet in which it contains the negative and false content 

means it will be treated as an abnormal tweet and finally the 

tweet is not matched with both these constraints will be 

treated as a moderate tweet. Based on these deviations the 

proposed approach classification process differentiates the 

content and provides the results accordingly. This kind of 

sentimental estimation process identifies the human mindset 

and activities happening in social networking area as well as 

it will be helpful for the cyber-crime department to deal with 

such issues in an intelligent manner. 

 

 
Fig.1 Text Classification Model (T) with respect to Words 

(W). This figure shows the directed data flow model on 

the corner from text ratio of T1 to T4. 

 

The major contributions of this paper are summarized as 

follows: 

(i) To develop a framework to provide an efficient support 

to the cyber-crime department to analyze the tweets in an 

intelligent manner. 

(ii) This framework differentiates the tweets based on two 

categories such as voice based tweets and the text based 

tweets. 

(iii) The voice based tweets are handled with respect to the 

features of Natural Language Processing and the extracted 

textual features are forwarded to the next process of 

classification. 

(iv) The deep learning principles are applied to the textual 

features of tweet processing and sentimental estimations. As 

well as the voice textual features also estimated by the same 

logic of deep learning enabled classification. 

(v) The polarity of the tweets is easily identified by means 

of the novel implementations and accordingly the tweets are 

decided to post into the social networking medium. The 

abnormal tweets are rejected to post into the social medium. 

 

The rest of this paper describe regarding Related Study 

over section 2, further section of Section 3 illustrates the 

proposed system methodologies in detail and Section 4 

illustrates the Results and Discussion portion of the paper and 

the final section, Section 5 illustrates the concept of 

Conclusion and Future Scope of the proposed paper. These 

all will be explained in detail over the further section 

summaries. 

II.  RELATED STUDY 

In the year of 2020, the authors "Huizhi Liang' et al., [8]" 

have proposed a paper related to sentimental feature 

estimation based on topic analysis with respect to the 

dynamical Bayesian networking logic. In this paper [8], the 

authors described such as sentimental feature classification is 

among the critical priorities of understanding 

natural-language processing scheme and the s sentimental 

feature exploration shapes the composition of feeling focus 

on period as well as the sentimental feature exploration 

shapes the composition of feeling focus on particular  period. 

This approach [8] assists many people to believe in social 

network and provides a way to understand the social 

networking nature with tweet/post raising concepts. Several 

literatures focus on the same sentimental features in past 

before [8], but all are influenced by several other 

dependencies such as privacy, opinion theft and so on. These 

all issues are resolved by using this sentimental extraction 

logic presented in this paper [8] as well as the in this paper, a 

new Gaussian Process Dynamic Bayesian Network model is 

introduced to analyze the sentiment features with respect to 

classification logic. The inter-relations between the tweets 

are clearly analyzed with the help of this proposed approach 

as well as the empirical process cross-validates around 9.72 

million twitter data over this period of investigation and 

provides an appropriate result in outcome. 
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In the year of 2020, the authors "Tunga Gungor' et al., [9]" 

have proposed a paper related to sentiment analysis over 

social networking medium based on aspect ratio analysis 

scheme. In this paper [9], the authors described such as 

sentimental feature estimation findings also use repetitive or 

multiplicative machine learning architectures and it is 

mentioned in several literatures. Current generations obtain 

the effect and broadcast messages on feeling labels all across 

the lexical item through a review. On either side, recurring 

frameworks extricate semantic meaning first from messages 

and use the feeling relevant data all through instruction. 

There are now only some very studies which implement all 

these designs into some kind of deep learning model for the 

categorization of sentimental features. In this paper [9], a new 

neural network structure is proposed, in which it incorporates 

recurrent and multiplicative neural replication for aspect 

assisted text and opinion mining process. By using electoral 

districts and dependence compilers, initially split so every 

assessment into sub reviews that contain sentiment related 

information pertaining to the respective aspect conditions. 

Upon accumulating and mentoring the recidivist neural trees 

made from sub-views, we add everyone outcome to the 

repetitive model. This approach [9] is estimated to quartet on 

two data sets of various styles in native language and  have 

achieved cutting-edge results and have exceeded the 

preliminary research with a considerable margin in each of 

these areas. 

In the year of 2020, the authors "Manuel.J.Cobo' et al., 

[10]" have proposed a paper related to mining the user 

opinions with respect to machine learning concepts based on 

emotions recognition principles. In this paper [10], the 

authors described such as due to recent advances in social 

network models, large incentive to invest in machine learning 

and a high rise in consumer expertise, the adverts industry has 

gone through a quantum leap over the last decade. In this 

context, text mining, sentiment analysis and the 

understanding of emotions eventually lead to these most 

sought-after advertising goals: offering relevant ads on a 

scale. In recent years the significance of analyses on 

recommender systems, sentiment classification and moral 

reasoning has increased exponentially. The highlight of this 

new situation was the research community's interest in 

studying the relation between certain technologies and the 

diffusion of intelligent publicity and context. This article 

examines the relationships among sentiment classification, 

opinion mining and the understanding of emotions in 

publicity. The prime purpose is to confirm the present 

incarnation of all these research, to explore questions, 

strategies, conclusions, themes and gaps and to determine 

their importance in the existing collaboration promotional 

process. In order to achieve those objectives, 919 research 

papers years between 2010 and 2019 have been analyzed, 

retrieved and investigated based on results from the web of 

science. 

III. METHODOLOGIES 

In this paper, a novel deep learning methodology is 

introduced called Intensive Deep Learning based Voice 

Estimation Principle (IDLVEP), in which it is used to solve 

the issues presented into the social network taught sharing 

principles as well as the proposed approach of IDLVEP 

provides an efficient voice tweet sentimental analysis feature 

by using the Natural Language Processing (NLP) procedures. 

This paper combines both the logic of deep learning strategy 

and the Natural Language Processing to produce a new 

hybrid algorithm called IDLVEP, in which it extracts the 

content from the social network such as twitter, FaceBook 

and so on. The extracted contents are processed based on the 

two deviations such as text based tweet estimation and the 

voice based tweet estimation. The text based contents are 

extracted from the user tweet and apply the pre-processing 

logic to the data to eliminate the Stopwords in the content and 

process the content with respect to deep learning principles. 

The machine is already trained by using the proposed 

approach based on the dataset gathered by the social network 

such as Twitter. The dataset contains the summary of Positive 

and Negative tweet contents with the proper polarity ratio, in 

which the new training model is created, based on this 

polarity and maintain that into the server for cross-validating 

the test cases occurred on real world social networking 

environment. The same scenario is valid for voice assisted 

tweets, in which the pre-processing is different in case of 

voice messages that extracts the voice content based on 

Natural Language Processing logic from the user tweets and 

provide the extracted textual data to the deep learning 

principles for further process. The following table, Table-1 

shows the dataset samples with proper polarity values. 

 

Table-1: Dataset Attributes with Polarity and Weight  

Attribute Polarity Weight 

Acclaim Normal 52% 

Acclaimed Normal 36% 

Acclamation Normal 83% 

Accolade Normal 92% 

Accolades Normal 72% 

Abnormal Abnormal 95% 

Abolish Abnormal 67% 

Abominable Abnormal 90% 

Abominably Abnormal 81% 

Worthy Normal 94% 

Wow Normal 86% 

Wowed Normal 69% 

Wrought Abnormal 79% 

Yawn Abnormal 58% 

Zap Abnormal 37% 

Zapped Abnormal 64% 

Wowing Normal 96% 

Wows Normal 96% 

Zaps Abnormal 37% 
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Wrong Abnormal 97% 

Yay Normal 61% 

Villainously Abnormal 72% 

Youthful Normal 23% 

Vilify Abnormal 29% 

Zeal Normal 41% 

Vindictive Abnormal 70% 

 

The following equation is used to estimate the weight 

factors of the tweets, in which the weight ratio is normalized 

in the form of Wm, 1 → 1/M. In this scenario M is the text 

length constant that will be defined by means of 1 to n. 

 

   (1) 

Where W indicates the weight factor, T indicates the text 

range with the words Wi(1-to-n) and x2 indicates the time 

factor for estimating the weight with respect to text length M. 

Based on these weight metric the polarity ratio is deviated 

and the tweets are classified accordingly based on such logic. 

The following equation is used to estimating the scaling level 

of the tweets and the polarity ratio of the tweet participates in 

high impact with word density (D) of the text phrase (T). 

T(D)   

 (2) 

Where the W(1) to W(n) indicates the estimated weight 

factor, acquired from equation (1) and the T(D) indicates the 

text density estimation object. 

The following algorithm illustrates the logic of proposed 

approach Intensive Deep Learning based Voice Estimation 

Principle (IDLVEP), in which the process flow of the 

algorithm is illustrated in clear manner with proper 

Pseudocode. 

 

Algorithm: Intensive Deep Learning based Voice 

Estimation Principle 

 

Input: Time Series, Input Data 

Output: Polarity Estimated Value with estimation 

accuracy 

 

1. Gather the input from the user end via social network 

medium. 

2. Analyze the received input is analog or digital. 

3. The analog form of input records is considered as the 

voice message and the digital form of input is considered as a 

regular text based tweet. 

4. The analog tweets are converted into text phrases by 

using Google Voice Conversion principles. 

5. This API is powered by Google Voice to Text 

Conversion logic. 

6. The converted text is cross-validated with Natural 

Language Processing principles to analyze the language 

pattern. 

7. The same logic is repeated for total phrase presented 

into the voice message. 

Pseudocode: 

do{ 

incr i; 

find T(M); 

i=T(M).length; 

Categorize Words from 1 to n; 

var x=Word(i).pattern; 

x=text.Convert(x); 

}while(i<=0); 

8. Accumulate all the textual features from 1 to n-1. 

9. Obtain the trained dataset model into the procedure. 

10. Cross validate the accumulated textual characteristics 

to the model trained. 

11. Identify the polarity of each words specified into T(M) 

based on the tweet classification logic. 

12. Based on the overall weight ratio W(i), the final 

polarity of the tweet is defined. 

13. Return the final polarity value for accuracy estimation. 

Pseudocode: 

 return Pol(T(M)); 

14. Estimate the accuracy of the polarity returned. 

Pseudocode: 

 var str, acc; 

 str=Pol(T(M)); 

 acc=Calc.Accracy(str); 

 return acc; 

 

IV. RESULTS AND DISCUSSION 

This paper provides a solution to identify the 

sentimental features based on the tweets generated by the 

users on social medium. Throughout this section, a concept of 

how to perform real-time data sets and the associated 

experimentations to identify the sentimental features from the 

user tweets will be discussed in clear manner. Input from the 

approach proposed is the feeling time series data for subjects, 

during which the process begins with the collection of hash 

tags and tweets from the social network medium over a given 

period of time. Then detect each hash tag’s sentiment 

dynamics using existing classification approaches and 

discuss the construction of the proposed approach on the 

basis of the time series of input feelings and the analysis of 

feelings results of the constructed sentiment development 

procedures. This paper associates the two powerful 

approaches in hybrid manner such as Deep Learning and the 

Natural Language Processing (NLP) to provide high efficient 

results in prediction with proper polarity ratio. The proposed 

hybrid logic is named as Intensive Deep Learning based 

Voice Estimation Principle (IDLVEP), in which it assures the 

resulting performance based on model creation, accuracy on 

predictions, reduced error rates and the time efficiency. The 

following figure, Fig-2 illustrates the proposed approach 

training efficiency with respect to specific time period, in 

which the x-axis shows the time period and the y-axis shows 

the number of data processed on that specific time period. 
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Fig.2 Data Processing Efficiency w.r.t Time 

 

The following figure, Fig-3 illustrates the error estimation 

scenario of the proposed approach IDLVEP, in which the 

data training freuquency is highly dependednt on the error 

frequyency because in the testing phase the chances of error 

occurrence is low. The training phase error estimation results 

are visualized in grpahical manner with the following figure 

in clear manner. This figure shows the outcome of training 

model data processing frequency with respect to error rates, 

in which the x-axis portrays the nmber of data processing 

while train the system by using proposed deep learning 

principle as well as the y-axis indicates the error ratio. 

 

Fig.3 Error Ratio Estimation 

 

The following figure, Fig-4 illustrates the tweet 

categorization efficiency, in which the overall sentimental 

features and the associated data is acqired form the social 

networking medium. The proposed approach of Intensive 

Deep Learning based Voice Estimantion Principle identifies 

the text related tweets and the voice related tweets in an 

intelligent manner by means of text categorization logic, in 

which it deviates the analog and digital data in separate 

manner. 
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Fig.4 Data Categorization Efficiency 

 

The following figure, Fig-5 illustrates the proposed 

approach confusion matrix diagram, in which the confusion 

matric is plotted based on the normal and abnormal data 

ranges with proper polarity specifications. The graph plot is 

based on the weight ratio of the polarity specified into the 

table, Table-1. 

 
Fig.5 Conusion Matrix 

V. CONCLUSION AND FUTURE SCOPE 

In this paper, a new social network analysis mechanism is 

designed in order to identify the sentimental features from the 

tweets raised on the social network with respect to identify 

the negative and false news spread over the medium. This 

kind of analysis is illustrated on several classical approaches 

but all are strucked under certain issues such as time 

efficiency and error ratio. But in this paper, a new hybrid 

logic is introduced called Intensive Deep Learning based 

Voice Estimation Principle (IDLVEP), in which it is derived 

by using two powerful technologies called Deep Learning 

and Natural Language Processing. These two features are 

combined together to provide an efficient data processing 

logic as well as the proposed mechanism is suitable for 

identifying the text based tweets and voice based tweets in an 

efficient manner.  
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The resulting figure, Fig-2 shows the training process 

efficiency of the proposed approach with respect to time 

constraint. The same data are acquired from the figure, Fig-2 

and define an error ratio estimation, in which it is portrayed 

clearly in figure, Fig-3. The proposed approach data 

categorization accuracy is portrayed in clear manner over the 

resulting figure, Fig-5 with respect to time complexities. For 

all the proposed logic is suitable for analyzing the user tweets 

and provide a flaw free social networking environment to the 

users. 

In future, the proposed work can further be extended by 

means of adding some cryptographic principles to the data 

maintained into the server for processing. These kind of 

cryptographic principles are really useful in terms of two 

constrains such as the crypto contents maintained into the 

server end indicates the safety measures and at the same time 

it ensures the size reduction in server end. 
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