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Abstract: An autonomous navigation system for a robot is key 

for it to be self-reliant in any given environment. Precise 

navigation and localization of robots will minimize the need for 

guided work areas specifically designed for the utilization of 

robots. The existing solution for autonomous navigation is very 

expensive restricting its implementation to satisfy a wide variety of 

applications for robots. This project aims to develop a low-cost 

methodology for complete autonomous navigation and 

localization of the robot. For localization, the robot is equipped 

with an image sensor that captures reference points in its field of 

view. When the robot moves, the change in robot position is 

estimated by calculating the shift in the location of the initially 

captured reference point. Using the onboard proximity sensors, 

the robot generates a map of all the accessible areas in its domain 

which is then used for generating a path to the desired location. 

The robot uses the generated path to navigate while 

simultaneously avoiding any obstacles in its path to arrive at the 

desired location. 

Keywords: Autonomous, Self-Reliant, Localization, Expensive, 

Image Sensor, Simultaneously.  

I. INTRODUCTION 

A fundamental task in autonomous robots is to move 

safely in a random environment. Autonomous robot 

navigation has seen significant progress in the past few years, 

particularly navigation involving SLAM - Simultaneous 

Localization and Mapping. Predominant implementation of 

SLAM is related to range-sensing SLAM which uses the 

surrounding range of the robot as the feature reference to 

localize the robot while simultaneously generating a map of 

the robot surrounding. This method is of SLAM is highly 

dependent on the accuracy of the range-finding sensors since 

inaccurate readings will drastically affect the output of the 

system. 
To examine SLAM more cost-effectively, optical features 

of the robot surroundings can be utilized. Visually guided 

systems have been in development for a decade. There are 

predominantly two different ways to implement this system - 

i) add artificial landmarks to be used by the robots as a 

reference point - ii) Use the camera to capture natural 

landmark features as the reference points for the robot. A 

camera can be attached to the robot to capture the image of 

the robot’s surroundings, which then is processed to obtain 

reference points in the image. When the robot moves, the  
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Change in the position of the reference point between 

multiple frames of images will estimate the change in the 

robot’s position. 

 
Figure 1.Visualization of Sensor data 

 

The reference point is calculated by a convolutional 

neural network layer and the shift of position concerning the 

reference point is calculated by a long-term, short memory 

neural network which is also a type of recurrent neural 

network where the previous step output is given as input in 

the next step. As we use deep learning concepts, we have to 

first train the dataset by feeding in a different set of input 

images to recognize the reference point. The training process 

may or may not be slower depending upon the size of the data 

input but once the training process is complete, the image 

sensor recognizes the images very quickly so thus it can be 

used as a replacement for LIDAR. 

II.  SLAM 

Simultaneous localization and mapping (SLAM) is the 

most predominant implementation for location awareness 

and recording of the environment in a map of any 

autonomous vehicle. Most robots with SLAM integration are 

primarily dependent upon a laser range finder for localization 

and mapping the environment. But the laser range finder has 

to very accurate since SLAM is ill-conditioned. The high 

accurate laser range finder is very expensive limiting its 

implementation in a wide variety of robots. 
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Figure 2.Visualization of LIDAR data points  

 

This paper is based on visual SLAM, where the primary 

mode of sensing is through a camera, this method is a 

comparatively more cost-effective method of SLAM 

implementation in robots. Both the robot's position and the 

proximity sensor reading are essential for SLAM to run. The 

different tasks involved to execute SLAM require 

feature-based image tracking because the feature image is 

known ahead. The map recovered when the robot is in motion 

is the combination of maps at different robot locations. The 

challenge in SLAM is to recover both camera pose and map 

structure while initially knowing neither. 

 

 
Figure 3.Multiple object detection 

III. PROSPOSED METHODOLOGY 

First, the training of CNN and LSTM is done by 

providing it with images of random objects. When the overall 

training accuracy is around 90%, the training is stopped and 

the weights of the neural networks are frozen. After the 

completion of training, the neural networks are then passed 

Onto the Open-cv python library for multiple object 

detection. The detected objects are sent to the VSLAM Robot 

operating system package for depth measurement and further 

it is combined with the map generated by the image 

sensor in the G-mapping package included in ROS and now 

the combined data acts as input to the AMCL algorithm for 

navigating to a goal point with obstacle avoidance. 

A. Convolution Neural Network 

A convolution Neural Network (CNN) is a deep learning 

algorithm in which its inputs, outputs, and hidden layers are 

arranged in a way that matches the approximate architecture 

of a human brain. It is mainly used for image recognition and 

also for object edge detection. CNN has more accuracy when 

it deals with the MNIST data type. CNN networks use 

weights as an input and also a varying parameter. Weights are 

the frequency of transmission of data through the different 

layers of neural networks. Whenever data is passed onto 

another layer its weight parameter is frequently updated. 

CNN consists of 5 main operations which are Subsampling, 

pooling, RELU operation, Activation function, and finally 

flatten features. 

First, an image is given as an input to a neural network. 

The computer identifies the input image as a 

two-dimensional matrix that contains its value in the range 

0-255. 

 

 
Figure 4 Matrix format of a picture 

 

The final result of the matrix multiplication becomes the 

feature maps. 

 
Figure 5.Convolution operation 

 

RELU stands for Rectified Linear Unit. The output is ƒ(x) 

= Max(0,x).The RELU operation is used to remove any 

negative values formed in the feature maps. The RELU 

operation is important because RELU’s goal is to introduce 

non-linearity in our CNN. Since the real-world data would 

want our CNN Net to learn from non-negative linear values. 

There are other nonlinear functions such as tanh or sigmoid 

that can also be used instead of RELU. Most of the data 

scientists use RELU since performance-wise RELU is more 

reliable than the other two. 

When RELU operation is done now it sends to the 

pooling layer where it can consist of three types which are 

Max pooling, average pooling, and sum pooling. 
Max pooling takes the largest element from the rectified 

feature map. Taking the largest element could also take the 

average pooling. Sum of all elements in the feature map call 

as sum pooling. 

After all these above steps are done the matrix is flattened 

into a vector and feed into a fully connected layer 

feed-forward neural network. 



International Journal of Innovative Technology and Exploring Engineering (IJITEE) 

ISSN: 2278-3075, Volume-10 Issue-7, May 2021 

124 

Published By: 
Blue Eyes Intelligence Engineering 

and Sciences Publication  

© Copyright: All rights reserved. 
 

Retrieval Number: 100.1/ijitee.G90380510721 
DOI: 10.35940/ijitee.G9038.0510721 

 

 
Figure 6.Fully connected neural network 

 

The above steps are part of the training of neural 

networks. After the training process, the dynamic image is 

again sent to the neural network to compare and check with 

the previous models. 

And thus object edges are detected and also it is 

recognized. 

B. Recurrent Neural Networks 

A recurrent Neural Network is a type of Neural Network 

where the output from the previous step is given as input to 

the present step. In traditional neural networking methods, all 

the inputs and outputs are independent of each other, but in 

specific cases like when it is required to predict the next word 

of a sentence, the previous words are necessary and hence 

there is a need for remembering the previous output data. 

Thus RNN came into existence, which solved this problem 

with the help of a Hidden Layer. The most important feature 

of RNN is the Hidden state, which remembers some 

information about a sequence. So thus Rnn can be used for 

object tracking concerning the reference point of a previous 

position. 

 

 
Figure 7.Example of RNN 

 

Training the RNN  

1. A single input is provided initially. 

2. Then it calculates the next state using a set of current 

input and the previous state. 

3. The current h(t) becomes h(1) for the next time step. 

4. There can be any number of time steps according to 

the problem and join the information from all the 

previous states. 

5. When every time steps are completed the final 

current state is used to calculate the output. 

6. The output is then compared to the actual output for 

error detection. 

7. The error is then back-propagated to the first layer 

network to update the weights and finally, the 

network (RNN) is trained. 

 

 
Figure 8.Training process of RNN 

C. Long Term Short Memory 

Long Term Short Memory (LSTM) is also the type of 

Re-current neural network but it helps to remove the error 

that can be back propagated through layers. LSTMs, unlike 

other networks they contain data outside the normal flow of 

the recurrent network in a gated cell. These gated cell act like 

a digital switch and makes decisions about what to store, and 

when to allow read, write and erase. However, these gates are 

analogous as it is implemented with element-wise 

multiplication by sigmoid function, which is all in the range 

of 0-1 which are different from the digital storage of 

computers. Analog has more advantage over digital where it 

can be easily differentiable which is eventually suitable for 

backpropagation. 

 

 
Figure 9.LSTM neural network representation 

 

These gates act according to the signals from what they 

receive, and similar to the neural network’s nodes, they block 

or pass on information based on its data strength and import, 

which they filter with their pair of weights. LSTM also 

removes the error which happens in RNN which are 

vanishing and exploding. 
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Figure 10.Object tracking 

 

The Convolutional neural network (CNN) layer in the 

neural network is used for image classification and the Long 

term Short term memory(LSTM ) layer is used for reference 

point tracking, Both of these layers are combined to find the 

distance between the object and the robot so that the robot can 

navigate to a goal point with obstacle avoidance. 

IV. LOCALISATION AND MAPPING 

For localization, a monocular tracking system – Mono 

SLAM sanction the reconstruction of every frame in a special 

plane of the set of reference points: 

 

Eq. (1) n=Pi 
 

Where  1≤i≤n 

 

Eq. (2) Pi=(xi,yi,zi)T 

 

 
Figure 11. Object contour detection 

 

It enables to track the configuration of the camera a long 

time xv,k, where k is an index corresponding to time/camera 

frame and xv is a representation of the 3D configuration of the 

camera, i.e., an element of the Special Euclidean group. The 

vision algorithms reconstruct the scene up to an unknown 

scale factor, this indicates that the true 3D points Qi are 

related to Pi through 

 

Eq. (3) Qi=dPi+v 

 

Where d is the global scale factor for the whole scene, and 

ν is the reconstruction error noise. We aim surroundings d 

adopting Bayesian inference, based on object detections 

given by a generic object detector. 

 

 
Figure 12.Output data representation of VSLAM 

V.  RESULT AND DISCUSSION 

For the deep learning framework, we have used 

Tensor-flow software which helps us in building the neural 

network, and after training the CNN and LSTM neural 

network for 12 hours the training accuracy came around 96%. 

In the mapping part, we achieved an accuracy of 78% on 

average by tuning the Adaptive Monte Carlo localization 

package which is present in the robot operating system. 

 

Table 1. Accuracy of image detection 

S.no 
Type of 

network 

Image detection 

accuracy 

(Percentage) 

Time taken for 

detection 

(Seconds) 

1 CNN 95 4 

2 LSTM 97 5 

VI. CONCLUSION 

In this research, we have seen how the navigation of a 

robot is done using a deep learning algorithm by replacing the 

expensive range finders sensor with an image sensor. The 

data which is acquired from the image sensor is processed by 

the neural network and is sent to the SLAM software where 

the SLAM algorithm generates a map which is eventually 

used for the navigation of the robot while simultaneously 

avoiding any obstacles .However, the efficiency of this 

method will be low in environment which has low lighting 

therefore this method can be used for robot navigation in 

well-lit indoor environments. 
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