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Abstract: For effective remote education using multimedia, it is 

necessary to develop efficient management techniques of video 

information. This requires real-time processing of video 

information which should be managed and retrieved in a 

compressed forms. The main technology of compressing video is 

currently MPEG-2. This implies that it is very important to 

manage and retrieve video compressed in MPEG-2, and then to 

process the video in real-time for the remote education 

environment using multimedia. This paper is to develop the 

management system of video information which is one of the most 

critical requirements in remote education systems for managing 

and retrieving MPEG-2 video 
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I.  INTRODUCTION 

Recently, as the demand for retrieval of moving picture 

information has increased rapidly and various object-oriented 

database systems have been developed, these can be utilized 

in multimedia systems. Accordingly, research on a technique 

for efficiently storing and retrieving video information and 

modeling of a video database is being conducted [1]. 

However, the management of moving picture information 

using such a multimedia DBMS is a method of managing the 

bitmap or wave pattern to be searched in an uncompressed 

state. However, due to the nature of moving pictures, it is 

difficult to store, search, or transmit uncompressed natural 

images [2]. Therefore, in order to solve these problems and 

put them into practice in a video information management 

system, a technology capable of searching and transmitting 

video information in real time in a compressed state is 

required, and a data model capable of describing a general 

video document reflecting this is required. These demands 

mainly use one of two approaches for retrieving video 

information. In other words, there is a tendency to select and 

use content-based search and annotation-based search [3]. 

Content-based search automatically extracts feature data such 

as shape, color, texture, movement, etc. from moving image 

data and searches based on this [4]. On the other hand, 

annotation-based search is a method of first grasping the 

meaning of video data, expressing it using natural language, 

and searching based on this. In this paper, we present a 

general data model that can extract the structure of a general 

video document and give meaning to the indexing of a video 

stream. In addition, a compressed video information 

management system (CVIMS, Compressed Video 
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Information Management) that extracts text information 

about a video compressed with MPEG-2 technology, stores it 

in a database system, and enables search using query words 

or representative images (key frames). System) was 

developed. In addition, by analyzing general video data, an 

integrated video data model (IVDM) that can use both 

annotation-based and content-based search was presented 

[5]. 

The structure of this paper is as follows. Chapter 2 

introduces related studies, and Chapter 3 describes the 

generic data model for video documents presented in this 

study. In Chapter 4, the design contents of the compressed 

video information management system (CVIMS) developed 

using the proposed model are described, and in Chapter 5, the 

actual CVIMS is implemented. Finally Chapter 6 presents 

conclusions and future tasks. 

II.RELATED WORK 

How to search for video data can be divided into a search 

based on content and a search based on annotations [6]. 

Recently, a multi-layered video model (MuVi) was 

proposed for a search in the form of integrating these two 

techniques [7]. However, the video data itself, the assigned 

meta information, and the extracted feature information are 

mixed to form a straight layer, and modeling for an 

annotation-based search, which is a concept layer, is 

insufficient. 

In this paper, unlike the MuVi model, which divides the 

video's physical structure into a meaningful concept layer, 

based on the logical data of the video, the user's needs can be 

reduced from a wide range to a narrow range through several 

steps at a higher level. A method of segmentation to give 

annotations (used for annotation-based search), and 

segmentation so that features of video data can be extracted at 

the lower level (used for content-based search) was used [8]. 

<Table 1> compares and analyzes the MuVi model that is 

most similar to the IVDM model proposed in this study. 
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Table 1 Compare of IVDM & MuVi 

 MuVi IVDM 

Search 

techniques 

supported 

Annotation-based 

search, content-based 

search, integrated 

search 

Annotation-based search, 

content-based search, 

integrated search 

Integrated 

Search 

Approach 

A sub-concept 

hierarchy is introduced 

to solve the difference 

in semantics that occurs 

when the content-based 

is directly mapped to 

the annotation-based. 

Reducing the search 

range from a wide range 

to a narrow range (upper 

level: annotation-based 

search, lower level: 

content-based search) 

Video 

segmentation 

process 

Abstraction process 

(Physical data -> 

semantic data) 

The process of 

materialization 

(Logical data -> physical 

data) 

Query type 5 things 4 things 

Advantages 

Independence by layer, 

content-based search by 

feature vectors and 

concepts 

Independence by query 

type, database schema 

structure can be created 

only with IVDM 

Complement 

More detailed 

description of the 

conceptual hierarchy 

and data structure is 

required. 

A sophisticated 

framework is needed to 

exclude subjective 

annotations. 

 

Recently, there has been active research on an efficient 

index generation technique for moving video data 

compressed with MPEG [9]. These are mainly methods of 

constructing an index by analyzing the contents of a 

compressed video and automatically selecting a key frame. 

However, when making a search system by analyzing the 

contents of an actual video, the efficiency is somewhat 

inferior because the contents are not yet reached at the stage 

where the details are parsed and used for search. 

Therefore, in this study, we developed an extended video 

data model including metadata based on MPEG-2 and Dublin 

Core based on the previously introduced video data model, 

and implemented a system that can search video information 

based on this model. 10]. 

III. EXTENDED VIDEO DATA MODEL 

 In order to manage the video itself and metadata, which is 

a description of the content and structure of the video, 

through a database, a general data model for video should be 

provided [11]. However, this general model need not exist for 

each application. The general video data model proposed in 

this paper uses a segmentation approach to define the 

structure of video documents by defining the level of 

abstraction. 

This enhanced Generic Video Data Model (EGVDM) is a 

frame that provides functions of structuring video data, free 

annotation of video data, and sharing and reusing video data. 

It's a walk. In EGVDM, moving picture data is a contiguous 

group of frames called a stored video segment [12]. 

 

The proposed EGVDM was made with the concept of 

structural components related to the frame sequence of the 

moving picture medium based on the film theory and 

segmentation of the moving picture medium [13]. The 

concept of structural components is further subdivided into 

complex units, sequences, scenes, and shots, and these 

subclasses are defined in hierarchical relationship with each 

other. A shut consists of one or more consecutive frames and 

appears as a spatiotemporal successive action. A scene 

consists of several shots, and a sequence is composed of these 

scenes. The collection of related sequences again constitutes 

a compound unit, and the compound unit can refer to itself at 

any level. In this EGVDM, an annotation can be added to an 

arbitrary frame sequence. Since these annotations are 

independently composed of arbitrary structural components, 

thematic indexing is sufficient to describe the structure of a 

video document [14]. 

Frame sequences are classified into annotation objects and 

key frame objects. The key frame object is composed of 

image, image type, frame number, size, and location 

information by extracting a specific representative image 

from the frame sequence, and the annotation object is 

composed of subclasses of object annotation, person 

annotation, location annotation, and event annotation. do. 

Object annotation consists of object type and object 

description. In this paper, object annotation is defined using 

metadata based on Dublin Core. That is, object annotation is 

defined as title, subject, identifier, relation, right, language, 

document format, etc. [15]. 

Therefore, EGVDM satisfies this demand by defining the 

contents of the video document as a logical concept. That is, 

the connection between the moving picture stream and the 

medium physically stored in the database is configured as a 

set of events on the stored moving picture segment, and the 

same moving picture medium is allowed to be used in various 

ways depending on how it is expressed in the database. In 

addition, by using annotations and structural information 

related to the video stream, it is possible to access different 

video media that are stored and used in the same video media. 

IV. DESIGN OF CVIMS 

Compressed video information management that extracts 

key frames from video data compressed in MPEG-2 based on 

the video data model presented above, gives caption and 

picture description form annotations, and stores them in the 

database in text format for management. Designed the system 

(CVIMS). 

4.1 Index Structure for MPEG-2 

MPEG-2 video compression files are largely composed of 

three types: I-frame, P-frame, and B-frame [16]. Among 

these, I-frames are frames compressed using only spatial 

compression techniques without using temporal compression 

techniques.  
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Therefore, the I-frame can be a reference frame because it 

can be decoded independently and can be accessed randomly. 

So, in CVIMS, it is assumed that all I-frames in a video file 

compressed with MPEG-2 can be candidates for key frames. 

Based on this assumption, CVIMS provides a method for 

users to directly select key frames by extracting I-frames 

from MPEG-2 compressed video [17]. In addition, the search 

for each video is not searched by actual frames, but caption 

information for each key frame is created, structured together 

with the key frame, and stored in a database, and then the 

search is performed using the caption information. The 

relationship between the index structure and caption for 

MPEG-2 video is shown in Fig. 1. 

 

 
Fig. 1. Index Structure of MPEG-2 

4.2 Structure of CVIMS 

CVIMS is a caption and picture description editor that can 

index user interfaces and MPEG-2 videos, a query processor 

that handles various user queries, a video display that 

displays query results, and a database that manages index 

data and video data. And it is composed of a storage server 

that stores MPEG-2 video [18]. CVIMS is largely composed 

of user interface, video processor, and management data 

manager. The video processor is again composed of a query 

processor, a caption/picture description editor, and a video 

display. The query processor is composed of a caption query 

machine, a picture description query machine, and a query 

machine that combines caption and picture description 

according to the query type. This receives the user's query 

and searches each object managed by the management data 

manager to bring the desired result. In the caption/picture 

description editor, a key frame is selected from a list of 

pre-decoded I-frames, and caption information and picture 

description information for each key frame are created and 

stored in the database. The video display is a part that 

displays the result of a query, and is classified into a 

thumbnail display that outputs as an icon in the form of a 

thumbnail picture, and an image display that displays an 

actual video. Lastly, the management data manager manages 

the information stored in the database, and manages various 

index information and caption/picture description 

information created by the editor [19]. 

4.3 Development Environment of CVIMS 

CVIMS is built as a client/server environment, and the 

server extracts I-frames from MPEG-2 video, selects key 

frames, and manages various information about key frames 

by structuring them in a database. For the interface with the 

user, the client is composed of a module that edits the user's 

request, that is, caption and picture description information 

for a key frame, a module that processes user queries, and a 

display module that shows the result. The connection 

between the client and the server was made by using the 

ODBC driver of VC++, and MPEG-2 files are provided from 

the storage server through the ATM network. Fig. 2 shows 

the client/server structure diagram of CVIMS. 

 

Fig.2. CVIMS Client/Server Environment 

V. IMPLEMENTATION RESULT OF CVIMS 

Chapter 5 shows the implementation results of the 

CVIMS designed in Chapter 4, centering on the user interface 

screen. Fig. 3 shows the screen when the user executes 

CVIMS [20]. The composition of the screen is largely 

divided into three categories: an editing window for editing, a 

search window for querying, and a display window for 

showing videos. 
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Figure 3. User Interface Screen 

The editing window is shown in Fig. It is shown in 3(A). 

Each of them is described in terms of function. First, the 

editor loads the MPEG-2 video file to be edited in File Open. 

Then, information about the I-frame is displayed in the 

I-frame list window as a bitmap image in the form of a 

thumbnail [21]. The editor sets the I-frames that can be key 

frames in this I-frame table and their scope with the mouse. 

Then, if you click the play button on the screen, the video for 

the selected area is displayed on the video display screen, and 

the editor edits the caption information and picture 

description information for the key frame selected in the 

caption edit window and picture description edit window 

while viewing this video. Fig. 3(B) is a window for the search 

subsystem. The function of the search sub-system is largely 

divided into basic search and extended search, and the basic 

search is a search for general users to find desired 

information using caption and picture description 

information [22]. Here, and operation and or operation are 

supported, and the check box is used to determine whether to 

search with caption information or picture description 

information. 3(C) shows the video display window. The 

information found in the search is displayed as a bitmap 

image in the form of a thumbnail, and when a user clicks a 

specific bitmap here, the actual video represented by this 

bitmap is displayed on the display window. 

VI. CONCLUSION & FUTURE WORKS 

In this paper, we implemented EGVDM (Enhanced 

Generic Video Data Model) by extending the video data 

model, and based on this, we designed and implemented a 

prototype of a compressed video information management 

system (CVIMS) that can manage MPEG-2 compressed 

video. . And based on this model, we designed an 

object-oriented database schema using news videos as an 

example. 

As a future task, not only index information but also video 

data itself should be structured and stored in a database. In 

addition, it is necessary to make an effort to standardize the 

category in the keyframe and the type in the SI_frame among 

sub-scene structures for content-based search. 
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