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Abstract
Digital libraries have a key role in cultural heritage as they provide access to our culture and history by indexing books and
historical documents (newspapers and letters). Digital libraries use natural language processing (NLP) tools to process these
documents and enrich them with meta-information, such as named entities. Despite recent advances in these NLP models,
most of them are built for specific languages and contemporary documents that are not optimized for handling historical
material that may for instance contain language variations and optical character recognition (OCR) errors. In this work, we
focused on the entity linking (EL) task that is fundamental to the indexation of documents in digital libraries. We developed
a Multilingual Entity Linking architecture for HIstorical preSS Articles that is composed of multilingual analysis, OCR
correction, and filter analysis to alleviate the impact of historical documents in the EL task. The source code is publicly
available. Experimentation has been done over two historical documents covering five European languages (English, Finnish,
French, German, and Swedish). Results have shown that our system improved the global performance for all languages and
datasets by achieving an F-score@1 of up to 0.681 and an F-score@5 of up to 0.787.
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1 Introduction

Historical documents are an essential resource in the under-
standing of our cultural heritage. The development of recent
technologies, such as optical character recognition (OCR)
systems, eases the digitization of physical documents and
the extraction of textual content. Digitization provides two
major advantages, in particular for digital humanities (DH)
scholars: the exponential increase of target audiences, and
the preservation of original documents from any damage
when accessing them [1–4]. The recent interest in massive
digitization raises multiple challenges to content providers
including indexing, categorization, searching, to mention a
few. Although these challenges also exist when dealing with
contemporary text documents, digitized documents make
them harder because of inherent problems associated with
the source quality (natural degradation of the documents)
and to the digitization process itself (e.g. digitization noise,
image quality, and OCR bias) [5–11].

Digitizing historical documents does not only increase
the availability of these resources but also allows digital
humanities researchers to search, structure, and organize
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information located within the documents [1,2,12]. For
instance, researchers might use digitized documents to iden-
tify tangible keywords (i.e. people, places, events) but also
more abstract, varied, and subtler concepts, such as themes
and topics. Furthermore, digitized historical documents have
allowed the use of natural language processing (NLP) tools,
such as named entity recognition (NER) [9–11] and entity
linking (EL) [5,7] for enriching automatically the documents.
This has attracted the attention of numerous digital human-
ities researchers since it allows quantitative analysis, e.g.
towards finding patterns in historical documents on cultural
changes, variations in gender bias across historical periods,
emerging technological trends, or transitions to new political
ideas [3,4].

Despite the interest of digital humanities researchers in
NLP and information retrieval (IR) tools, the creation of
these for processing contemporary and historical documents
has been disproportionate. For contemporary documents, in
the last decade, the number of tools has increased until the
point where they have been generally adopted. However, this
has not been the case for historical documents, due to cer-
tain characteristics, which make their processing particularly
difficult. A few exceptions exist [9,13,14], but in far smaller
numbers than for contemporary documents. Among the chal-
lenges, such tools need to be able to dealwith errors produced
by OCR systems, to manage some specific vocabulary, and
also to handle spelling variationswith respect tomodern stan-
dards. To ease the impact of OCR errors, one solution is to
apply post-OCR correction [15,16], but while beneficial, this
process remains imperfect.

To illustrate and extend some of the aforementioned prob-
lems, we present in Fig. 1 a collection of images representing
historical newspapers or portions of them. Aswe can observe
in Fig. 1a–c, newspapers can have different templates but also
face an unbalanced level of degradation. In the case of Fig. 1c,
d we can observe a stamp that covers parts of the original
text and makes portions of it illegible. Figure 1e provides an
example of a text containing a word that is nowadays spelled
differently, which makes it difficult to match with contempo-
rary knowledge bases. In Fig. 1f–g, we present two fonts that
can be difficult to process by anOCR systemdue to the geom-
etry of certain characters, such asS (S),P (P), and � (Long
S). For instance, in Fig. 1g, the word “Con�titution” was
recognized as “Conftitution” by an OCR system1. Finally, in
Fig. 1h, we present a document where we can notice a mix
between French and English within a single document.

Apart from digitizing and recognizing the text, the pro-
cessing of historical documents consists in extracting meta-
data from them. This metadata is used to index the key
information inside documents to ease the navigation and
retrieval process. Among all the possible key information

1 HIPE-data-v1.3-test-masked-bundle5-en.tsv#L56-L61

available, named entities are of major significance as they
allow structuring the document content [17], and correspond
to key elements queried for in search engines [18]. These
entities can represent aspects such as people, places, organi-
zations, and events. Nonetheless, historical documents may
contain duplicated and ambiguous information about named
entities due to the heterogeneity and the mix of temporal ref-
erences [19,20]. A disambiguation process is thus essential
to distinguish named entities to be further utilized by search
systems in digital libraries. For instance, “Bonaparte” can
refer to several entities: the general “Napoleon Bonaparte”2

or his son, “Napoleon François Joseph Charles Bonaparte”3,
but also a German band4, to name a few.

Entity linking (EL) aims to recognize, disambiguate, and
relate named entities to specific entries in a knowledge base.
EL is a challenging task due to the fact that named entities
may have multiple surface forms, for instance, in the case of
a person an entity can be represented with their full or partial
name, alias, honorifics, or alternate spellings [21]. Compared
to contemporary data, few works in the state of the art have
studied the EL task on historical documents [19,20,22–26]
and OCR-processed documents [5].

In our previous work [27], we proposed a combination of
a multilingual end-to-end entity linking method with several
techniques to minimize the impact of issues frequently found
in historical data.OurELapproachmadeuse of entity embed-
dings, built fromWikipedia inmultiple languages, alongwith
a neural attention mechanism that analyzes context words
and candidate entity embeddings to disambiguate mentions
in historical documents. To adjust to historical documents,
we developed several modules to handle multilingualism and
errors stemming from the output of OCR systems.

In this paper, we present MELHISSA, a Multilingual
Entity Linking architecture for HIstorical preSS Articles,
which extends our previous work on EL [27]. Specifically,
we present an EL analysis on two recent historical datasets:
CLEF HIPE 2020 [13] and NewsEye [28] that are com-
posed of documents in English, Finnish, French, German,
and Swedish. This deep analysis enabled us to improve our
approach and achieve better results for both datasets and all
languages.

This paper is organized as follows.Wepresent an overview
of EL approaches and a survey on historical data for the EL
task in Sect. 2, before describing our multilingual approach
in Sect. 3. Next, the CLEFHIPE 2020 and NewsEye datasets
are described in Sect. 4. Then, the experimental setup is intro-
duced in Sect. 5, while the results are presented in Sect. 6.We
discuss the results in Sect. 7. Finally, we provide conclusions
and final comments in Sect. 8.

2 https://www.wikidata.org/wiki/Q517.
3 https://www.wikidata.org/wiki/Q7723.
4 https://www.wikidata.org/wiki/Q892094.
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(a) 1857 German newspaper [3]. (b) 1890 American newspaper [4]. (c) 1936 French newspaper [6].

(d) Illegible words, such as Berlin [6]. (e) Old spelling, Jeudy instead of Jeudi (Thrusday) [7].

(f) Franktur font, which might be hard to recognize correctly, e.g G (G) or S (S) [3].

(g) The word Constitution written with a Long S ( Γ ) [1].

(h) Use of a name location in French, Porte de Namur (Namur Gate), within an English document [2].

Fig. 1 Examples of historical newspaper documents

2 Entity linking for historical data

Entity linking (EL) is an information extraction (IE) task that
semantically enriches documents by identifying pieces of
text that refer to entities, generally depicted asmention detec-
tion, and by matching each piece to an entry in a knowledge
base (KB). Frequently, the detection of mentions is delegated
to an external named entity recognition (NER) system. In the
state of the art of EL, the systems are either disambiguation
systems [29,30], i.e. tools that perform only the matching of
entities and consider the first task as an input, or end-to-end
systems [22,25,26,31–33], i.e. tools that jointly perform both

tasks, detecting and disambiguating the entities at the same
time.

In the last year, new methods have been proposed for
disambiguating entities and to solve specific issues, such
as domain overfitting and context neglection. For instance,
Onoe and Durrett [30] proposed a disambiguation system to
overcome the risk of ELmethods of overfitting to the domain
(the genre of text or the particular distribution of entities),
and, in consequence, to generalize effectively. The model
does not rely on labelled entity linking data with a specific
entity distribution. The authors derive a large inventory of
types from Wikipedia categories and use hyperlinked men-
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tions in Wikipedia to distantly label data and train an entity
typing model. With this domain-independent setting, their
approach achieves strong results on the CoNLL dataset [34].

While most disambiguation systems employ entity repre-
sentations embeddings bootstrapped from word embeddings
to assess topic-level context compatibility, they also tend to
neglect the context of the mention. A recent method, [35],
injects latent entity type information into the entity embed-
dings based on the widely utilized pre-trained bidirectional
encoder representations from Transformers (BERT) [36].
Then, it integrates a BERT-based entity similarity score into
the local context model of a state-of-the-art model to better
capture latent entity type information. This method signifi-
cantly outperformed the state-of-the-art entity linkingmodels
on the standard benchmark (AIDA-CoNLL [37]).

The other main type of systems, end-to-end EL systems,
were initially defined for modern documents [32]. However,
as time passed, researchers have considered end-to-end EL
systems also for historical documents [38]. Furthermore,
the first end-to-end EL systems were focused on monolin-
gual corpora and have gradually moved to cross-lingual and
multilingual contexts. For example, a recent configuration,
cross-lingual named entity linking (XEL), consists of ana-
lyzing documents and named entities in a language different
from the one used in the knowledge base (KB). Several
recent works proposed different XEL approaches: zero-shot
transfer learning method by using a pivot language [39], a
hybrid approach using language-agnostic features that com-
bine existing lookup-based and neural candidate generation
methods [40], and the use of multilingual word embeddings
to disambiguate mentions across languages [7].

Another work [41] proposed a new approach to assess
the problems faced by their previous entity candidate gen-
eration methods [40] for low-resource XEL. They reduce
the disconnection between entity mentions and KB entries
by introducing mention-entity pairs into the training process
to provide supervision. Also, their approach improves the
robustness of the model to low-resource scenarios by adjust-
ing their previous neural-based model.

Further, an end-to-endBERT-based system [33]was advo-
cated for EL by casting a token classification over the entire
entity vocabulary (an entity vocabulary, in this case, would
be of a considerably large amount, e.g. 700k). The authors
showed on an entity linking benchmark that this improved
the entity representations over plain BERT and that it outper-
formed EL architectures that optimized the tasks separately.

In Digital Humanities, EL systems dedicated to histori-
cal documents have also been explored [22,25,26,42]. For
instance, van Hooland et al. [22] evaluated three third-
party entity extraction services through a comprehensive
case study, based on the descriptive fields of the Smith-
sonian Cooper-Hewitt National Design Museum in New
York. Ruiz and Poibeau [26] utilized the DBpedia Spot-

light tool5 to disambiguate named entities on Bentham
manuscripts6. Moreover, Munnelly and Lawless [42] inves-
tigated the accuracy and overall suitability of EL systems in
Seventeenth-century depositions obtained during the 1641
Irish Rebellion7.

Most of the developed EL systems in Digital Humani-
ties are monolingual. Several disambiguation systems have
been studied by focusing on specific types of entities in his-
torical documents, e.g. person and place names. Smith and
Crane [19] investigated the identification and disambiguation
of place names in the Perseus digital library. They concen-
trated on representing historical data in the humanities from
Ancient Greece to Nineteenth century America. In order to
overcome the heterogeneous data and the mix of temporal
references (e.g. places that changed name over time), they
proposed a method based on honorifics, generic geographic
labels, and linguistic environments to recognize entities,
while they made use of gazetteers, biographical information,
and general linguistic knowledge to disambiguate these enti-
ties. Other works [23,24] focused on author names in French
literary criticism texts and scientific essays from the 19th and
early 20th centuries. They proposed a graph-based method
that leverages knowledge from different linked data sources
to generate the list of candidates for each author mention.
It then crawls data from other linked datasets using equiva-
lence links and fuses graphs of homologous individuals into
a non-redundant graph in order to select the best candidate.

Dedicated end-to-end EL systems for historical docu-
ments have also been developed [22,25,26]. Some concen-
trated on developing features and rules for improving EL in a
specific domain [20], while others focused on efficiently uti-
lizing entity types [19,23,24]. Furthermore, some researchers
investigated the effect of the issues frequently found in histor-
ical documents on the task of EL [5,20].Most of the proposed
systems were also monolingual. The work of Mosallam et
al. [38] proposed a monolingual unsupervised method to
recognize person names, locations, and organizations in dig-
itized French journals of the National Library of France
(Bibliothèque nationale de France) from the Nineteenth cen-
tury. Then, they used a French entity knowledge base along
with a statistical contextual disambiguation approach. Inter-
estingly, their method outperformed supervised approaches
when trained on small amounts of annotated data. Huet et
al. [43] also analyzed the French journal Le Monde archive,
a collection of documents from 1944 until 1986 discussing
different subjects (e.g. post-war period, end of colonialism,
politics, sports, culture). The authors calculated a conditional
distribution of the co-occurrence of mentions with their cor-

5 https://www.dbpedia-spotlight.org/.
6 https://www.ucl.ac.uk/library/digital-collections/collections/
bentham.
7 https://1641.tcd.ie/.
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responding entities (Wikipedia article). Then, they linked
these Wikipedia articles to YAGO [44] to recognize and dis-
ambiguate entities in the archive of Le Monde.

Heino et al. [20] investigatedEL in a particular domain, the
SecondWorldWar in Finland, using the reference datasets of
WarSampo8. They proposed a ruled-based approach to dis-
ambiguatemilitary units, places, and people in these datasets.
Moreover, they investigated problems regarding the analysis
and disambiguation of these entities in this kind of data,while
they proposed specific rules to overcome these issues.

Regarding the lack of resources in the context of Digital
Humanities, a recent study explored the low resource settings
with costly annotated data and domain-specific KBs [45].
The approach proposes a domain-agnostic feedback-based
annotation approach based on suggestions from the anno-
tators of potential concepts and adaptive candidate ranking.
The method improves the annotation process by 35% com-
pared to annotating without interactive support.

EL in historical datasets relies on information such as
names or locations that are both non-unique and prone to
enumeration and transcription errors. These errors make it
impossible to find the correct match with certainty. A recent
paper [46] brings forward a fully automated probabilistic
method for linking historical datasets that enable researchers
to create samples at the frontier of minimizing false pos-
itives and false negatives, by utilizing the expectation-
maximization (EM) algorithm. The authors study themethod
to link historical population censuses in the US and Norway
and use these samples to estimate measures of intergenera-
tional occupational mobility.

The impact of OCR errors on EL systems, to our knowl-
edge, has rarely been analyzed or alleviated in previous
research. Thus, the ability of EL to handle noisy inputs con-
tinuous to be anopenquestion.Nevertheless, Linhares Pontes
et al. [5], reported that EL systems for contemporary doc-
uments can see their performance decreasing around 20%
when OCR errors, at the character and word levels, reach
rates of 5% and 15%, respectively.

Differently from previous works, we propose a multi-
lingual end-to-end approach to link entities mentioned in
historical documents to a KB containing several techniques
to reduce the impact of the issues generated by the historical
data issues, e.g. multilingualism, grammatical errors gener-
ated by OCR engines, linguistic historical word variations.
The next section details our approach.

3 Multilingual end-to-end entity linking

As aforementioned, historical documents present particular
characteristics that make EL particularly challenging. In the

8 https://seco.cs.aalto.fi/projects/sotasampo/en/.

following subsections, we describe the methods and tech-
niques we developed for creatingMELHISSA, our EL system
that addresses these challenges.

3.1 Building resources

The main component of an EL system is its knowledge base
(KB) which allows the storage of the full list of entities used
as reference. Modern KBs are rich enough to deal with addi-
tional tasks such as extraction of supplementary contexts or
surface names, disambiguation of cases, or linking of entities
with a particular website entry. A well-known set of pub-
licly availableKBs areWikipedia9,Wikidata10, andDBpedia
[47]. Here, we briefly describe these KBs.

Wikipedia is a multilingual encyclopaedia that includes
more than 300 languages, but only near to 70 languages have
more than 100,000 articles. It is a widely used KB as a source
of information for EL systems but also for building datasets.
Multiple research studies, e.g. [29,31,48], make use of the
English Wikipedia to train their models and disambiguate
entity mentions. However, it has also been used to study the
matching ofmentions toWikipedia articles based exclusively
on their cultural heritage as well as for the disambiguation
of mentions found in historical documents [49].

Wikidata is a KB created by theWikimedia Foundation11.
Its main purpose is to store user-generated data from the var-
ious projects supported by Wikimedia. Wikidata is widely
used as a standard reference for entities, in the context of
digital humanities,Wikidata has been used to annotate CLEF
HIPE 2020 and NewsEye, two EL datasets of historical doc-
uments.

DBpedia is aKB that categorizes data fromdifferentWiki-
media projects, like Wikipedia and Wikidata. Furthermore,
it associates this information to other KBs such as YAGO
[44] and GeoNames12. It has been used in different projects
related to EL [22,25,50,51]. For instance, DeWilde [51] used
it for linking locations in a historical newspaper corpus and
Munnelly and Lawless [25] utilized DBpedia for annotating
historical legal documents.

In contrast with the aforementioned research [22,25,26],
we built our own domain-independent KB mainly based on
Wikipedia. In order to cover a large number of languages
and long-tail entities, we made use of the Wikipedia ver-
sions of our target languages, e.g. French, German, Finnish,
and Swedish, as well as the English Wikipedia. Our idea
behind this strategy is that despite the richness and coverage
of the English Wikipedia, in some cases other versions of
Wikipedia might contain information that is only found in a

9 https://www.wikipedia.org.
10 https://www.wikidata.org.
11 https://www.wikimedia.org.
12 http://www.geonames.org.
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specific language. This situation is less frequent for popular
entities but commonwhen dealing with long-tail entities. For
instance, Maurice Maréchal, a journalist and founder of the
French newspaper Le Canard enchaîné, has entries only in
the French and Esperanto Wikipedias13.

3.2 Probabilistic table entity map

In order to provide relevant candidates for mentions, for
each explored language we downloaded the last version of
their Wikipedia dump (as of March 2021), and analyzed its
pages. We collected all hyperlinks presented in these pages
to map the Wikipedia pages to their surface variation names
represented in the hyperlinks. In Table 1, we present the most
representative statistics regardingWikipedia dumps (1a) and
their processed entities and surface names (1b). It can be
observed in Table 1a and their processed entities are that the
number of entities used in our KBs is greater than the number
of articles found in eachWikipedia dump. The reason for this
is that our KBs also include pages that refer to redirections
and disambiguation pages.

Figure 2 shows examples extracted from the English
Wikipedia. While most mentions (in blue colour and under-
lined) have the same surface representation as their links to
theWikipedia pages (e.g. “Association football”, “1904Sum-
mer Olympics”, “St. Louis”, “Canada”, and “Ontario”), the
mention “United States” represents the Olympic and Par-
alympic committee of United States which has a shorter
surface representation of its mention. The mention United
States can also represent the country in Fig. 2b. Finally,
Fig. 2c shows an example where the mention “United States
of America” is longer than its entity (“United States”). It
should be indicated that surface name “United States” can
be linked to 637 entities, while the mention “United States
of America” can be related to 28 entities.

From these maps, we calculate the probability of an entity
(Wikipedia page) e to be related to a mention (surface repre-
sentation) m:

p(e|m) = |m �→ e|
|m| (1)

where |m �→ e| is the number of times that mention m refers
to e within Wikipedia and |m| is the total number of occur-
rences of the mention m in the Wikipedia dump. From this
probabilistic table, it is possible to findwhich are the top enti-
ties that a mention span refers to. For instance, the mention
“United States” has a probability of 95.9% to be related to
the entity “United States” and 1 × 10−6 to the entity “United
States Olympic & Paralympic Committee”.

13 https://fr.wikipedia.org/wiki/Maurice_Mar%C3%A9chal_
(journaliste). Ta
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(a)

(b)

(c)

Fig. 2 Examples of mentions and their links to Wikipedia pages. Sentences extracted from the Wikipedia pages: https://en.wikipedia.org/wiki/
Football_at_the_1904_Summer_Olympics, https://en.wikipedia.org/wiki/Miami, and https://en.wikipedia.org/wiki/Washington,_D.C.

3.3 Entity embeddings

We create entity embeddings for each language, in the same
manner as in [29], by generating two conditional probability
distributions:

• The positive probability distribution is an approximation
based on theword-entity co-occurrence counts, i.e.which
words appear in the context of an entity. These counts
were obtained from the entityWikipedia pages, and from
the surrounding context of the entity in the corpus, by
utilizing a fixed-length window.

• The negative probability distribution is calculated by the
random sampling of context windows that were unrelated
to a specific entity.

These probability distributions were utilized with the pur-
pose of changing the alignment of the word embeddings with
respect to an entity embedding. While the positive proba-
bility distribution should approach the embeddings of the
co-occurring words with the entity embedding, the negative
probability distribution should distance the word embed-
dings that affiliated or related to an entity.

In order to prevent bias and low generalization, we cre-
ate these word embeddings without relying or depending on
the dataset. In the case where an entity does not have entity
embeddings, the EL system will assign it to NIL, meaning
that it could not find a reference that it considers likely enough

to be adequate. This may actually be the correct answer, as
there are cases when no entry in a KB corresponds to an
entity mention.

3.4 Entity disambiguation

To disambiguate entities, wemake use of a neural end-to-end
model based on a Bidirectional Long Short Term Memory
(BiLSTM) and different types of embeddings. Specifically,
the architecture follows theoriginalmodel proposedbyKolit-
sas et al. [31] and depicted in Fig. 3.

The reason for using this architecture is that it performs
both entity linking and entity disambiguation. Using it is
therefore simpler and less prone to the propagation of errors.
Moreover, this neural architecture does not need complex
feature engineering. Thus, it is easy to adapt to multiple lan-
guages other than English.

For recognizing all entity mentions in a document, as
Kolitsas et al. wemade use of an empirical probabilistic table
entity−map, as described previously in Sect. 3.2.

Our end-to-end EL model starts by encoding every input
token into dense representations. This is done by concate-
nating word and character embeddings which are then fed
into a BiLSTM [53] network. The BiLSTM network projects
the document’s mentions into a shared dimensional space,
which has the same size as embeddings generated for the
entities. The entity embedding is a collection of fixed con-
tinuous entity representations generated using the approach
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Fig. 3 Our global model architecture shown for the mention Hon. Peter Sylvester (from dev data of CLEF HIPE 2020 and published in [52]). The
final score is used for both the mention linking and entity disambiguation decisions

described by Ganea and Hofmann [29], as described in
Sect. 3.3.

To analyze long context dependencies of mentions, we
use the attention mechanism defined by Ganea and Hof-
mann [29]. Specifically, thismechanismprovides one context
embedding permention. This context is based on surrounding
context words that are related to at least one of the candidate
entities.

For each mention, the final score is determined by com-
bining the log p(e|m), similarity between a mention and a
candidate entity, and the long-range context attention for
thismention. Finally, the consistencybetweendisambiguated
entities within a document is promoted by a top layer in the
neural network.

To minimize the impact of issues induced by historical
data, we propose two techniques: a match correction that
alleviates OCR-related issues (described in Sect. 3.5), and a
method to add multilingual support, described in Sect. 3.6.

Furthermore, we propose in Sect. 3.7 a post-processing filter
to increase the performance of our EL system.

3.5 Match corrections

Multiple EL approaches [29,30,46], including the one used
in this work, rely on the matching of entities and candi-
dates using a probability table. If an entity is not listed in
the probability table, the EL system cannot disambiguate it
and, therefore, cannot propose candidates. In historical doc-
uments, the inability to match entities is a frequent problem,
due to their inherent nature and processing, as explained in
Sect. 1.

Multiple heuristics are used to analyze several surface
name variations in order to increase the matching of entities
in the probability table. These variations can deal with the
casing (lower and upper capitalization), with the concatena-
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tion of surrounding words, the removal of stopwords, or the
transliteration to Latin characters of some special characters
like the accentuated ones.

Previous heuristics do not prevent missing matches. In
that case, weighted Levenshtein distance is used to over-
comemore complex cases like transcription errors or spelling
mistakes.We followed the idea exposed in [6] byusing amap-
ping of OCR errors calculated on historical documents that
helps in identifying common OCR mistakes (e.g. confusion
between ’e’ and ’c’). In this work, the average percentage
mapping of OCR errors that are described in [6] is used to
set up some weights in the Levenshtein distance.

3.6 Multilingualism

Oneof the biggest challenges inEL is the link of amention for
which a KB has no entry. This could happen either because it
is known differently in specific languages [40,41] or because
the KB is not large enough to cover the topic [45].

For instance, in Fig. 1h, we presented the case of an
English document making reference to the Namur Gate
using its French name, “Porte de Namur”. While the English
Wikipedia contains an entry regarding the Namur Gate, only
in the French Wikipedia it is known as “Porte de Namur”.
This makes it impossible to find, on occasions, the correct
entry to which a mention should be linked.

To solve this issue, we combine the probability tables
generated by different languages, in order to create one mul-
tilingual probability table. In this way, the EL system can
match the surface name of mentions with entries in multiple
languages.

3.7 Filtering

To improve the accuracy of the non-NIL candidates provided
by the EL system, we use a post-processing filter14 based
on heuristics and data provided by Wikidata and DBpedia.
The goals of the filter are to: (1) Remove candidates which
are unlikely such as disambiguation pages or people born
after the document publication; (2) Verify that the tokens of
a particular named entity are linked to the same candidates;
(3) Fix redirection page issues; (4) Reorder the candidates
based on their DBpedia type classification or how similar the
candidate label is to the named entity to link.

The filter consists of four main steps, which are described
as follows and presented graphically in Fig. 4.

The first step consists in querying Wikidata for five
elements: redirection_page (boolean), disambiguation_page
(boolean), label (string), alternative_labels (collection of
strings), and entry_year (numeric). The first element helps
us to find the correct page from which to extract the

14 Code available at https://github.com/EMBEDDIA/NEL_Filter.

other elements.15 For instance, the ID Q63832446 redirects
automatically to Q4182026.16 The second element, disam-
biguation_page, indicates whether we need to remove the
candidate ID as a link cannot refer to an ambiguous entry,
such as Moon (Q2432366)17. If the candidate ID is not a dis-
ambiguation page, we request from Wikidata the label (and
the alternative labels, if any) associated with the entry in
the language of analysis. For instance, the English entry of
NamurGate has as alternative labelNaamsepoort.18 Further-
more, we queryWikidatawith the year inwhich the entrywas
conceived. For example, in the case of a person, it would be
their birth year, while for a book (product), the year in which
was published, or for a country (location), their inception
date.

The second step filters the candidate ID based on their
entry year and the publication year. If neither the entry nor
the publication is associated with a year, this step is skipped.
For fine-tuning, it is also possible to specify the types of
mentions to be filtered by year.

The third step relies on querying DBpedia to determine
whether the candidate ID exists in it and whether it is associ-
ated with specific categories defined for each mention type.
If DBpedia does not contain the candidate ID or it does not
link it to the specific categories, we request the same informa-
tion to the different available DBpedia Chapters. We show
in Table 2 the DBpedia types associated for each mention
type. The categories associated with each mention type were
manually defined. From this step, we generate three types of
candidates:

• Top These IDs were considered in DBpedia to represent
the mention type.

• Middle This type is for IDs for which it was impossible
to retrieve information from either DBpedia or DBpedia
Chapters. These IDs can be considered as part of bottom
candidates depending on the filter configuration.

• Bottom It represents those candidates that were found
in DBpedia, but whose DBpedia classification did not
match the mention type.

Finally, the fourth step of the filter consists of sorting the
three types of candidates defined in the previous step. The
candidates are sorted based on incremental edit distances
between the label (or alternative labels)19 and the mention
found in the text analyzed. The system breaks ties using the
ordering in which the candidates were presented by the EL

15 Most of the redirections occur when two entries in Wikidata were
merged. See: https://www.wikidata.org/wiki/Help:Redirects.
16 https://www.wikidata.org/wiki/Q63832446.
17 https://www.wikidata.org/wiki/Q2432366.
18 https://www.wikidata.org/wiki/Q3399071.
19 We take the string that produces the shortest distance.
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Fig. 4 Flow chart of the filtering module. This process is applied to all candidates provided by the EL system different to NIL

Table 2 Relation between each type of mentions, different to NIL, and
their associated DBpedia types

Mention type Associated DBpedia type

Location (LOC) dbo:Location, dbo:Place, dbo:Settlement,
dbo:Region, dbo:Building, dbo:Village,
umbel-rc:Country, yago:YagoGeoEntity

Organization (ORG) dbo:Organisation, umbel-rc:Business,
dbc:Supraorganizations,
yago:YagoGeoEntity

Person (PER) foaf:Person, dbo:Person, dbo:Agent,
dul:SocialPerson

Product (PRO) dbo:Work, dbo:Newspaper,
umbel-rc:Business,
schema:CreativeWork,
yago:TradeName106845599,
yago:Product104007894

system. Once all the candidates have been sorted, they are
printed as follows: 1) Top candidates 2)Middle candidates 3)

NIL and 4) Bottom candidates. The addition of a NIL before
the Bottom candidates stems from early experiments indicat-
ing that it is very unlikely that a mention would be linked to
an ID that does not match the DBpedia classification. There-
fore, we prefer to assign it the NIL link. This sorting can be
of course easily adjusted.

We present in Fig. 5 an example of the filtering process
for the named entity “Great Britain” found in a publication of
1868. As we can observe in Fig. 5, some of the candidate IDs
refer to entities that started to exist long after the publication
of the document. Also, not all of the proposed candidates are
associated to the “location” type of DBpedia.

This filter architecture differs from the one proposed in our
previous work [27], notably because the labels are obtained
fromWikidata instead of DBpedia, and because we query for
the DBpedia types to all the existing DBpedia services (i.e.
including DBpedia and DBpedia Chapters), instead of just a
subset of them. Also, we can filter by date different types of
mentions and not only those related to people. Furthermore,
we fix redirection pages and remove links of non-named enti-
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Q23666
Great Britain

Location Yes

Entry year -

Candidates Q145
United Kigdom

1927

Yes

Q174193
United Kingdom of

Great Britain and Ireland

1801

Yes

Q877411
Great Britain

Olympic football team

1907

No

Q13411137
2013 British Grand Prix

No

-

Filter

Top candidates Bottom candidates

Input

Q23666
Great Britain

Q174193
United Kingdom of

Great Britain and Ireland
NIL Q13411137

2013 British Grand Prix

Mention: Great Britain Mention Type: Location Publication year: 1868

Fig. 5 Example of the filter application for the mentionGreat Britain in a 1868 publication. Before the filter, the candidates are arranged according
to the EL system output

ties, which were previously ignored, and we sort middle and
bottom candidates according to their edit distances.

4 Historical datasets

While EL on contemporary datasets can take advantage of
an abundance of resources and tools [22,25,26,29–33], dig-
itized and historical documents lack annotated resources
[5,20,22,25,26,42]. Moreover, contemporary datasets and
resources are generally not suitable for building accurate sys-
tems to be applied to historical datasets due to several issues,
i.e. the variations in orthographic and grammatical rules,
word variations, and also the fact that names of persons, orga-
nizations, or places could have significantly changed over
time [5,20].

To the best of our knowledge, there are few publicly avail-
able corpora in the literaturewith entitiesmanually annotated
in historical documents [9,10,13]. Most of the EL datasets
use contemporary documents [29–31] lacking the distinctive
features found in historical documents.

In this paper, we focus on two datasets that contain his-
torical documents in English, Finnish, French, German, and
Swedish.

The first corpus was produced for the CLEF HIPE 2020
challenge20 [54]. This corpus is composed of articles pub-
lished between 1738 and 2019 in Swiss, Luxembourgish,
and American newspapers. To build the corpus, the orga-
nizers randomly sampled articles from different newspapers
according to predefined decades. For each newspaper, arti-
cles were randomly sampled among the first years of a set
of predefined decades covering the lifespan of the newspa-

20 https://impresso.github.io/CLEF-HIPE-2020/.

per, with the constraints to both have a title and more than
50 characters in length. The dataset was manually annotated
by native speakers according to HIPE annotation guidelines
[54].

The second corpus is the NewsEye dataset21 [28,55]
which is composed of a collection of annotated histori-
cal newspapers in French, German, Finnish, and Swedish.
These newspapers were collected by the national libraries
of France22 (BnF), with documents from 1854 to 1946,
Austria23 (ONB) with documents from 1864 to 1933, and
Finland24 (NLF), with Finnish documents from 1852 and
Swedish documents from 1848 to 1918.

Tables 3 and 4 describe the number of mentions by time
period for the CLEF HIPE 2020 and the NewsEye datasets,
respectively. The named entities from both datasets are clas-
sified according to their type and, when possible, linked to
their Wikidata ID. The entities that do not exist in the Wiki-
data KB are linked to NIL entries.

5 Experimental settings

For all the languages, we utilize the multilingual pre-
trained model MUSE25. Specifically, it is used for the entity
embeddings and disambiguation model. The MUSE word
embeddings are 300-sized, while the character embeddings
are 50-sized.

21 https://zenodo.org/record/4573313#.YH79nnUzY5k.
22 https://www.bnf.fr.
23 https://www.onb.ac.at.
24 https://www.kansalliskirjasto.fi.
25 https://github.com/facebookresearch/MUSE.
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Table 4 Number of mentions
by period of time in the
NewsEye dataset

Splits German French Finnish Swedish

1850 1900 1800 1850 1900 1850 1900 1800 1850 1900
−− −− −− −− −− −− −− −− −− −−
1900 1950 1850 1900 1950 1900 1950 1850 1900 1950

Train

ORG 539 2571 169 100 1016 55 204 3 92 58

LOC 1437 3707 610 515 2930 401 578 13 620 352

PERS 1024 2082 920 299 3, 664 231 551 14 559 265

PROD −− 37 72 39 89 57 69 8 117 39

Dev

ORG 9 114 18 45 71 11 26 1 11 5

LOC 72 191 64 45 226 22 75 8 68 72

PERS 31 118 64 24 187 11 66 4 59 21

PROD −− 4 2 6 3 2 10 2 2 13

Test

ORG 21 116 24 9 184 15 6 −− 11 3

LOC 157 340 161 67 369 42 42 8 90 42

PERS 122 123 155 36 272 51 40 21 87 34

PROD 1 2 6 9 6 3 4 1 11 3

Fig. 6 F-score for different text distance thresholds to match mentions
with OCR errors

As CLEF HIPE 2020 does not provide a training dataset
for English, we make use of the contemporary corpus AIDA
[37] for training purposes. Then the generated model is val-
idated on the CLEF HIPE 2020 corpus.

Based on the statistical analysis of the training data, we
defined the weighted Levenshtein distance ratio of 0.9, 0.94,
0.85, 0.89, and 0.82 for the languages German, English,
Finnish, French, and Swedish, respectively, to search for
other mentions in the probability table if the mention did not
have a corresponding entry in the probability table (Fig. 6).

With respect to the post-processing filter, we query Wiki-
data, DBpedia, and DBpedia Chapters using their respective

SPARQLQueryServices.26. TenDBpediaChapters are used:
Catalan,Basque,Greek, Indonesian,Dutch, French,German,
Japanese, Korean, and Spanish. Furthermore, we explore
two edit distance metrics: RapidFuzz Weight Ratio27 and
Weighted Levenshtein Distance28 with specific costs defined
by [6]. In addition, we explore whether candidates not found
in DBpedia should be considered as middle candidates or
bottom candidates. In total, we explore 18 different filters
and their configuration is presented in Table 5.

For evaluating our methods, we compute their strict29 F-
score (F1) calculated for each language over the full corpus
(micro-averaging).30 Specifically, the F-score is defined as
the harmonic mean between precision and recall, where pre-
cision is the fraction of correctly linked entity mentions that
are generated by a system, and recall is the proportion of all
entity mentions correctly linked over all the entity mentions
that should be linked. We indicate that not all the mentions
in the corpora have a corresponding entry in Wikidata. For
instance, ambiguous names such as “Peter” or “Thomas”, the
gold standard is set to NIL: no link exists for the mention,
and thus no link should be assigned to it.

26 Wikidata: https://query.wikidata.org/,DBpedia: https://dbpedia.org/
sparql, DBpedia Chapters: https://wiki.dbpedia.org/join/chapters.
27 https://github.com/maxbachmann/rapidfuzz.
28 https://pypi.org/project/weighted-levenshtein/.
29 This means that a linked mention, in order to be counted as correct,
must match both the gold standard’s named entity boundary and its link.
30 This was done using the tool at https://github.com/creat89/CLEF-
HIPE-2020-scorer.

123

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



E. Linhares Pontes et al.

Table 5 Filter configurations
used in this work

Filter Edit distance Mentions to filter by date Middle candidates

1A RapidFuzz W. Ratio All No

2A None

3A Person

4A All Yes

5A None

6A Person

1A None All No

2B None

3B Person

4B All Yes

5B None

6B Person

1C Weighted Levenshtein All No

2C None

3C Person

4C All Yes

5C None

6C Person

Motivated by the HIPE CLEF 2020 Shared Task [13], we
also provided a more flexible evaluation by considering up
to five answers for a mention (@5). In this case, an answer
is considered correct if the referring Wikidata ID is among
the top-5 candidates. Moreover, based on the work of [56],
providing up to 5 candidates might produce the best user
satisfaction in real applications.

6 Results

We present in Tables 6 and 7 the F-score obtained by each
of the EL approaches detailed in Sect. 5, respectively, for the
CLEFHIPE 2020 and NewsEye datasets. Tables 6 and 7 also
contain the performance achieved by each post-processing
filter applied to every base output generated by the EL sys-
tems.

From Tables 6 and 7 , we can notice that the match cor-
rections, in general, improved the performance of the base
EL candidates. Nonetheless, there are two languages and
datasets, English CLEF HIPE 2020 and French NewsEye,
where this approach reduced the performance of our EL
systems. For the Swedish NewsEye dataset, only one config-
uration is negatively affected, i.e. when the match correction
is coupled with a multilingual probability table.

Moreover, we can notice from Tables 6 and 7 that in
four cases, CLEF HIPE 2020 English and NewsEye Ger-
man, Finnish and French, the use of multilingual probability
tables p(e|m) reduced the performance of the EL systems.
There are some partial exceptions, French CLEF HIPE 2020

and SwedishNewsEye,wheremultilingual probability tables
p(e|m) without match corrections performed better than
monolingual probability tables without match corrections.
Nevertheless, none of these two cases produces the best base
EL performance in their respective languages.

As we can observe in Tables 6 and 7 , most of the
EL configurations benefited from the application of a post-
processing filter. The only exception is German CLEF HIPE
2020, where we used amonolingual probability table p(e|m)

and applied a match correction.
Although it is hard to observe in the first instance which

filter performs best, we can notice certain patterns. In general,
filters based on RapidFuzz Weight Ratio (filters A) generate
the greatest number of top performances, especially in CLEF
HIPE 2020 languages. Filters without re-ordering candidates
based on edit distance (filters B), seem to generate the best
performances for NewsEye Finnish. Finally, filters based on
aWeightedLevenshtein distance (filtersC) produce the fewer
number of best performances in both corpora, i.e. in CLEF
HIPE 2020 German and NewsEye Finnish.

We can observe aswell in Tables 6 and 7 that, regardless of
the corpus, mentions of type person are prone to be linked to
entries that correspond to people born after the publication of
the newspaper article. This can be clearly observed as filters
3 and 6 (which filter entities of type person) but also filters
1 and 4 (which filter all types of entities) produce the best
performance.

In addition, we can notice in Tables 6 and 7 that for most
datasets it is better not to use middle candidates (filters 1-3).
The only exception is CLEF HIPE 2020 French, where it is
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MELHISSA: a multilingual entity linking architecture for historical press articles

better to separate mentions not found in DBpedia as middle
candidates (filters 4-6). For NewsEye Finnish, it seems that
the EL system does not produce middle candidates, as it is
equally good to use filters 1 and 3, or filters 4 and 6.

In Tables 8 and 9 , we present the performance of the EL
systems calculating the F-score@5. As we can observe in
Tables 8 and 9 , the increment in the performance for the
base EL system when evaluating @1 and @5, indicates that
in multiple cases the correct entry for a mention is found
among the top-5 candidates.

Moreover, we can notice in Tables 8 and 9 that by applying
a post-processingfilter,we can still increase the performance.
For instance, in NewsEye French we can observe an increase
of up to 39.78%. By measuring the F-score@5, it is easier
to observe certain patterns among the filters, such as the fact
that filtering all mentions by date tends to be worse than only
filtering by date for mentions of type person.

Based on the results presented in Tables 6, 7, 8, and 9 , we
consider that the best performing configuration is a mono-
lingual probability table with match correction and the filter
3A for all languages except Swedish. For this language, it is
better to use a multilingual probability table with match cor-
rection and filter 3A. However, in order to take into account
the specificities of each use case, a more sophisticated com-
bination of various configurations should be explored.

7 Discussion

In this section, we present an analysis with respect to the
probability tables used by the EL systems as well discussion
regarding the obtained results.

7.1 Probability tables

This analysis is based on the gold standard data, specifically
on the mentions that are linked to a Wikidata entry, i.e. no
NILs. The goal is to improve the understanding of the results
and the limitations of the proposed methods.

We start the analysis by introducing in Table 10 the num-
ber of mentions in the explored corpora that exists in each
language and that are found in their respective Wikipedia
KBs. As it can be observed in Table 10, for all the test splits,
except for Swedish, at least 90% (91% − 96%) of the men-
tions are associated with an entry in the KBs. In comparison,
for the Swedish test dataset, only 84% of mentions have a
corresponding entry in the KBs. This means that not all the
mentions, in a specific language, have a corresponding arti-
cle in Wikipedia in the language of analysis. For instance,
the entity “Porte de Namur” contains a corresponding entry
in the Wikidata but not in the Finnish, German, or Swedish
Wikipedia KBs. The consequence of this aspect is that, by

default, monolingual probability tables p(e|m) will not con-
tain all entries necessary to link every mention.

The information presented in Table 10 is as well of rel-
evance because, unlike recent works, such as [29,31], we
analyze all the mentions even if they do not exist in a KB. In
other words, our EL system is unaware of entities without a
corresponding entry in the KBs. This aspect makes the EL
task harder to perform, but more realistic, as in many cases,
such as the CLEF HIPE 2020 Challenge, it is impossible
to know beforehand the entities that will occur. Systems that
analyze onlymentions found inKBs tend to get better results.
Nonetheless, the reason is that these systems reduce the pool
of mentions to link and know a priori that thesementions will
have a correct match in the KBs.

We present in Table 11, the number ofmentions thatmatch
their surface form, either exactly or after applying a correc-
tion,with an entry in our probability tables p(e|m) (described
in Sect. 3.2). As it can be seen in Table 11, matching enti-
ties without applying match corrections (c.f. Sect. 7.3) is
quite challenging. For some languages, such as Finnish and
Swedish, less than 50% of the mentions match exactly with
an entry in the probability tables p(e|m). This shows that
for these languages there is great variability and complex-
ity on mentions’ surface forms, either due to aspects such
as inflection and agglutination or to OCR errors. This phe-
nomenon becomes significant on mentions of type person
over the Finnish NewsEye dataset, where only 3% of the
mentions can be matched in the probability tables.

We can notice in Table 11 that applying a match correc-
tion approach (c.f. Sect. 7.3) increases the number of entities
that can be found in the probability tables. For instance,
in NewsEye Finnish, the word “Berliiniin” (To Berlin) was
spelled incorrectly as “Berliniin”, however, the match cor-
rection module found the correct entry in the KB, “Berliini”
(Berlin). In some languages, like Finnish and Swedish, the
matching increment is around 60%. Furthermore, we can
increase the match of mentions of type person on the Finnish
NewsEye dataset from 3% to 25%.

Finally, it is important to highlight that Table 11 allows us
determining the maximum number of mentions that can be
linked in a dataset if the disambiguation module would be
perfect.

7.2 Multilingualism

Unlike previous recent literature [40,41], MELHISSA com-
bined the probability tables generated by different lan-
guages, in order to create a unique multilingual probability
table. While this solution clearly brought large performance
improvements, several issues should be discussed. As pre-
sented in Table 11, the use of multilingual probability tables
increased the number of mentions that match with an entry in
theKBs.However, inmultiple cases, the number of newmen-
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tions matched is relatively low, with few exceptions within
the testing splits for CLEF HIPE 2020 English and NewsEye
French and Swedish. Furthermore, the increment of mention
matches is relatively small in comparison to the number of
entries added by merging the probability tables in different
languages.

The increment on thematches contrasts with the reduction
of the performance of the EL systems, in some cases, as
shown in Tables 6 and 7 . Based on manual analysis, we
determined three of the causes of this discrepancy.

First, the merge of the probability tables increases the
number of possible candidates for each mention, which as
a consequence requires a more robust EL method that can
deal with the great number of candidates and their possible
ambiguity.

Second, the fact that a mention and an entry match, at test-
ing time, according to their surface name, does not ensure the
location of a correct link. For instance, certainmentions, such
as acronyms, can have different meanings in different lan-
guages. Therefore, the EL systemmight choose the incorrect
entry, as it happened with the acronym “UE” that matches
“Union Européenne” (European Union) in the French prob-
ability table but “University of the East” in the English one.

Third, and due to the nature of historical documents,
OCRmistakes alongwithmultilingual probability tables, can
increase the ambiguity of entries for a determined mention.
For instance, in CLEF HIPE 2020 English, the word France
was detected by the OCR as “Fiance”31. This caused the
EL system using a monolingual probability table to propose
a NIL. However, the EL system using a multilingual prob-
ability table proposed as candidates “Georges P. Putnam”
(Q5543134) and “Engagement” (Q157512).

7.3 Match correction

The use ofmatch correction has proved to improve the perfor-
mance of our EL systems as presented in Tables 6 and 7 . The
main reason is that it increases the coverage of the mentions
in the probability tables as seen in Table 11. In other words,
aspects such as lexical variations, e.g. affixes and inflections,
can be measured in order to find the best matching entry.

Furthermore, mentions with OCR errors can be more eas-
ily linked with their respective entry in the KBs. However,
the application of a match correction can also have negative
side effects. Similar to multilingual probability tables, match
correction increases the number of entries to disambiguate.
Consequently, some mentions might be matched to an incor-
rect entry.

This outcome agrees with other observations found in the
literature, such as in [45], where the authors indicate that

31 HIPE-data-v1.3-test-en.tsv#L3070.

using an edit distance metric improves the matching of enti-
ties in noisy text.

7.4 Filtering

There are five reasonswhy, inmost cases, the post-processing
filters improved the performance of the EL systems.

First, the filter fixes redirection pages and removes disam-
biguation pages. Although both issues are infrequent, their
fix can make a difference as to whether the actual best entry
is positioned at the top or not.

Second, we use the filters to remove links to non-named
entities. For example, in NewsEye German the token “Gast”
(guest), a non-named entity, was tagged with a link to “Aus-
gasen” (Q778653). Also, the filters verify and fix that the
same links are proposed to all the tokens of the analyzed
named entity. For instance, in CLEF HIPE 2020 French,
the named entity “New York” was once linked to Q60 and
Q975653 for the token “New” but only to Q975653 for the
token “York”. Without this fix, the EL system is penalized
for either linking a non-existing named entity or splitting a
named entity into multiple ones by proposing different can-
didates to multiple tokens.

Third, adding a NIL before the bottom candidates is a
good technique to find mentions that do not have an entry
in Wikipedia. However, its effect might not be visible unless
we consider more than one candidate during the evaluation.
Specifically, the effect of NIL can be seen in Tables 8 and 9 ,
where we can notice that for some languages, such as CLEF
HIPE 2020 English, applying any of the filters resulted in the
same score. The only common aspect between all the filters
was the addition of a NIL before the bottom candidates. The
addition of NIL was, in many cases, a contribution to the
performance improvement when evaluating F-score@5. The
results in Tables 8 and 9 show us as well that the base EL
systems have a preference to link most mentions to an entry,
rather than proposing a NIL.

Fourth, placing at the bottom candidates that do not match
the mention type according to DBpedia is a good method to
improve the performance of the EL system. This can be seen
in the fact that positioning candidates not found in DBpedia
at the bottom worked better than setting them in the middle.

Fifth, the use of supplementary information from addi-
tional KBs, such as DBpedia, has proved to be beneficial
for the EL task before. For instance, Munelly et al. [42] use
vCard32 to find honorifics of people, while Brando et al. [24]
use DBpedia and the BnF ontology33 to retrieve the gen-
der, honorifcs, family and given names of authors. In both
cases, the supplementary information improved thematching
of people. In our case, we use specific fields, from Wikidata

32 https://www.w3.org/TR/vcard-rdf/.
33 https://data.bnf.fr/.
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andDBpedia, like inception date and associated type, to filter
the candidates proposed by our EL system.

Apart from the previous aspects, there are some particular-
ities regarding the configuration of the filters that improved
the performance of the EL systems. With respect to the edit
distance metric, we observed that RapidFuzzWeight Ratio34

produces in general the best ordering of candidates. The
reason might be the fact that this edit-distance metric uses
different heuristics, like alphabetically reordering the tokens
or scaling the results based on the length of the strings.

Theremay also be other reasonswhy certain edit distances
worked differently on specific datasets. For example, the
Weighted Levenshtein might have worked better in English
as it uses setweights to fixOCRerrors found inEnglish docu-
ments [8]. In addition, the implementation used only accepts
ASCII characters, which might affect languages with diacrit-
ics such as French.

Although in Table 7, we observed that not using edit dis-
tance (B filters) performed better on NewsEye Finnish and
Swedish, this outcome is caused by exactly two mentions,
one in each language. Specifically, the label and/or alterna-
tive labels of the entries proposed by the EL systems caused
to wrongly sort the top candidates. For instance, in NewsEye
Swedish, the EL systems proposed for the mention “Ural”
the entries “Uralfloden” (Q80240, Ural River) and “Uralber-
gen” (Q35600, Ural Mountains). While both entries do not
match the mention’s surface form, “Uralfloden”35 has as an
alternative label in Swedish theword “Ural”, which produces
an exact match. This makes the filter set on the first position
“Uralfloden” instead of the correct entry “Uralbergen”. In the
case of Finnish, for the mention “Englannin” (England; in
genitive singular form), the edit distances considered closer
the entry “Englannin kuningaskunta” (Q179876,Kingdomof
England) rather than “Englanti” (Q21, England). Based on
the fact that only two mentions were affected by this aspect,
we consider that, in real applications, it should always use an
edit distance metric to reorder the candidates.

Regarding the filtering of entries by date, it is clear that
it should always be done for mentions of type person. The
reason is that most of the Wikipedia entries related to people
contain a year of birth.

For the other types ofmentions, i.e. location, organization,
and product, the performance of the filter by date, seems to
depend mostly on the dataset and how well the annotation
was done or could be done.

For instance, we noticed that some locations were affected
by the date filter due to ambiguities in the gold standard
annotation. In Fig. 5, we presented the case of the mention

34 https://github.com/maxbachmann/rapidfuzz.
35 https://www.wikidata.org/wiki/Q80240.

“Great Britain” in a press article of 186836. The gold stan-
dard annotation indicated that the correct entry is Q145, i.e.
United Kingdom (of Great Britain and Northern Ireland).
However, because the article was published in 1868, the cor-
rect entry should have been Q174193, i.e. United Kingdom
of Great Britain and Ireland, which refers to the country that
existed before the 1921 Anglo-Irish Treaty. The filter man-
aged to propose the actual correct entry in secondplace,while
removed the entry that matched the gold standard.

Some other annotation errors are due to the ambiguity
of the entry in Wikidata or the impossibility of finding a
better candidate. For example, in the French CLEF HIPE
2020, the mention “Val-de-Travers” in a 1798 document is
associated in the gold standard to Q7052637. Nevertheless,
despite the fact that the entry has for label “Val-de-Travers”,
it refers to a municipality created in 2009 (field “inception”).
Thus, the filter removes it from the candidates. Nonetheless,
in Wikipedia, it does not seem to exist a better candidate to
annotate the entry. Some of the other entries, such as “Val-
de-Travers District” or “Region of Val-de-Travers” make
reference to relative modern locations too.

Although we found errors in the gold standard annotation,
as indicated before, it should be mentioned that no adjust-
ments or modifications were introduced in it. We highlighted
them to improve the understanding of the obtained outcomes.

From a detailed analysis, we observed that most of the
mention types benefited from the application of filters. The
exception consisted in those belonging to organizations, in
which the filter decreased the number of mentions with a
correct entry positioned in the first place.

Nonetheless, when we evaluate the performance using
F-score@5, this discrepancy is no longer observable. This
means that the correct entry for organizations tends to be
misplaced. The most probable reason is the small num-
ber of associated DBpedia types related to organizations as
described in Table 2. This could also be related to a small
coverage of organizations in DBpedia and DBpedia chap-
ters.

8 Conclusions and future work

Historical documents are a window to the cultural and his-
torical heritage of countries, regions, and languages. With
their digitization, the accessibility of these documents has
increased considerably, together with the need for informa-
tion that can enrich these documents.

To enrich historical documents, digital humanities
researchers have approached the natural language process-

36 It should be noted that the context surrounding themention, indicates
that “Great Britain” is referring to a country and not the island.
37 https://www.wikidata.org/wiki/Q70526.
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ing (NLP) community in order to have access to tools such
as named entity recognition and entity linking. Although the
use of NLP tools has expanded tomultiple domains and types
of documents, their use in historical corpora has been lim-
ited. Aspects such as optical character recognition (OCR)
errors and spelling variations, which make NLP tasks harder
to perform, have limited the number of tools available for
historical documents.

In order to fill this gap, we presented MELHISSA, a Mul-
tilingual Entity Linking architecture for HIstorical preSS
Articles. The main objective of this tool is to link mentions,
such as names of people, organizations, and products, to
entries in knowledge bases, such as Wikidata. Specifically,
we created an end-to-end neural entity linking system that
manages multiple languages and has been designed to sur-
pass common errors found in historical documents.

The presented system was tested over two historical
datasets, NewsEye and CLEF HIPE 2020, comprising five
European languages: English, Finnish, French, German, and
Swedish. We explored different configurations, such as the
use of edit distances, multilingual probability tables, and
post-processing filters, in order to create a reliable entity link-
ing tool.

The obtained outcomes demonstrated that MELHISSA is
a competitive tool that is able to get an F-score@1 of up to
0.681 and an F-score@5 of up to 0.787. We have observed
that the use of multilingual probability tables can be useful
in languages such as Swedish, while the use of a matching
correction module can improve the pairing of mentions and
entries in a knowledge base. Furthermore, the application
of a post-processing filter can improve in general the entity
linking performances in all languages.

To be precise, in MELHISSA, the use of multilingual
probability tables allowed us to deal with entities that are
either foreign words or found within a knowledge base in a
different language than the one being analyzed. With respect
to thematching correctionmodule, it provided away tomatch
entities that had a different spelling, due to either OCR errors
or language evolution. Finally, the use of the post-processing
filter increased the performance of the MELHISSA thanks
to its capacity of removing unlikely candidates, fixing issues
from the knowledge bases and reordering the results.

Furthermore, although MELHISSA makes use of mod-
ern knowledge bases, i.e. Wikidata and DBpedia, which are
based on contemporary sources, it is capable of linking his-
torical entities. Themain reason is that these knowledgebases
represent, in many cases, not only current and contemporary
entities but also historical ones. Nevertheless, we are aware
that these knowledge bases lack coverage, either partial (cer-
tain languages) or total, regarding somehistorical entities due
to their collaborative approach. Despite this shortcoming, we
consider that MELHISSA’s outcomes could point out miss-
ing historical entities and encourage experts to participate

in the enrichment and/or improvement of Wikipedia, and in
consequence of Wikidata and DBpedia.

In the future, there are multiple aspects that we would
like to explore. In first place, we would like to extend the
analysis of results using other evaluation tools, including
statistical analysis, to determine which methods provide the
best performance in real cases. In second place, we would
like to explore new languages and contemporary documents
to define whether specific configurations work better. This
would allowus determiningwhethermodules, such asmatch-
ing correction and post-processing filters, can work for all
languages and/orwhich aspects need to be improved to obtain
a better generalization. In third place, we would like to see
whether the use of diachronic embeddings could improve the
entity matching. Entities might evolve over time, notably in
their spelling and their meaning. Thus, the use of diachronic
embeddingsmight increase the performance of an entity link-
ing system. Besides, we consider that a comparative study
of these embeddings on historical and contemporary doc-
uments could prove the effectiveness of MELHISSA steps
(matching correction, post-processing filter) on larger time
periods. Finally, we will promote MELHISSA to encourage
researchers to use entity linking as a way to enrich the infor-
mation available in historical documents.
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