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Abstract : Computing in theoretical chemistry has been largely and traditionally based on purely numerical 'non-intel
ligent' computing techniques. The tools of • Artificial Intelligence' (AI) or 'Computational Intelligence' have been little 
explored and exploited in the context of research in theoretical chemistry. Over the last decade and a half we had been 
experimenting with 'evolutionary computing techniques' like the Genetic Algorithms and Random Mutation Hill Climbing 
in the general context of computing electronic structure of atoms and molecules. These methods have the underpinning 
of certain microscopic low-level biological processes and are supposed to be endowed with 'Artificial Intelligence'. We 
trace the evolution of the AI-based techniques developed by us and review some of the rather non-trivial applications. 
In particular, we focus on an Adaptive Random Mutation Hill Climbing (ARMHC) method for locating global minima 
on the complex potential energy landscapes of 3-D Coulomb clusters and assessing the possibilities of structural phase 
transitions in them. Possible directions of future developments are indicated. 
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Introduction 

Computers have now pervaded every sphere of our 

daily life, from booking of air tickets to predicting trends 
in share markets. It is more so when we consider the 

arena of scientific research. Irrespective of the specific 
field, the computer is ubiquitous. It could be assisting us 
in doing literature search, in discovering trends or sys
tematic relationship in a huge body of unorganized data, 
in solving large systems of algebraic or differential equa
tions, recognizing and classifying patterns, and so on. 
Bulk of it, however, belongs to what is technically called 
'non-intelligent computing'. It may involve doing billions 
of additions, subtractions, multiplications and divisions 
at a very high speed ~ but there is nothing intelligent 
about it. 'Computational intelligence' or 'Artificial intel
ligence' is something very different from what 'tradi
tional numerical computing' is about. Let us spend some 
time in tracing the evolution of what has now come to be 

known as • Artificial intelligence' or 'Computational in

telligence' of one kind or the other. 

It was 1760 when England was swept over by the 

Industrial Revolution in the aftermath of which human . 
muscle power was largely replaced by machine power in 
huge production systems. Almost two hundred years later 
(1950) the idea of replacing human intelligence by ma
chine intelligence was first mooted. The idea aroused in
terest and initial eXcitement, but the scale of its impact 
was never comparable to that of industrial revolution. 
The term 'Artificial intelligence' first appeared in 1956 
and stayed on, although the precise meaning of the term 
has undergone slow transmutation over the years. Going 

by the lexicographers' definition, the term 'Artificial in
telligence' refers to 'the ability of computers to mimic 
human thought process such as reasoning and learning'. 

In a broader sense, AI may be defined as 'the ability of 
computers or computer programs to execute tasks which 

tprofessor J. N. Mukherjee Memorial Lecture (2011) delivered in 'Acharya Prafulla Chandra Ray Memorial Symposium on 
Chemistry & Industry (2012)' organized by the Indian Chemical Society held at Kolkata on August 02, 2012. 
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humans require intelligence to accomplish. The broader 

definition naturally includes the more restricted defini
tion of AI given by lexicographers. Let us consider a 
simple program 

X1=2.0 

X2 =2.0 

X=SQRT (X1 +X2) 

Prim, X 

The computer prints the value of X correctly as 2.0. 
However, it is not to be counted as an example of ma
chine intelligence or artificial intelligence. On the other 
hand, if the computer can correctly find out what J f(x)dx 

is and print out the analytical form of the anti-derivative 
F(X), we will identify it as a signature of artificial intelli
gence. Indeed, the initial emphasis on research in AI was 
largely on symbolic machine learning. In the traditional 

sense broad classes of problems that require 'machine 
intelligence' for finding solutions include knowledge based 
reasoning and making inferences, reasoning with incom
plete (perhaps uncertain) information, perception and learn
ing in various forms and their applications to problems of 
control, classification, prediction, optimization, etc. A 

second characterization of 'intelligent computing' refers 
to the use of microscopic (low level) biological reasoning 
or mechanism or models to arrive at a solution. Artificial 
Neural Networks and Genetic algorithms or evolutionary 
computing belong to the non-traditional category of intel

ligent computing. The focus of this lecture is on the sec
ond category of intelligent computing with emphasis on 
genetic algorithms in the cont~xt of solving a number of 
problems of theoretical chemistry. 

Biological life appeared on the earth probably as a 
culmination of many chance events involving chemical 

and physical interactions of molecules. Ever since the 
appearance of unicellular life, progressively complex life

forms have evolved. The process of genetic evolution has 
elements of adaptive learning built into it. Genetic algo
rithms1 are mathematical models of genetic evolution 

implemented on a computer and are the most versatile 
problem-solvers. In a broader sense, GAs are a subject of 

what has been called evolutionary computing techniques 
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which include genetic programming, classifier systems, 
evolvable hardware, evolutionary robotics, ant colony 
optimization and swarm intelligence. 

In a diploid organism like the human ,beings a pair of 
parental chromosomes form the chromosome-pair of the 
child, each chromosome containing millions of genes. 
One gene from the father and the corresponding gene 
from the mother constitute a gene-pair for the child, the 
gene-pair (genotype) determines the specific attributes or 
characteristics called the phenotypes. Most gene values 
(alleles) are inherited by the child from the parents unal
tered; but on rare occasions, one or more of them may 
undergo changes, by a process called mutation. If such 
changes are beneficial for the individual for better adap
tation to the environment, they have higher probabilities 
of survival, and have correspondingly higher probabili
ties for producing their offspring. Over generations those 
beneficial changes tend to stay on while the non-benefi
cial ones tend to disappear. There is thus a natural pro
cess of screening in the course of genetic evolution, which 
finds expression in the Darwinian dictat of the survival of 
the fittest. The evolution can be visualized as a continu
ous process by which a species continuously strives to 
attain a genetic structure of the chromosome that maxi
mizes its probability of survival in a given environment. 

Genetic algorithms 

Holland 1 first proposed a mathematical model of the 
genetics of evolution, which could be implemented on a 
computer to solve hard problems. The resulting technique, 
called the GA, can be thought of as involving the follow

ing steps. 

(1) First reduce the problem at hand to an equiva
lent maximization problem. The reduction leads 
to the definition of fitness function F that de

pends on the variables of the problem. 

(2) Give the potential solution a chromosomal rep

resentation. The solutions are represented as bi
nary strings (with 0, 1 as alphabets), integer 
strings (integer arrays), floating point strings 
(floating point arrays), matrices, patterns, graphs, 
etc. 

(3) Generate a population (np) of such solutions 

{Sk}k=l,np based on random guesses or educated 
guesses. 
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(4) Evaluate the fitness {fk} of the np individuals 

ik = F(Sk), k = 1, np 

(5) Screen the population by a fitness-proportional 
selection mechanism. The frequency of selec
tion of individuals with higher fitness values is 
higher, so the fav increases. 

(6) Breed new solutions by a crossover process with 
a crossover probability Pe· The process can be 
schematically represented as follows : 

Randomly choose a pair of chromosomes say, 
sl and s2 from the post-selection population 

u 
Sl = (a, b, C, d, e, j) 

S2 = (a', b', ~', d', e', f) 

and choose a crossover site marked by ( .U.) ran
domly with a probability Pc· Let the site chosen 
be the 3rd from the left. Then the crossover gen
erates a pair of new strings, S' 1 and S' 2 where 

S' 1 = (a, b, c, d', e', f') 

S' 2 = (a', b', c', d, e, j) 

It is easy to see that the strings produced by 
crossover will have, more often than not, new 
genetic structure (distribution of genes) and there
fore have fitness values if' 1 • f' 2) different from 
the parent strings with fitness values (j1, h). Once 
np number of offsprings has been produced (con
stant population size model), the post-crossover 
strings are allowed to undergo a process called 
mutation. 

(7) A mutation probability (pm) is fixed and one loops 
through each gene in a chromosome (S' k) and 
mutates the gene at any site for which a random 
number in the interval (0,1), r(O,l) < Pm· 

(8) In case one is pursuing a completely non-elitist 
strategy, the population of offsprings replaces 
the entire parent population. In the other extreme 
one can choose to be perfectly elitist and create 
a new population of the best np-strings from the 
parents and offsprings. One can have a continu
ous variation between the two extremes. Once 

the choice is made and the process of screening 
is over, it marks the passage of one generation. 

The whole procedure (1-8) is repeated till the fitness 
of the best string in the population does not change any 
further or a preset number of generations have elapsed. 
Usually the fitness evolution profile for the best string in 
the population will grow exponentially (Fig. 1) with satu
ration as the number of elapsed generations n ~oo (in the g 
elitist strategy) and will grow exponentially with oscilla-
tions (in the non-elitist strategy) and saturate in the limit 
ng~oo. The superindividual is then accepted as the best 
and robust solution of the problem. 
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No. of Generations (X 103 ) 

Fig. I. Fitness evolution profile for the best string in the elitist 
strategy. 

It is important now to reflect on the question "why do 
the GAs behave the way they do?" Let us consider a 
population of n-bit strings (n = 300, say) that are ran
domly chosen as plausible solutions of the given prob
lem. For 300-bit strings, there are 2300 possibilities out 
of which one may represent the actual solution. The stan
dard population size varies in the range 20-50, so the 

actual number of strings evaluated is just 20-50 at each 
generation. The question that immediately crops us is 
how does the algorithm home on to the actual solution 
string in a few hundred or a few thousand generations? 
The algorithm must be discarding the non-viable region 
of the search space quickly as it explores the space, based 
on the past experience of exploration, although nothing 
like that has been explicitly grafted into the algorithm. 
The widely accepted theoretical model that explains the 

intelligent behavior of the GA has been known as the 

Schema theorem1. According to the Schema theorem, GA 

explores the search space by implicitly and parallely keep

ing track of an explosively large number of templates or 

partial structure (Schemata) present in the population of 
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np-strings. The algorithm does not explicitly evaluate any 

of the partial structures. It is the parallelism between the 

actual evaluation of np-strings for their fitness and im

plicit assessment of the fitness of a much larger number 

of Schemata that helps the GA quickly move to the viable 

region of the search space2. Let us consider an example. 

Supposing that we are working with 6-bit strings (26 

possibilities) and a population of 3-strings S1, S2 and S3 

whe~e 

s1 = 1 o o 1 o 1 

S2=001101 

s3 = o 1 o 1 o 1 

Let the true solution be represented by S0 = (111111). 

For such a system H1 = (* * 1 1 0 *) is one possible 
schema where '*' denotes undefined bits. Clearly, this 

partial structure is present in the string s2 which is there

fore an instance of the schema H 1. The average fitness fav 

of the population is ~ ((1 + (2 + (3) while the fitness fH 1 

of the schema H1, for example, is the average fitness of 

all the instances of the schema in the population. We 

emphasize that GA evaluates ft, {2 , {3 explicitly in every 

generation but does not evaluate fH , fH , ... etc. at no 
I 2 

stage explicitly. Two other important features of schema 

are its order (OH) and distance or defining length OH. 

The order of the schema simply represents the number of 

defined bits (4, for example in H 1) while OH is the dis

tance between first and last defined bits (OH = 2, for 
I 

example). With these quantities defined, one can easily 

show that the number of instances (nH) of the schema H 
of defining length oH, order OH and fitness fH in (t+ 1)-th 

generation (nH (t+ 1)) grows as 

nH(t+1)2': ~:(~-/~lPc)(l-p01) 0HnH(t) (1) 

where Pc and Pm are fixed crossover and mutation prob

abilities, respectively, nH(t) being the number of instances 

of the schema H in the preceding (t-th) generation 1•2. The 

equation leads to the building block hypothesis which 

states that the GA explores the search space by emphasiz

ing on short, low order schemata of above average fit

ness through the process of crossover, mutation and se

lection. Crossover brings better schemata (of higher fH) 

on the same string while mutation helps in producing new 
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beneficial schemata and restore good genetic material that 

could have been otherwise lost in the selection process. 
Schemata with below average fitness die off. Many com

puter experiments have vindicated the validity of BBH3. 

With this background about how and why a simple 
GA works, we may now consider a specific problem and 
specific GA (floating point rather than binary) for han
dling the problem. 

Model problem : 

Let us assume that our problem is to solve the linear 
system 

AX= b (2) 

with A(nxn) and b(nxl) fixed. The solution X(nxl), if A is 
invertible can be straightforwardly written as 

X= A-1b (3) 

However, for large n, the direct inversion of A is 
computationally costly with computation labor growing 
as - n3. It is possible to cast the problem in the mould of 
an equivalent maximization problem, which the GA can 
handle with great efficiency. Let us consider a population 
(np) of n-dimensional solution vector X(l), x!-2>, ... , x<np) 
guessed randomly. (Ax(iLb) = ei is then the i-th error 
vector (nxl). The length of the error vector is li =(ei + 
ei)0·5. For the true solution vector li = 0, while for all 
others li > 0. One can assign· a fitness value {j to each x<i> 

through ii as follows : 

{j=r~ ~ 

where 'A is a positive scalar chr>sen by the user. fi will be 

in the range (0,1), with {j = 1 only when Axi = b i.e. 

when the length of the error vector ei = 0. We may now 
invoke GA to look for a vector x<i) in the evolving popu

lation for which the fitness.fi is maximized, which is equiva

lent to saying that ei = 0 or Ax(i) = b. It is convenient to 

work with vectors x<i), X(j), x<k>, etc. which have com

ponents represented by real or floating point numbers. 

However, we must define suitable crossover and muta

tion operations in the floating-point representation. 

Let us suppose that the pair of strings randomly cho

sen for crossover operation are x<i> and x<k> 

where 

x<i> = (x1(i), x2(i), x3G>, ... , xiG>, xnG>) 

and 

x<k) = (X (k) X (k) X (k) X. (k) X (k)) 
1 • 2 • 3 • ···• 1 • n 

(5) 
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and suppose that the i-th site has been chosen for cross
over with a probability Pc. Then the post-crossover string 

will be 
")' - (j) (j) (j) . (j) . (j)' (j)' _x(j - (x1 ,X2 ,X3 , ••• ,X1 ,XI+l , .•. ,X0 ) (6) 

x!J<Y = (xl(k>, ~(k), x3(k>, ... , xi(k>, xi+l(k>', ... , Xn(k)') 

where x (j)' = sin2 ex (j) + cos2 ex (k) p p p 

and 

~ (k'f = cos2 exP G> + sin2 exP (k) (7) 

withe chosen randomly in the interval (0-2n) and p = i 
+ 1, i + 2, ... ,n. The scheme of crossover has been called 
arithmetic single point crossover. An arithmetic mutation 

operation can be similarly defined. For the post-cross
over string x<1> where 

x<1> = (x1 (I), x20), x3(1), ••• , x/1) , •.. , X0 (I) (8) 

If the site xi(l) is chosen to undergo mutation with a prob

ability Pm and intensity ~m• we have 

x<l)' = 41) + (-1) L~m' (9) 

where L is a randomly chosen integer, ~m is a small user
defined increment in xi1 and r is a random number be
tween (0, 1). We have made use of Roulette-wheel or tour
nament selection and elitist screening. We note here, that 

there could be many variations on screening, selection, 
crossover and mutation and the optimal choice may well 
be problem dependent. 

Applications 

The basic GA-based strategy outlined in this section 

has been with necessary modifications used to handle the 

following non-trivial problems of electronic structure cal
culation. 

(a) Direct solution of Schrodinger equation (SE) for 
one and two electron atoms and ions4- 7. 

(b) Direct solution of molecular SE for H2 + ions. 

(c) Evolution of molecular electronic structu1e of 
doped and undoped polythiophene and selenophene 

oligomers using a modified Su-Schrieffer-Heeger 
Hamiltonian based description9,10. 

(d) Constrained variational calculation of 'zero band

gap' constrained thiophene oligomers11 • 

(e) Elucidation of 3D structures of coulomb crystals, 

etc. 12. 

In what follows we present an overview of applica

tions in the categories (a)-(c) and the progress made in 

JICS-2 

handling problems in the categories (d)-(e). 

(a) Direct solution of SE : Let 'flo(r1, r2) represent 
the radial wave function for the ground state of a two 

electron a~om or ion. 'flo(r1, r2) then satisfies the follow
ing energy eigenvalue equation 

H\flo('t• r2) = Eo'flo<'t• rz) (10) 

where, 

( 11) 

The total wavefunction for the ground state, a spin sin

glet, is 

'Po <rt, '2• St, sz) = 

(12) 

The Tlspin (s1, s2, s = 0) is antisymmetric with respect to 
interchange of the two spin-coordinates which automati
cally demands '1'0 (r1, r2) to be symmetric under the in
terchange of the radial coordinates (r1, r2) so that 'P0 

remains antisymmetric under the interchange of space
spin coordinates of the two electrons. We have used only 
l=O type of one-electron wave functions in the basis which 
results in the following structure of the wave function 

strings (k = 1, 2, ..... . n) 

'P(k) (rl, r2) = 

l:Cij<l>~k>{rt. r2 , ni, nj, a~k>, c 

U. 

where, 

<l>fjk) = Nij £x(r1, a~~>) x<r2, a~>) 
( (k)) ( (k)) +X 't• a"i X rz, ani 

Nij being the normalization constant for <PW). 

(13) 

(14) 

The wave function strings for the problem contain the 

linear (Cij) and nonlinear parameters {ai, aj} as informa
tion and the population of wave function strings has, for 
example, members like 

'Pk = Sk(cl(k>, c2(k>, ···• cn<k>, al(k>, az(k>, am(k)) 

(15) 

'PI = St(Cl(l)• c20), ... , Cn(l), <lt(l)• az<l), am(!)) 

In a preliminary application with a population of 10 strings 
each encoding 21 linear and 5 nonlinear parameters 
Saba et al. 8 showed that the GA-based strategy could 

successfully predict H- ion to be bound by about 0.012 
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a.u. The growth of the fitness value of the best string in 
the population as function of generations elapsed is shown 
in Fig. 2a, while the optimization of energy along the 
path of evolution is displayed in Fig. 2b. 
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energy of the two-electron atom under consideration. For 
a number of two electron atoms and ions, the method 
predicted ground state energies lower than the correspond
ing Hartree Fock energy 7• 
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Fig. 2. Evolution profile of (a) fitness function, (b) energy for the ground-state energy of the H- ion during a GA nm. 

The applications referred to in the preceding para
graph make use of wave-function strings containing all 
the parameters of the basis functions (<llij) in terms of 
which 'P(r1, r2) is expanded. We can do better and do 
away with the basis set altogether and consider wave
function strings encoding the probability amplitude dis
tributions in the discretized radial space (r1, r~ of the 
two-electron wavefunctions. If a grid of n1 X n2 points is 
used to represent the amplitude distribution in space, we 
have 

'Pk (rl, r2):: Sk (n1 X n2) = Sk (500 X 500) (16) 

where the array Sk encodes n1 x n2 values {Sk(i, J)} such 
that 

{Sk(iJ)}2 = I'Pk(ril, rj2)f (17) 

and 

Sk(j, 1) = ~(i, J) (18) 

The condition implied by eq. (18) ensures that the prob
ability amplitude distribution conforms to the condition 
that the space-part of the wave function be S)' mmetric 
under 1 H 2 interchange. For performing quadratures, 
additional grid-point amplitudes were generated by 
bi-cubic interpolation. The fitness function used was 
A = e-aF.._, where 

(19) 

EL being an estimated lower bound to the ground state 
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(b) Ground state of H2 + : The strategy was later 
extended to the calculation of the electronic structure of 
H2 + ion under the Born-Oppenheimer approximation8. 

The molecular electronic wave function of H2 + at a given 
internuclear separation i.e. 'P(x,y,z,R) was rep1esented as 
a string of probability amplitude distribution S(n 1 x n2 

x n3) in 3D space such that 

S(i, j, k)R = 'PR(xi, Yi· Zi) (20) 
n n n3 were each chosen to be 128. A population of 

1• 2• 
10 strings was used with arithmetic crossover and muta-
tion operations. Selection was through the Roulette-Wheel 
method. Two different schemes were worked out. 

(i) In the first approach, R was kept fixed and the 
electronic probability amplitudes S(i, j, k)R were 
allowed to evolve genetically. The kinetic energy 
< T> was evaluated by adopting discrete fast 
Fourier transform while the potential energy < V> 
was obtained through quadrature by trapezoidal 
rule. When the evolution converged, the energy 
E(R) corresponding to the best string was con
verted into the total energy U(R) = E(R) + e2 I R. 
Calculations at different 'R' then led to the full 
potential energy curve (Fig. 3a), from which the 
equilibrium R ( = Re) and V(RJ = Ve were <;om
puted (Type 1). 

(ii) In the second approach, R was allowed to evolve 
simultaneously with the electronic probability 
amplitudes so that when the -genetic evolution 
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Fig. ,3. (i) For the calculations of Set I (with 64x64x64 grid points) under Type I GA-based search energy-internuclear distance profile 
(computed by GA for the ground state of H+ at different inter-nuclear distances) is fitted to a Morse curve, (ii) For the calcula
tions of Set II (with 128 x 128 x 128 grid points) under Type I GA-based search energy-internuclear distance profile (computed by 
GA for the ground state of H+ at different inter-nuclear distances) is fitted to a Morse curve, (iii) Under Type II GA-based 
search (simultaneous search for IPe• Re, Ve being carried out by GA) evolution of energy of the best string in the GA run is 
displayed for (a) Set I, and (b) Set II calculations, (iv) Under Type II GA-based search (simultaneous search for IPe• Re, Ve being 
carried out by GA) profile of the equilibrium bond length of the best string in the GA run is displayed for (a) Set I, and (b) Set II 
calculations. 

stopped, the mir:timum energy (Ve) and equilib
rium internuclear separation Re were obtained in 
a single run. The evolution profile for the 'R' is 

shown in Fig. 3b. Rein the second approach come 
out as 2.11 a.u. as opposed to the fixed -R ap

proach where it turned out to be slightly smaller 

(2.03 a.u.). The computed values of Re were, 
however, close ( -0.599 a. u. in the first, and 

-0.598 a.u. in the second approach, both com

paring very well with the literature value of 
-0.602 a.u.) (Type il). 

(iii) The equilibrium probability distribution 

I 'P(x,y,z,R) 12 as R-::,oo displayed the correct dis
sociation behavior into H + H + when the symme
try-constraint on the wave. function was withdrawn8. 

The double-peaked distribution then passed over 

into a single peaked one as R-::,oo. 

(c) Density based electronic structure calculation : 
Neutral polythiophene (PTs) is a semiconductor. When 

oxidized (hole-doped, in other words) to a critical level, 

it shows metallic conduction. The evolution of the elec

tronic structure of doped PTs has therefore been at the 

focus of many theoretical investigations. A genetic algo

rithm-driven direct density method was recently proposed 

for the calculation of the electronic structures of doped 

and undoped PTs using a modified Su-Schrieffer-Heeger 

(SSH) Hamiltonian9•10 . 

Let us consider a PT oligomer containing m-thiophene 

rings. The 1t MOs ('Pi) of the oligomers are constructed 

with the 4m-carbon 2pz and m-sulphur 3pz orbitals (Xps) 

5m 

'PI= ~CpiXp 
p=l 

In matrix notation 

(21) 

'P('¥1, '¥2, ... , 'PN) = X(Xt• X2• ··· Xsm)C (22) 

Let n be the number of 1t MOs that are doubly occupied 
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·at the particular doping level. The n-density matrix in the 

C-2pz and S-3pz basis is then given by 

n 

p = LCjCj+ = CC+ 

i=l 
(23) 

The SSH Hamiltonian is defined in terms of the on-site 

energies (ak), the hopping interaction energies between 

the nearest neighbor atoms (Vk1), and an elastic a-com-

pression energy ( cr = -i l:f ( Ru)) 

H = Hrc + H0 

+~ ~f(Rij) (24) 
l#J 

The .f(Rij) terms as well as the Vlds are parametrized. 

Ea(R), the ground state energy for a given set of 1t MOs 

and given cr framework (R), is given by 

E0 (R) = Ere (R) + E0 (R) 

= 2TrPHrt + E0 (R) 

(25) 

The configuration R is defined by the set of nearest neigh

bor interatomic distances (11-\2• IfJ23, ... ) which define 

Vld and.f(Rij) terms completely. 

The GA density method proposed by Sharma et al. 11 

works with a population of geometry string S1(Rl2, R23, 

... , Rij, ... ), S2(R12, R23, ... , Rij, ... ), ... , SM(R12, R23• ... , 

Rij, ... ) which are allowed to evolve genetically by the 

action of selection, crossover and mutation operations. 

Each such string defines the n-framework of the oligo

mer, and therefore the n-electron Hamiltonian Hn com

pletely. The genetic operators do not act upon the 1t

electron density matrices (Pk). The P~ are forced to co

evolve by the action of a unitary transformation U(R) 

generated from the Hn(R), which in tum is fixed by the 

geometry strings S(R). Starting with the string S0(R) and 

the corresponding n-density matrix P0(R0), we generate 

the density matrix Pk(Rk) corresponding to the geometry 

coded by the string S(Rk) as follows 
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genetic 

operations 

S(R0) S(Rk) (26) 

S(Rk) 
H(R0) H(Rk) (27) 

Pk(Rk) = Uk + (Rk) Po(Ro)Uk(Rk) (28) 

= e-iARk(Rk) p o(Ro)ei'A.Hk(Rk) 

where P0(R0) has been obtained by diagonalizing H(R0), 

determining the C0 matrix ( =¥'iCi +)and thereby form

ini the P0 matrix (=C0c0t). The total energy of the oli
gomer is computed by adding the a-framework energy 

1 
(E0 (Rk) = 2l:.f(Rij)k) to the n-electron energy (Ep(Rk) = 

2Tr{ Pk(Rk)H(Rk)}). The fitness function A for the oligo

mer corresponding to the geometry coded by Sk(Rk) is 

defined as 

(29) 

which tends to unity as E(RJ ~ EL (EL is the lower 
bound to the total energy of the oligomer, y is a scalar at 

the choice of the user). The co-evolving density Pk(Rk) 

automatically satisfies the constraints 2Tr(Pk) = N (no. 

of n-electrons) and p2k (RJ - Pk(Rk) = 0, if P0(R0) is 

idempotent and 2TrP0(R0) = N. This is because the trans

formation matrix Uk(Rk) is unitary. In practice, one must 

use a truncated expression for Pk(Rk) .2 

Pk(Rk) ) ,. P0(R0) + iA.[P0(R0), Hk] + ; ! A-2 

[P0(R0), Hk], Hk] (30) 

and that may compromise with the idempotency of Pk(Rk) 

and the purity of the trace of Pk(Rk). A small 'A will 

usually ensure that the error remains negligible. The fit

ness evolution profiles for the undoped and doped 

polythiophene chain containing 100 thiophene rings are 

shown in Figs. 4a and 4b. The co-evolution strategy seems 

to work well. The strategy is perfectly generalizable for 

use with ab-initio methods. 

Mutation only method : If we use a single string in 

the population (n = q, there is no crossover process and 

so the evolution is guided by the mutation process only. 

Since the energy (or fitness) calculation is the most time 

consuming step, the multiple population-based strategy 

like the GA must be at-least n-fold more efficient in lo

cating the fitness-maximal string than a single string based 
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Fig. 4. Fitness evolution profiles of 100-ring polythiophene chain for a (a) neutral polythiophene, (b) doped polythiophene. Energy 
evolution profiles for a (a) neutral polythiophene, (b) doped polythiophene. 

strategy. The linear scalability, however, is not guaran

teed for most of the fitness landscapes. We therefore 

thought it worthwhile to try to develop a single string 

based mutation only strategy of fitness maximization. The 

mutation process defined on floating point strings has 

two flexible parameters viz. mutation probability (P m) 

and mutation intensity (Am). We have proposed a muta

tion only strategy in which both P m and m are adaptively 

determined by the algorithm10•12- 14. Moreover, we insist 

on strong 'elitism' in that a mutation is 'accepted' only 

when it does not lower the fitness. The resulting algo

rithm has been called Adaptive Random Mutation Hill 

Climbing (ARMHC) method. We demonstrate its work

ing principles and workability with reference to deter

mining the global minimum potential energy configura

tions of 3-D Coulomb clusters under harmonic confine

ment. 

3-D Coulomb clusters 

There had been recent excitement in the field of col

loid chemistry in the context of the question do colloids 

would crystallize? Colloids are made up of similarly 

charged particles of nanometer size (there are enough 

counter ions, of course, for maintaining the charge neu

trality) and are akin to the confined 3-D Coulomb clus

ters13. The algorithm that works for locating the global 

minima in Coulomb clusters may be expected to work on 

the PES of colloids as well. The ARMHC strategy with 

reference to Coulomb clusters is detailed in what follows. 

In a system of N identical point charges (qi) confined 

by a parabolic trap, the potential energy V(x10, y 1o, z1o, 

... , XNO• YNO• zN°) is given by 

Vi( 0 0 0 0 0 0) XI ,yl ,Zt, ... ,XN ,yN ,ZN 

N-1 N q·q· l N 
~~ IJ ~ 2 2 = ,£.; .LJ-.. - + 2k ,L;(xi + Yi +' 
i=l j>i ' 1J i=l 

(31) 

The positional coordinates of charges are randomly cho

sen to start with and encoded by the string s0 where 

s -S( o o o o o o 0 - X1 • Y1 • Zt • ... , XN • YN • ZN ) 
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= S(~lo• ~2°, ~3°• ... , ~03N-1• ~03N) (32) 

The initial potential energy is therefore given by 

N-lN N 
Vo = LL qi~j +kkL(rio)2 (33) 

i=l j>i 'ij i=l 

where 

o I o o 2 o · o)2 ( rij =v(Xi -Xj) +(Yi -yj + Zi (34) 

and 

rio= ~(xio)2 +(Yi0)2 +(zio)2 

Since V is positive the fitness of the string S0 can be 

defined as the reciprocal of V0, i.e. 

1 
fo = Vo (35) 

One or more of the 3N coordinates (~ 1°, ~2 °, ~3 °, ... , 

~03N-l• ~03N) are randomly picked up with a probability 
P m and are allowed to mutate with an intensity ~m• gen

erating a new configuration of charges. In general, the j
th configuration created by mutation of the (j-1)-th con

figuration of charges can be written as 
. ·-1 I 

~kJ = ~kJ + (-1) ~m r(0,1) (36) 

where r(O, 1) is a normally distributed random number in 

the range 0 to 1 and 'l' is a random integer. Both P m and 

Am are adaptively determined by the algorithm on the 
basis of continuous evaluation of the performance of the 

search for the global minimum13. 

If \j is the potential energy of the j-th configuration of 
charges, the fitness is, as already stated iri eq. (35) 

Ji = ..!_ 
J y. 

J 

(37) 

if .tj > .tj_1, the j-th configuration is accepted as the new 
configuration and is used as the starting configuration for 
the next mutation; otherwis~. the previous configuration 
[(j-1)-th] is retained and a new mutationvis generated. 
The process is continued till the fitness is maximized and 
system stops evolving any further. 

Fig. 5 shows the fitness evolution profile in a 3-D 
Coulomb cluster of 300 charges confined by an isotropic 

and harmonic trap (Kx = Kx = Kx = 1.0). For compari
son, the fitness evolution profile in a GA-based search 

888 

(population size 30) is also displayed in the same figure. 

In this particular application, as can be clearly seen, 

ARMHC perform better than the GA, but no general 

conclusion about the relative performance of the two 
methods should be made right now. 

Fig. 6 displays the structural evolution in a 50-charge 

system confined by a harmonic trap which is anisotropic 

0.9 
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0.9998 0 

(I)CARMHC
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(4)NM······ 
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0 0.1 0.2 0.3 0.4 0.5 I 6 II 16 21 26 31 
No. ofSuccesfull Steps/104 

Fig. 5. Comparison of the fitness evolution profile obtained for 
CARMHC algorithm with those of SA, GA, and NM for a 
cluster of N=300 unit positive charges, confined in a har
monic trap. 

(Kx = Ky::;:. Kz). The structural evolution is monitored as 

a function of Kz- It appears that the structural phase tran

sition that takes place is continuous. However, a much 

closer examination of the process is needed to understand 

the nature of the transition completely. 

The method proposed should be applicable to the study 

of colloid crystals, if a suitable representation of the PES 

on which colloid particles move, is available. Needless to 

~--'-
Kz=l.O 

·-·-· Kz -s.o K,z •3.0 Kz =2.0 

Fig. 6. Structural evolution for a system consisting of 50 charge 
particles with varying confinement strength along Z-axis 
(Kz). The point symmetry of each structure are also dis
played. 
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mention, colloid particles being nm sized, point charge 
approximation cannot be used. We hope to address the 
problem elsewhere. 
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