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ABSTRACT 

 
Speech is the most efficient and popular means of human communication Speech is produced as a sequence 

of phonemes. Phoneme recognition is the first step performed by automatic speech recognition system. The 

state-of-the-art recognizers use mel-frequency cepstral coefficients (MFCC) features derived through short 

time analysis, for which the recognition accuracy is limited. Instead of this, here broad phoneme 

classification is achieved using features derived directly from the speech at the signal level itself. Broad 

phoneme classes include vowels, nasals, fricatives, stops, approximants and silence. The features identified 

useful for broad phoneme classification are voiced/unvoiced decision, zero crossing rate (ZCR), short time 

energy, most dominant frequency, energy in most dominant frequency, spectral flatness measure and first 

three formants. Features derived from short time frames of training speech are used to train a multilayer 

feedforward neural network based classifier with manually marked class label as output and classification 

accuracy is then tested. Later this broad phoneme classifier is used for broad syllable structure prediction 

which is useful for applications such as automatic speech recognition and automatic language 

identification.  
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1. INTRODUCTION 

 
In terms of human communication, speech is the most important and efficient mode of 

communication even in today's multimedia society. So we want automatic speech recognition 

systems to be capable of recognizing fluent conversational speech from any random speaker. 

Speech recognition (SR) is the translation of spoken words into text. In the ASR (Automatic 

speech recognition) system, the first step is feature extraction, where the sampled speech signal is 

parameterized. The goal is to extract a number of parameters/features from the signal that 

contains maximum information relevant for the classification. The most popular spectral based 

parameter used in state-of-art ASR is the Mel Frequency Cepstral Coefficients (MFCC) [1][2]. 

The main demerits of MFCC include its complex calculation and limited recognition rate. The 

poor phone recognition accuracy in conventional ASR is later compensated by the language 

models at sub word and word levels to get reasonable word error rate [3]. 

 

Speech is composed of basic sound units known as phonemes [1][2]. The waveform 

representation of each phoneme is characterized by a small set of distinctive features, where a 

distinctive feature is a minimal unit which distinguishes between two maximally close but 

linguistically distinct speech sounds. These acoustic features should not be affected by different 
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vocal tract sizes and shapes of speakers and the changes in voice quality. In this work, we have 

attempted broad phoneme classification using signal level features. Broad phoneme classes 

include vowels, nasals, plosives, fricatives, approximants and silence [1][2]. Each of these classes 

has some discriminant features so that they can be easily classified. For example vowels can be 

easily categorized with its higher amplitude, whereas fricatives with their high zero crossing rate. 

So for identifying such characteristics an analysis study was conducted and results were 

summarized. From this study, we have come up with a set of feature vectors capable of 

performing broad phoneme classification.   

 

The paper is organized as follows: Section 2 gives the system overview by explaining the 

database, relevant features extraction and classifier. In Section 3, details of experiments are 

described with evaluation results. Finally in Section 4, the paper is wrapped up with a summary 

and scope for future work. 

 

2. SYSTEM OVERVIEW 

 
Figure 1. Broad phoneme classification 

 
A classifier system for acoustic-phonetic analysis of continuous speech is being developed to 

serve as part of an automatic speech recognition system. The system accepts the speech wave-

form as an input and produces a string of broad phoneme-like units as output. As shown in Figure 

1, the input speech is parameterized in to normalized feature set [4][5], and then this feature is 

applied to the ANN [6] classifier in order to obtain the broad phoneme class labels. 

 
Table 1. Broad phoneme classes considered in the work. 
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The broad phoneme classes in Malayalam language that are considered in this work, their 

symbols and corresponding International Phonetic Alphabet (IPA) [1] symbols are listed in Table 

1. The broad classifications yield the following categories: vowels, nasals [7], fricatives, plosives, 

approximants [5], and silence leading to six broad categories. For classifying the input sound 

units into one among the six classes, specific features are needed to distinguish them. So a study 

was conducted first by analyzing pitch contour, energy contour, formant plot, frequency spectrum 

etc. 

 

2.1. Data Collection and Transcription 

 
First phase of the work was the data collection and its manual transcription which was much time 

consuming. For speech data, Malayalam read speech was downloaded from All India Radio 

(AIR), and speech was also recorded in the lab environment. Figure 2 illustrates the manual 

labeling of speech signal using wavesurfer. 

 

2.2. Feature Extraction 

 
A preliminary analysis study was conducted to identify discriminative features helpful for broad 

phoneme classification. Various features [4][5][6] explored include the following: voicing 

information, short time energy, Zero Crossing Rate (ZCR), Most Dominant Frequency (MDF), 

magnitude at the MDF, spectral flatness measure, formant frequencies, difference and ratios of 

formant frequencies, bandwidth of formant frequencies etc [1][2]. Among them we selected nine 

features for designing the broad phoneme classifier. It includes (1) voicing decision, (2) ZCR, (3) 

short time energy, (4) most dominant frequency, (5) magnitude at MDF, (6) spectral flatness 

measure, and (7) first three formants. Brief descriptions about these selected features are 

explained below. 

 

2.2.1. Voiced/Unvoiced Decision 

 
Voicing information helps to determine whether the frame is voiced or unvoiced. Here we 

extracted pitch information using auto correlation function.  Autocorrelation sequence is 

symmetric with respect to zero lag. The pitch period information is more pronounced in the 

autocorrelation sequence compared to speech and pitch period can be computed easily by a simple 

peak picking algorithm [6]. 

 

2.2.2. Zero Crossing Rate (ZCR) 

 
The high and low values of ZCR correspond to unvoiced and voiced speech respectively as 

shown in Figure 3. In a speech signal S (n), a zero-crossing occurs when the waveform crosses 

the time axis or changes algebraic sign [1]. 
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Figure 2:  (a) Manual labelling to broad phonemes, (b) pitch contour and (c) corresponding speech 

waveform. 

 

Figure 3. (a) Speech waveform and (b)  ZCR. 

 

2.2.3. Short Time Energy (STE) 

 
Energy can be used to segment speech into smaller phonetic units in ASR systems. Short Time 

Energy is a squaring or absolute magnitude operation. Energy emphasizes high amplitudes and is 

simpler to calculate. The large variation in amplitudes of voiced and unvoiced speech, as well as 

smaller variations between phonemes with different manners of articulation, permit 

segmentations based on energy [1][2].  
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2.2.4. Most Dominant Frequency (MDF) 

 
The most dominant frequency is the frequency of sinusoidal component with highest amplitude. 

If the signal is highly periodic and more or less sinusoidal, the dominant frequency will in most 

cases be related to the rate of the signal. The more a signal looks like a sine wave; the better 

dominant frequency analysis will be able to reflect the periodicity of the signal. 

 

2.2.5. Spectral Flatness Measure (SF) 

 
Spectral flatness is a measure used to characterize an audio spectrum. Spectral flatness is typically 

measured in decibels, and provides a way to quantify how tone-like a sound is, as opposed to 

being noise-like. A high spectral flatness indicates that the spectrum has a similar amount of 

power in all spectral bands i.e., similar to white noise. A low spectral flatness indicates that the 

spectral power is concentrated in a relatively small number of bands i.e., a mixture of sine waves. 
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The spectral flatness is calculated by dividing the geometric mean of the power spectrum by the 

arithmetic mean of the power spectrum. 

 

AM

GM
atnessSpectralFl =  

2.2.6. Formant Frequencies 

 

Formants are the spectral peaks of the sound spectrum of the voice. It is often measured as  

amplitude peaks in the frequency spectrum of a sound. The behaviour of the first 3 formants is of 

crucial importance. Figure 4 justifies the selection of formant frequency [7] as a feature since it 

classifies vowels and nasals. 

 

 

Figure 4.Vowel-nasal classification using first two formants 

 

An optimum set of features has to be found, which describes the classes with a few, but very 

powerful parameters whereby showing optimum class discrimination abilities [6]. Thus, the 

feature extraction process can also be seen as a data reduction process. For getting the features 

from the input speech signal, first the signal is normalized and then it is segmented into frames of 

size 20ms with a 10ms overlap. Then for each of this frame, the features are calculated. The 

choice of the features is done after conducting a study which is summarized in Table 2.  Figure 5 

shows the plot of selected features for a particular word.  

 
Table 2. Broad phonemes classes and their features (V-voiced, UV-unvoiced) 

 

Broad 

Phoneme 

Classes 

Features 

Voicing 

Information 
ZCR STE Duration 

Presence 

of burst 

Strength 

of 

formants 

Vowels V Low High Long No Strong F1 

Nasals V Low Medium Medium No Weak F2 

Plosives V/UV Medium Low Short Yes - 

Fricatives V/UV High Low Long Yes - 

Approximants V Low High Short No High F3 

Silence UV Low Low - No - 

 

 



International Journal on Soft Computing (IJSC) Vol. 5, No. 3, November  2014 

6 

 

 

 
Figure 5. (a) Waveform, (b) STE, (c) ZCR, (d) voicing information, (e) MDF, (f) SF, (g) magnitude at 

MDF, (h) F1, and (i) F2 for the word  //aakarshanam// in Malayalam. 

 

2.3. Classifier Design 

 
As explained, the feature vectors for each short frame (width 20 ms) are calculated and 

normalized. Then this features are applied to a classifier for broad phoneme classification. Here 

an multilayer feedforward artificial neural network [6][8][9] is used as a classifier. Neural 

networks are also similar to biological neural networks in performing functions collectively and 

in parallel by the units. 

 

 
 

Figure 6. Neural network classifier for broad phoneme classification 

 

 



International Journal on Soft Computing (IJSC) Vol. 5, No. 3, November  2014 

7 

In this work a feed-forward back propagation [9] network is created with five layers [8], one input 

layer, one output layer and three hidden layers. The final classifier has a structure 27L 54N 20N 

10N 6L where L represents linear neurons and N represents non-linear neurons. Here the non-

linear neurons use 'log sigmoid' activation function. Feed forward networks have one-way 

connections from input to output layers. Here the network training function used is ‘traincgb’, so 

that updates weight and bias values according to the conjugate gradient back propagation with 

Powell-Beale restarts. 

 

Figure 7. Feedforward neural network 

 

3. EXPERIMENTAL RESULTS 
3.1. Classifier Training 
The training of the neural network is a time consuming step, which will end either by a validation 

stop or by reaching the maximum number of epochs. For training the network about 8 minutes of 

read speech is used. The speech data is divided into frames of size 20ms with 10ms overlap. For 

each of these frames 9 feature vectors were calculated, and along with this the difference between 

the previous frame and the succeeding frame are also considered. So all together 27 (9x3) inputs 

are applied to the network for each frame along with its manual transcription (supervised 

learning). 

 

3.2. Evaluation 

 
For testing, read speeches as well as some isolated words are collected. As done during training, 

the speech data is segmented into frames of 20ms with 10ms overlap. Feature vector of each 

frame is applied to the network classifier, so that the network outputs are interpreted as a label 

that suits the best for the given feature vector. 

 

3.3. Results and discussion 

 
The output labels obtained while testing the classifier using selected words are given below. One 

broad phoneme symbol is assigned for each short frame (20 ms frame size and 10 ms frame shift) 

of speech. 

 

a. \\bhakshanam\\ 

 

MANUAL TRANSCRIPTION: 
 

SSSSSSSSSSSPPPPPVVVVVVVPPPPPPPPPFFFFFFFFFFFVVVVVVVVNNNNNNVVVVV

VVVNNNNNNNNNNNNSSSSSSSSSSSSSS 
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OUTPUT OF PROPOSED METHOD: 

 

SSSSSSSSSSSSPPPPVVVVVVVPPPPPFFFFFFFFFFFFFPPVVVVVVVVVVVVVNVVVVV

VVVNNNNNNNNNNNNPPPPSSSSFSFSFS 

 

b. \\haritham\\ 

 

MANUAL TRANSCRIPTION: 
 

FFFFFFFFFFFFFFVVVVVVVVVVAAAAVVVVVVVVPPPPPPPPPPVVVVVVNNNNNNN

NNNNNNSSSSSSSSSS 

 

PREDICTED PHONEME LABELS USING THE PROPOSED METHOD: 

 

SSFFFFFFFFFPVVVVVVVVVVVVPPPAAAAAVVVVVVVPPPPPPVVVVVVVVNNNVVV

NNNNPPNNNNNFFFFF 

 

c. \\hasyam\\ 

 

MANUAL TRANSCRIPTION: 
 

SSSSSSSSSSFFFFFFFFFFFVVVVVVVVVVVVVVVFFFFFFFFFFFFFFFFFFFAAAAAAVV

VVVNNNNNNNNNNNNNSSSSSSSSSSS 

 

PREDICTED PHONEME LABELS USING THE PROPOSED METHOD: 

 
SSSSSSSSSSSSPFFFFPPPVVVVVVVVVVVVVVVFFFFFFFFFFFFFFFFFPPPAAAAAAVV

VVVVVVVVVVVVNNNNNPPPSSSSSSS 

 

d. \\manasantharam\\ 

 

MANUAL TRANSCRIPTION: 
 

SSSSNNNNNVVVVVVVVVVVVVNNNNNNNNVVVVVVVVFFFFFFFFFVVVVVVVVVV

VNNNNNNNNPPPPVVVVAAAAVVVVVNNNNNNNNNNNNNNNNNN 

 

PREDICTED PHONEME LABELS USING THE PROPOSED METHOD: 

 
SNNNNNNNAAAAAVVVVVAAVVNNNNNNAAAAAVVVPFFFFFFPPPAAAAAAAAVV

VVNNNNNVVVPAAAAVVVVNVAVVVVVNNNNNNNNNNNNNNNNNV 

 

The confusion matrix obtained while testing some read speech is as shown in Table 3. 
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Table 3. Identification accuracy in percentage for proposed feature set, MFCC and combined system. 

 

 IDENTIFICATION ACCURACY (IN %) 

USING PROPOSED FEATURES USING MFCC COMBINED SYSTEM 

V N P F A S V N P F A S V N P F A S 

TEST  

1 

V 53 16 9 1 21 0 51 8 11 7 23 0 57 9 8 6 20 0 

N 20 64 12 0 4 0 9 37 25 5 23 1 12 40 22 4 22 0 

P 16 22 47 3 4 8 8 8 39 22 22 1 10 11 38 20 19 2 

F 0 0 16 78 1 5 1 0 13 80 6 0 0 0 5 95 0 0 

A 22 33 29 0 16 0 24 10 19 6 41 0 29 13 16 7 35 0 

S 4 2 14 4 0 76 0 2 27 20 2 49 0 2 22 9 2 6

5 
TEST  

2 

 

 

V 64 17 4 0 14 1 65 11 9 3 12 0 72 7 5 3 12 1 

N 20 57 17 1 2 3 8 65 10 10 7 0 9 67 8 9 6 1 

P 16 34 38 2 3 7 11 6 43 25 15 0 14 6 40 25 14 1 

F 2 4 20 74 0 0 0 0 15 83 2 0 0 0 11 87 2 0 

A 37 26 25 2 10 0 27 7 15 15 36 0 32 8 15 15 30 0 

S 4 0 12 17 0 67 0 1 13 30 2 54 0 0 8 24 1 6

7 
TEST  

3 

 

 

V 61 9 3 3 24 0 30 32 10 1 27 0 51 21 6 0 22 0 

N 43 35 0 0 22 0 11 73 13 0 3 0 19 60 16 0 5 0 

P 29 6 32 19 8 6 10 25 41 5 19 0 11 22 40 9 16 2 

F 22 0 13 65 0 0 0 13 39 44 4 0 0 13 26 57 4 0 

A 63 8 2 0 27 0 6 51 8 0 35 0 29 30 6 0 35 0 

S 0 0 25 0 0 75 0 3 56 6 9 26 0 3 47 6 9 3

5 
 

Table 3 shows results obtained from three systems: system with proposed feature set, system 

using standard MFCC features and a score level combination/fusion system. Test 1 & 2 are male 

speech and TEST 3 is female speech. Here V, N, P, F, A, S represents Vowel, Nasal, Plosive, 

Fricative, Approximant, Silence respectively. Test 1, Test 2 and Test 3 are three different read 

speech data used for testing. Notice that the proposed system maps V, N, P, F, S almost correctly. 

But it misclassifies approximants as vowels. System using MFCC classifies approximants (A) 

more accurately. So we made a score level fusion of the proposed and MFCC classifier to get a 

combined system as shown in Figure 9. 

 
Figure 9. Combined system 

 

With a combined system we have about 54%, 61%, and 46% of classifier accuracy for TEST 1, 

TEST 2 and TEST 3 respectively. 
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3.4 Application of proposed system for syllable structure prediction  

 
For predicting the syllable structure from the frame level broad phoneme classifier output, some 

smoothing strategies are employed. For classes with long duration, like vowels, if there are more 

than 5 consecutive frames with label 'V', we accept the label 'V' to the syllable structure, else it is 

omitted. But for short phonemes such as plosives, occurrence of three or consecutive 'P'  symbol 

is accepted as label to the syllable structure. Syllable structure prediction corresponding to three 

words as per this strategy is given in Table 4. 

 
Table 4. Syllable structure prediction 

 

Word 

 
Actual syllable sequence Predicted syllable sequence 

//Hasyam// 

 
/S/,/FV/,/FAVN/,/S/ /S/,/FV/,/FAVN/,/S/ 

// Haritham// /FV/,/AV/,/PVN/,/S/ /FV/,/AV/,/PVN/,/F/ 

// Bhakshanam// /S/,/PV/,/PFV/,/NVN/,/S/ /S/,/PV/,/PFV/,/VNP/,/S/ 

 

4. SUMMARY AND SCOPE OF FUTURE WORK 

 
In this work, broad phoneme classification is attempted using signal level features. For broad 

phoneme classification, the features such as voicing, nasality, frication, vowel formants etc. are 

studied. From this study, we have come up with a set of feature vectors capable of performing 

broad classification of phonemes. Classifier is developed using feed forward neural network in 

order to automatically label each frame in terms of broad phoneme classes. The effectiveness of 

the proposed feature set is evaluated on speech database and is compared with standard MFCC 

features. Complimentary nature of both proposed features and MFCC is illustrated by combining 

the scores of the systems to gain an improvement in classification accuracy. Output of this 

classifier is used for broad syllable structure prediction. 

 

The study can be further extended to phoneme classification instead of broad phoneme 

classification with an extended feature set. There is a scope for finer syllable structure prediction 

which has applications in area of automatic speech recognition and language recognition. 
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