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Introduction

Non-muscle-invasive bladder cancer (NMIBC) is a slow-growing 
tumor. These tumors recur in 48% to 70% of  patients after tran-

surethral bladder tumor resections, and 10% to 48% of  these re-
current tumors carry the potential to become muscle invasive and 
metastatic [1-3].  Until now, intravesical bacillus Calmette-Guerin 
(BCG) instillations have proven to be the most successful adju-
vant treatment for patients with intermediate- and high-risk non–
muscle-invasive bladder cancer; however, no markers are avail-
able to predict BCG immunotherapy response. For these reasons, 
many studies have been conducted to develop scales to predict 
the recurrence and progression of  these tumors [4-9].

Predictive models are used in a variety of  medical domains for 
diagnostic and prognostic tasks. These models are built from ex-
perience, which constitutes data acquired from actual cases. The 
data can be preprocessed and expressed in a set of  rules, such as 
training data for statistical and medical learning models. Among 
the options in the latter category, the most popular models in 
medicine are logistic regression (LR) and artificial neural networks 
(ANN). This latter model is an artificial intelligence tool that iden-
tifies arbitrary nonlinear multiparametric discriminant functions 
directly from clinical data. The use of  ANNs has gained increas-
ing popularity for applications where description of  the depend-
ency between dependent and independent variables is either un-
known or very complex. This learning technique can be roughly 
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described as a universal algebraic function that will distinguish 
signal from noise directly from clinical data. The application of  
ANNs to complex relationships makes them highly attractive for 
the study of  complexed medical decision making. In  medicine, 
ANN  has  been  used  to  predict  either  the  treatment  or  the  
investigative  outcomes. In this study, we  looked  at  the  use  of   
artificial  neural  network  to  predict  the  early  recurrence  of   
non muscle invasive bladder  cancer. This will then serve as an 
aid in determining the most appropriate adjuvant treatment after 
transurethral resection (TUR) and to prevent recurrence and pro-
gression after surgical resection.

Materials

During an 8-year period from 2002 to 2010, a total of  308 con-
secutive patients with histopathologically confirmed NMIBC in-
cluding pTa and pT1 stages with or without concomitant CIS, 
were recruited from the Department of  urology of  Charles 
Nicole Hospital, Tunisia. All the tumours were totally endoscopi-
cally removed. All the patients had received six weekly instilla-
tions of  BCG (BCG Pasteur strain, 75 mg in 50 ml saline), three 
to six weeks after the last transurethral resection. After the last 
instillation, urinary cytology and cystoscopic examination were 
performed. If  these examinations were negative, patients con-
tinue the treatment of  maintenance which consists in 24 addi-
tional monthly instillations. The follow up was performed for 
30 months. The resulting grade was evaluated according to the 
2004 WHO grading system [10]. The most widely used and uni-
versally accepted staging system is the tumour-node-metastases 
(TNM) system [11]. All patients were informed about the aim of  
the study and signed a written consent stating their agreement to 
participate in the trial. Information was obtained on professional 
data. For each patient, data were collected on multiplicity (single 
or multiple), histological grade (high grade or low grade) and stage 
(pTa or pT1). Patients underwent urine cytology and cystoscopy 
every 3 months for 2 years during treatment and every 6 months 
thereafter. Responders to BCG-immunotherapy were defined as 
patients who did not show cystoscopic or cytological evidence for 
tumor recurrence during the follow-up. Recurrence was defined 
as reappearance of  tumor after the initial treatment with at least 
one tumor-free cystoscopy interval. The end-point for follow-up 
was either development of  recurrence or the termination date of  
the study.

Methods

Artificial Neural Networks (ANNs)

Artificial Neural Networks (ANNs) are non-lineair mapping 
structures based on the function of  the human brain. They are 
powerful tools for modeling, especially when the underlying data 
relationship is unknown. ANNs can identify and learn correlated 
patterns between input data sets and corresponding target values. 
After training, ANNs can be used to predict the outcome of  new 
independent input data. ANNs imitate the learning process of  the 
human brain and can process problems involving non-linear and 
complex data even if  the data are imprecise and noisy.

Neural networks have emerged as an important tool for classifi-
cation. The recent vast research activities in neural classification 
have established that neural networks are a promising alterna-
tive to various conventional classification methods. The advan-
tage of  neural networks lies in the following theoretical aspects. 
First, neural networks are data driven self-adaptive methods in 
that they can adjust themselves to the data without any explicit 
specification of  functional or distributional form for the underly-
ing model. Second, they are universal functional approximators in 
that neural networks can approximate any function with arbitrary 
accuracy [12,13,14].

In this study, the ANN is implemented in the MATLAB software 
package (MATLAB version 6.5 with neural network toolbox), and 
is composed of  a multilayer perceptron (MLP) was employed and 
trained with Back-Propagation (BP) algorithm.

Multilayer Percepteron (MLP)

An MLP consists of  three layers: an input layer, an output layer, 
and one or more hidden layers (HL). Each layer is composed of  a 
predefined number of  neurons (Fig 1).

MLP has one or more HLs with a linear combination function is 
the inner product of  inputs, weights and a bias. Activation func-
tion is logistic or tanh function. Inputs are fully connected to the 
first HL, each HL is fully connected to the next, and the last HL is 
fully connected to the outputs. MLPs use supervised learning or 
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Figure1: Fully connected feed forward multilayer perceptron.
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backpropagation. Designing and training an MLP requires:

i)	 Selecting number of  HLs.
ii)	 Number of  neurons to be used in each HL.
iii)	 Avoiding local minima.
iv)	 Converging to an optimal solution in a reasonable pe
              riod of  time.
v)	 Validating NN to test for overfitting.

MLPs are used in classification problems, in fitness approxima-
tions [15,16].

Review of  the Back propagation algorithm

Back propagation training algorithm (BP) which is an iterative 
gradient descent algorithm is a simple way to train multilayer 
feed forward neural networks. The BP algorithm has become 
the standard algorithm used for training multilayer perceptron 
as shown in Fig.l. It is a generalized Least Mean Squares (LMS) 
algorithm that minimizes the sum of  the squares of  the errors 
between the actual and the desired outputs, Ep [17].

The linear and nonlinear neuron outputs for the current pattern 
are given respectively by:
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In the BP algorithm framework, each computational unit com-
putes the same activation function. The computation of  the sen-
sitivity for each neuron requires the derivative of  activation func-
tion, therefore this function must be continuous. The activation 
function is normally a sigmoid function chosen between the two 

functions   and   . The steep-
ness parameter λ determines the active region (region in which 
the derivative of  sigmoid function is not very small) of  activa-
tion function. As the steepness parameter decreases from positive 
infinity to zero, the sigmoid function changes from a unit step 
function to constant value 0.5.

In our application we used:
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jy  are respectively the desired and the current outputs, 
for the jth unit. In (3), P denotes the pth pattern, nL is the number 
of  the output units. The gradient descent method is given by:

Where   is the weight of  the ith unit in the (S-1)th layer to 
the jth unit in the sth layer. Since the BP algorithm is treated in the 
literature [18,19], only a summary of  the important steps is given 
here:

-    Compute the error signals for the output layer using:
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-   Compute the error signals for the hidden layers, i.e. for s=L-1 
to l, by:
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-   Update the weights according to the following equation:

where µ is the learning coefficient and f  ‘ is the first derivative 
of  f.
As we note from (3) and (4), the BP algorithm minimizes the 
squared error at the output of  the activation function with 
respect to the weights.

ANN analysis

Age, gender, tumour stage and grade, carcinoma in situ, tumor 
size, multiplicity and CD34 expression were used as input data for 
the ANN. Time to event and censoring information were not used 
by the neural network. Target variables were tumour recurrence. 
For each endpoint, 500 different ANN were constructed using 
the three-layer feed-forward multilayer perceptron architecture. 
This is the most common ANN type, which consists of  an 
input layer, a hidden layer, and the output neuron. Each input 
neuron (perceptron) receives data from one input variable. 70% 
of  the cases (patients) were selected by random and used for the 
training process, and the remaining 30% served as independent 
validation data set. This random split was repeated for every new 
ANN model. During training, the network calculates a decision 
(classification) for each case of  the training data set. Then, the 
prediction is compared with the true category of  each case, and 
the classification error is calculated. In order to minimize the 
error, the neurons and interconnections (“weights”) of  the ANN 
are adjusted, and the next training cycle begins. This iterative 
training process is repeated until the classification error reaches a 
minimum. After training is finished, the network is tested by using 
the validation data set.

Results

In this study, data from 268 to 308 subjects were used for training, 
and the rest of  them were used for control and testing procedures. 
To reduce network training epoch number and to obtain a better 
network result or generalization data, all of  data were simply pre-
classified with respect to patient age, gender, smoking, tumor 
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stage, tumor grade, tumor size, and multiplicity. The network 
outputs represented by unit basis are as follows:

1: Response to BCG immunotherapy
0: No response to BCG immunotherapy

The trained networks have 7 input units, one hidden layer with 20 
units and 1 output neuron as shown in Table 1. In order to make 
this classification, four-layered perceptron was employed and 
trained by the back propagation learning algorithm. The sigmoid 

function   was selected as the transfer function 
that is used to determine the outputs according to the neuron 
inputs.

The testing mean square error (mse) was obtained 0.02634 from 
optimized multilayer perceptron feed forward network with 
training mean square error about 0.0001 at 1000 epochs.

After the training and testing procedures are completed, the 
results from the test data were analyzed in correlation with the 
histopathologic results, which are considered as the golden 
standard in clinical decision making. For a practical applicability 
in the clinical decisions, the following statistical parameters were 
calculated:

Sensitivity=True positive/(ًTrue positive+‏False negative)
Specificity=True negative/(True negative+‏False positive)
Positive predictive value=True positive/(ًTrue positive+‏False 
positive)
Negative predictive value=True negative/(True negative‏+False 
negative)
 
Training Neural Networks

In the test group, 39 out of  40 cases were correctly classified by the 
MLP base neural network with an optimum Mse error (0.02634) 
(Fig.2). Only one case was classified as false positive, with no false 
negative results. The correlation between the ANN output and 

histopathologic results are summarized in Table 2. The sensitivity, 
specificity, positive predictive and negative predictive values 
calculated from the output data were 96.66%, 100%, 100%, and 
90.9%, respectively (Table 2). Network can predict the outcome 
of  79% (34*100/35) of  patients in the testing data set correctly.

Discussion

Tumor recurrence following transurethral resection (TUR) is 
a significant problem for both the patient and the clinician. 
Intravesical bacillus Calmette-Guerin (BCG) immunotherapy 
represents a highly successful therapy for patients with non–
muscle-invasive bladder cancer (NMIBC) tumors [20-23]. These 
tumors shows sometimes repeated superficial recurrences, but in 
some cases, they progresses into infiltrative or metastatic cancer 
despite diverse treatments. A significant portion of  these patients 
fail to respond to BCG therapy; their tumors not only persist or 
recur, but also they may become invasive or metastatic [22-25].

Artificial neural networks (ANNs) are now the most popular 
artificial learning tool in biotechnology. Recently, it have been 
used by various researchers to predict bladder cancer progression 
[26,27,28]. However, no study has been interested to predict 
bladder cancer response to BCG immunotherapy. ANNs have 
an increasing popularity as a computational tool which is being 
evaluated in various medical areas including early detection, risk 
assessment, classification, and prognosis of  disease states [29]. 
A significant advantage of  this method is its ability to reveal 
complex relationships between available clinical data and the final 
outcome.

In this study, we developed a MLP based ANN to detect recurrence 
after BCG immunotherapy in NMIBC through the analysis of  
histopathologic data. To the best of  our knowledge, our study is the 
first attempt to evaluate the role of  ANN in predicting recurrence 
in NMIBC after BCG immunotherapy. Hereby, we found that the 
sensitivity, specificity, positive predictive and negative predictive 
values calculated from the output data were 96.66%, 100%, 
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Figure 2: The error variations with respect to training epoch numbers (sum squared error, Mse, was selected 0.0001. If  Mse 
value is equal to 0.0001, training iterations is stopped).
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100%, and 90.9%, respectively. This shows that the proposed 
algorithm produced high sensitivity and specificity in predicting 
the histopathologic results, which shows that this method has a 
promising value in estimation of  NMIBC recurrence.

On line with our work, many studies have shown a significant 
improved accuracy in diagnosing, staging and predicting post-
treatment results for ANNs compared to conventional statistical 
analysis. Indeed, Qureshi et al. [30] evaluated the ability of  an 
ANN to predict bladder cancer recurrence within 6 months of  
diagnosis and stage progression in patients with Ta/Tl bladder 
cancer. ANN predictions were compared with those of  four 
consultant urologists. The accuracy of  the neural network in 
predicting stageprogression and recurrence within 6 months for 
Ta/T1 tumors and 32-month cancerspecific survival for T2–T4 
cancers was 80%, 75%, and 82%; respectively; with corresponding 
figures for clinicians being 74%, 79% and 65%. In the other hand
Parekattil and al [31] showed in a clinical trial on bladder cancer 
that their ANNs model was more accurate in identifying patients 
who required cystoscopy thereby providing possible savings. To 
summarize we can suggest that ANN models can be valuable 
tools in reducing the workload on the clinicians by detecting 
artefact and providing decision support.

Conclusion

The proposed algorithm produced high sensitivity and specificity 
in predicting the recurrence in NMIBC after BCG immunotherapy 
compared to conventional statistical analysis. Therefore the use of  
ANNs will increasingly become the method of  choice to calibrate 
complex medical models. Indeed, ANNs will allow a patient-
oriented individual decision tool, relying on a waste base of  
information and decisions. They are able to combine biochemical 
markers, imaging studies and other tools with personal experience
and act as a thinking module. However, prospective validation 
using a standardized multi-institutional database to overcome 
the pitfalls of  ANNs are required. Declaration of  interest: The 
authors report no conflicts of  interest. The authors alone are 
responsible for the content and writing of  the paper.
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