
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=uhvc21

Science and Technology for the Built Environment

ISSN: (Print) (Online) Journal homepage: https://www.tandfonline.com/loi/uhvc21

Analyzing power and energy flexibilities by
demand response in district heated buildings in
Finland and Germany

Yuchen Ju, Juha Jokisalo, Risto Kosonen, Ville Kauppi & Philipp Janßen

To cite this article: Yuchen Ju, Juha Jokisalo, Risto Kosonen, Ville Kauppi & Philipp Janßen
(2021): Analyzing power and energy flexibilities by demand response in district heated
buildings in Finland and Germany, Science and Technology for the Built Environment, DOI:
10.1080/23744731.2021.1950434

To link to this article:  https://doi.org/10.1080/23744731.2021.1950434

© 2021 The Author(s). Published with
license by Taylor & Francis Group, LLC

Published online: 17 Aug 2021.

Submit your article to this journal 

Article views: 86

View related articles 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=uhvc21
https://www.tandfonline.com/loi/uhvc21
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/23744731.2021.1950434
https://doi.org/10.1080/23744731.2021.1950434
https://www.tandfonline.com/action/authorSubmission?journalCode=uhvc21&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=uhvc21&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/23744731.2021.1950434
https://www.tandfonline.com/doi/mlt/10.1080/23744731.2021.1950434
http://crossmark.crossref.org/dialog/?doi=10.1080/23744731.2021.1950434&domain=pdf&date_stamp=2021-08-17
http://crossmark.crossref.org/dialog/?doi=10.1080/23744731.2021.1950434&domain=pdf&date_stamp=2021-08-17


Analyzing power and energy flexibilities by demand response
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1Department of Mechanical Engineering, Aalto University, Espoo, Finland;
2Smart City Center of Excellence, TalTech, Tallinn, Estonia;
3College of Urban Construction, Nanjing Tech University, Nanjing, China;
4Department Environmental Engineering, Hamburg University of Applied Sciences, Hamburg, Germany

This study aims to investigate the effect of demand response (DR) on power and energy flexibilities with three types of district heated
buildings (apartment building, cultural center, and office building) in Finland and Germany. A rule-based control algorithm was
applied for the DR control with two country-specific dynamic district heating (DH) prices, the more fluctuating Finnish synthetic DH
price and the flatter German synthetic DH price. This research was implemented with the validated dynamic building simulation tool
IDA ICE. Set-point smoothing of the indoor air temperature was applied to minimize the rebound effect. Nighttime set-back was
adopted in the cultural center and the office building. The results show that the DR control without smoothing creates additional
peaks in power demand, while the set-point smoothing significantly decreases the peak power demand. The DR control can
significantly shape the heating power demand of the buildings and increase energy flexibility. The range of the resultant seasonal
energy flexibility factors is from 3 to 26% for charging and from �6 to �31% for discharging, depending on the building types and
countries. Cases with nighttime set-back have higher power and energy flexibilities, while this causes additional peaks, which is
detrimental to DH systems.

Introduction

The European Commission aims to achieve the key targets
of cutting 40% of greenhouse gas emissions from 1990 lev-
els, increasing the share of renewable energy by 32%, and
improving energy efficiency at least 32.5% by 2030
(European Commission 2018). Moreover, the European
Commission has a vision of being climate neutral by 2050
(European Commission 2020). Finland and Germany have
also set the same ambitious climate target for reducing
greenhouse gas emissions at least 55% by 2030 compared to
the 1990 level (Finnish Government 2019; BMU 2019). In
2016, district heating (DH) totaled 33% of energy consump-
tion in Finland (IEA 2018). Power and heat generation

accounted for 40% of the total CO2 emissions (IEA 2018).
In addition, Germany (together with Poland) remains the
biggest market for DH in the European Union (EU) and the
proportion of renewable energy in DH consumption in
Germany was only 12% in 2017 (Euroheat & Power and
Moczko 2019). These figures verify that DH is prevalent
both in Finland and Germany, offering immense potential
for realizing these targets.

Increasing the share of renewable energy reduces the use
of fossil fuels effectively, thereby reducing CO2 emissions.
However, energy generated by renewable sources such as
wind and solar power is intrinsically variable. The existing
energy system may become unstable if the proportion of
renewable sources increases on a large scale (Robert,
Sisodia, and Gopalan 2018). Therefore, to accommodate this
flexible energy system, thermal energy storage (TES) was
introduced in both electricity and DH networks. The integra-
tion of TES into the DH network balances the heat supply
and demand effectively, thereby decreasing the need for
peak generation (Salo et al. 2019). In addition, energy con-
sumption needs to be flexible.

For this purpose, an active method called demand
response (DR) has been introduced. Dynamic energy price is
applied as one of the incentives for prosumers (Miller and
Senadeera 2017; Zafar et al. 2018) to store or share energy
actively. Moreover, demand-side management techniques
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have been put forth to optimize production or reduce costs
(Gelazanskas and Gamage 2014). Energy-flexible buildings
were also allowed for demand-side management or load con-
trol according to user needs, local climate conditions, and
grid requirements (Jensen et al. 2017).

At first, most of the research on energy flexibility investi-
gated only the building level, while as research accumulated,
more scholars began to analyze ways in which the flexibility
of buildings affects energy supply systems and their flexibil-
ities. However, there is no unified energy flexibility defin-
ition because as the research object changes, the definition
also changes. Similarly, various methodologies have been
proposed based on the definition of flexibility followed by
the respective researchers. This resulted in the identification
of three characteristics pertinent to the definition: cost saving
potential, temporal flexibility, and the amplitude of energy
or power modulation (Reynders et al. 2018).

The cost saving potential of DR has typically been exam-
ined based on the dynamic electricity price (Yoon, Baldick,
and Novoselac 2016; Cai and Braun 2019). In a Danish
study, a flexibility index for cost saving was proposed for
analyzing the impact of changes in the proportion of wind,
solar, and ramp energy with different dynamic electricity
prices on building flexibility index (Junker et al. 2018). A
cost curve was designed to illustrate a Belgium office func-
tion of cost saving rate and the amount of electricity that
can be shifted compared with the case without DR control
(De Coninck and Helsen 2016).

Temporal flexibility and the amplitude of energy or
power modulation were defined mainly to quantify the flexi-
bility potential of TES. This can be divided into two aspects.
First, researchers investigated the impacts of thermal mass
capacity on the energy flexibility of heated buildings or clus-
ters. Reynders, Diriken, and Saelens (2017) proposed three
quantification methods, available storage capacity, storage
efficiency, and power-shifting capability, to quantify the
active DR characteristics for the structural TES capacity for
residential buildings. The available storage capacity denoted
the amount of energy stored in the thermal mass within lim-
ited hours. Storage efficiency described the percentage of
stored energy successfully emitted to the indoor air to main-
tain thermal comfort. Power shifting capability showed the
relation between the change in heating power and the dur-
ation for which this shift was maintained. Furthermore, Le
Dr�eau and Heiselberg (2016) and Johra, Heiselberg, and Le
Dr�eau (2019) put forward two types of flexibility indexes
that combined dynamic energy price and the amount of
shifted energy to quantify the ability in residential buildings
to minimize the heating energy usage when the price was
high and maximize it when the price was low. Similarly,
load shifting efficiency was presented to describe the share
of stored thermal energy that was employed to decrease the
consumption for peak consumption periods (Hedegaard et al.
2019). The study simulated 159 detached houses to analyze
the relationship between charging and discharging energies
of thermal mass and energy price variations.

In addition, researchers proposed flexibility factors
mainly to quantify ways in which a storage system provides

flexible operation to an electricity or a heating system.
Nuytten et al. (2013) defined delayed and forced operation
flexibility indexes to quantify the hours that a combined heat
and power (CHP) system can remain off or the hours needed
by a TES system for charging. It was indicated that the
water tank size had an almost linear influence on the flexi-
bility of the CHP system. Furthermore, power shifting poten-
tial was proposed as the maximum shifted power deviated
from the reference case (Oldewurtel et al. 2013). Moreover,
power shifting efficiency was defined as the ratio of power
shifting potential to energy consumption difference of the
simulation period. It was shown that the power shifting
potential and power shifting efficiency varied by the hour of
the day and weather conditions through a heat pump system
simulation. Stinner, Huchtemann, and M€uller (2016) devel-
oped three types of flexibility factors, temporal flexibility,
power flexibility, and energy flexibility, to analyze the flexi-
bility potential of TES in a building energy system. Delayed
and forced operational flexibility factors were defined simi-
larly to what has been already described before. Power flexi-
bility factors were defined as average delayed and forced
power flexibilities to describe average discharging and
charging power during temporal flexibility periods of TES.
Energy flexibility factors were defined as delayed and forced
energy flexibilities to describe the maximum discharging or
charging energy of TES.

The research on flexibility factors is mainly addressing
cost, time, and power or energy. Although most studies are
based on electricity price or electricity consumption, these
factors can also apply to district heated buildings or systems.
Moreover, control strategies for DR were another research
area of district heated buildings or systems. A control strat-
egy named domestic hot water prioritizing methodology has
been developed that decreased by nearly 15% the power
peaks in student apartment buildings (Ala-Kotila, Vainio,
and Heinonen 2020). Salo et al. (2019) illustrated that heat
production costs were decreased using optimal DR control
strategies. Moreover, the centralized hot water storage tank
enhanced the ability to use DR strategies for more cost sav-
ings. In addition, it was presented that demand-side manage-
ment control strategies should be distinctively built for
different customers and they decreased the annual peak heat
load little without energy savings (Kontu et al. 2018).

However, the research just described mostly analyzed the
flexibility of a single building type. Residential buildings
and their clusters were the most popular. Only a few studies
compared the flexibility of different types of buildings with
various occupant schedules. Moreover, most papers investi-
gated the flexibility of buildings with DR control based on
dynamic electricity prices. Research is equally limited to the
impact of different dynamic prices on flexibility. Therefore,
analysis of the flexibility of different district heated building
types is required with dynamic DH prices, and the compari-
son of different types of dynamic DH prices needs to be
considered. Moreover, there are few papers that applied
smoothing of indoor temperature set-point changes to pre-
vent a sudden peak load increase, which is called a rebound
effect (Palensky and Dietrich 2011; Shan et al. 2016).
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This article investigates ways in which DR affects the
power and energy flexibility of three types of district heated
buildings from the perspective of DH producers. An apart-
ment building, a cultural center, and an office building were
simulated in both Finland and Germany. The novelty of this
study is, first, that three types of buildings with different
customer modes were simulated and analyzed, while previ-
ous research was restricted to one type of building and its
occupants’ style. Second, instead of optimizing and compar-
ing control strategies, the impacts of two different DH prices
in Finland and Germany were compared under the same
control strategy. Moreover, smoothing of indoor temperature
set-point changes was applied to minimize the rebound
effect, and for the cultural center and office building, the
advantages and disadvantages of nighttime set-back were
pointed out.

Methodology

Description of simulation process

Three types of buildings, an apartment building, a cultural
center, and an office building, in both Finland and Germany
were simulated, as shown in Figure 1. The buildings were
simulated with Finnish and German weather conditions. In
addition, two country-specific dynamic district heat prices
were employed, the Finnish and German synthetic
DH prices.

Figure 2 describes the simulation process. The
Behrang–Sir�en method (Alimohammadisagvand, Jokisalo,
and Sir�en 2018; Vand et al. 2020; Ju et al. 2021) changed

the hourly DH price into control signals. Outdoor 24-hour
moving average temperature, acceptable indoor air tempera-
ture range, and limiting outdoor temperature were employed
in the set-point control algorithm. After that, set-point
smoothing was adopted to prevent a sudden peak load
increase, and final hourly indoor temperature set-points were
obtained. Buildings were simulated by IDA ICE for results.

Acceptable range of indoor air temperature set-points

The acceptable range of indoor air temperature set-points
was defined based on the middle class S2 of the classifica-
tion of indoor environment by the Finnish Society of Indoor
Air Quality (2018). When the 24-h moving average outdoor
temperature is below 0 �C, the operative temperature should
keep within 20–23 �C. The minimum acceptable indoor air
temperature was chosen according to the thermal environ-
mental category II of standard EN 15251 (2007). Based on
these, the acceptable indoor air temperature set-points for
space heating were chosen to be from 20 �C to 23 �C for
both the Finnish and German cases.

Hourly DH prices

Two country-specific DH prices were adopted: Finnish and
German synthetic DH prices. Price fluctuation is caused by
the variation of the district heating production costs, includ-
ing CHP earnings. These synthetic DH prices describe the
prices defined by the producer using a real-time pricing
mechanism, which defines the prices according to the hourly
fuel prices, also taking into account the profits from selling

Fig. 1. General description of simulation study.
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electricity by CHP units. More detailed information on the
DH prices is available in Salo et al. (2019) and Suhonen
et al. (2020). The Finnish synthetic DH price represents a
typical district heat producer in Finland and contains both
energy and transfer costs and a value-added tax of 24%
(VAT). In this case, the typical DH system on the production
side consists of a biomass-fired CHP plant and an oil-fired
heat-only boiler. The German synthetic DH price was calcu-
lated based on the actual heat generation costs for a portfolio
of heat generators currently operating in a district of
Hamburg (biomethane CHP plants and natural gas boilers).
Thereby, fuel price data were assumed to be 23,44 e/MWh
for natural gas (Sandrock et al. 2016) and 64,00 e/MWh for
biogas (Bundesnetzagentur 2014). The yearly average price is
the same as the actual yearly DH price (including energy,
transfer, and taxes) used in Hamburg by a DH company.
Figure 3 depicts the Finnish and German synthetic real-time
DH prices. In this analysis, it was assumed that district heat-
ing producers published 24-h DH prices ahead of time.

In this article, the months from January to April and from
October to December were chosen for analysis because most
of the heating demand occurred in these months. The same
period was applied in both countries for consistency. The
analyzed period is called the heating season in this article.
The Finnish and German synthetic prices as average, max-
imum, minimum, and standard deviation for each month dur-
ing the heating season are respectively shown in Tables 1
and 2. The Finnish price fluctuates significantly more during

the coldest winter months. However, the fluctuation of the
German price is quite stable during the whole heating sea-
son. Average values in March and April for the Finnish
price are much lower than in other months. Conversely, the
German price average values are quite similar each month.
The maximum Finnish price is 145.4 e/MWh, while the
German one is only 90.6 e/MWh.

Weather data

For Finnish cases, buildings locate in Helsinki in Finnish cli-
mate zone I (Kalamees et al. 2012). Therefore, the heating
systems of these buildings were dimensioned using the
design outdoor temperature �26 �C, and simulations were
carried out with hourly weather data for Helsinki–Vantaa,
test reference year TRY2012 (Kalamees et al. 2012; FMI
2020). For German cases, buildings were located in
Hamburg with a design outdoor temperature of �12 �C and
hourly weather data of Hamburg, test reference year
TRY2015 (DWD 2017, 2020). Table 3 shows the outdoor
temperatures of these test reference years. During the heating
season, the outdoor temperature of Helsinki is lower and
fluctuates more than that of Hamburg. The average tempera-
ture of Helsinki during the heating season is �0.3 �C, while
it is 5.2 �C in Hamburg. For Helsinki, February is the coldest
month with an average temperature of �4.5 �C and a min-
imum temperature of �20.6 �C, and the minimum tempera-
tures are quite similar in January, February, and March. For
Hamburg, January is the coldest month with an average

Fig. 2. Flow chart of simulation process.
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temperature of 1.8 �C and a minimum temperature of
�9.4 �C. The number of heating degree days for Helsinki
for an indoor air temperature of 17 �C is 3952 �C�d, while
this is 2498 �C�d for Hamburg.

Building simulation tool

The building simulation tool IDA Indoor Climate and Energy
(IDA ICE) version 4.8 was chosen for this study (Sahlin
1996). IDA ICE is a dynamic multizone simulation software
program that provides a platform where users can model char-
acteristics of a building and its technical systems such as
building geometry and structures, HVAC systems, and user
profiles. It was validated against the EN 15255-2007 and EN
15265-2007 standards (Equa Simulation 2010a). Also, it has
been validated in several studies (Bring, Sahlin, and Vuolle
1999; Moosberger 2007; Equa Simulation 2010b), which pro-
vided strong justification for using IDA ICE in this article.

Description of building models

Three building types with different properties and designs of
HVAC systems were selected to represent typical buildings

in Finland and Germany. The buildings were simulated with
normal Finnish or German design practices and weather con-
ditions, while the geometry of the same building type was
the same.

The German cultural center and office building were
assumed to be built in 1980s and the apartment building in
the 1930s, while all the simulated buildings in Finland were
assumed to be built in 1990s. The German cultural center
and office building have been renovated in recent years.
Table 4 lists the basic model parameters of these three types
of buildings.

Building structure

Table 5 shows the U values and air tightness of the build-
ings. In Finnish cases, these three types of buildings share
the same parameters except for the air leakage rate. In
German cases, the cultural center and the office building
share the same parameters except for the air leakage rate.
The load-bearing structures are mainly brick or concrete
with a high thermal storage capacity, which can be well
suited for the DR control of space heating.

Fig. 3. Finnish and German synthetic DH prices.

Table 1. Description of the Finnish synthetic DH price.

Month Average (e/MWh)
Maximum
(e/MWh)

Minimum
(e/MWh)

Standard deviation
(e/MWh)

January 67.6 138.0 32.3 26.5
February 72.1 145.4 22.4 34.5
March 65.9 133.2 36.1 27.5
April 44.7 54.6 28.2 5.8
October 41.3 50.0 24.1 5.3
November 57.2 136.7 33.8 22.7
December 65.5 136.4 27.0 30.7
Heating season 59.1 145.4 22.4 26.7
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Heating and ventilation system

All these simulated buildings are connected to the DH net-
work. The water radiator systems were designed based on
different outdoor temperatures because of different locations.
Table 6 shows design powers of heating systems at different
temperatures. The design temperatures are �26 and �12 �C,
respectively, with a design indoor air temperature of 21 �C.
Higher U values and air leakage rate for the German apart-
ment building result in higher space heating design power.
Figure 4 depicts control curves of different inlet water tem-
peratures for the three types of buildings. There are mechan-
ical cooling systems only in the Finnish cultural center and
office building.

Ventilation systems are depicted in Table 7. It shows the
range of maximum air change rate of all rooms in one build-
ing. In the Finnish cases, design exhaust airflow rates for
mechanically ventilated spaces were set according to
FINVAC (2017). In the German cases, design airflow rates
for mechanically ventilated spaces were selected by
Sepp€anen et al. (2012). The air change rate of the naturally
ventilated apartment building was set based on Mikola,
Kalamees, and K~oiv (2017). Pressure losses of the ventila-
tion duct system and efficiencies of fans were set according
to the standard EN 13779 for all the cases (CEN 2007).

Internal heat gains and domestic hot water

Internal heat gains of occupants were simulated using an
activity level of 1.2 MET with a clothing of 0.75 ± 0.25 clo,
which refers to sedentary activity and normal clothing (SFS-

EN-ISO 7730 2006). Table 8 delineates the usage time of
the buildings and annual internal heat gains of equipment
and lighting, which were calculated according to these usage
times and specific heat gains defined for the apartment
building, the cultural center (Ministry of Environment 2017),
and the office building (Martin 2017). For the German apart-
ment building, the heating energy demand of domestic hot
water (DHW) was chosen to be 17 kWh/m2 (Loga and
Imkeller-Benjes 1997), while it was 35 kWh/m2 for the
Finnish one (Ministry of Environment 2017). The heating
energy demand of DHW for the cultural center and office
building was assumed to be the same in both countries, at 4
and 6 kWh/m2, respectively (Ministry of Environment 2017).

Rule-based demand response control

Trend of district heat price

The moving future 24-h price of DH was known and control
signals (CS) were calculated by the Behrang–Sir�en method
(Alimohammadisagvand, Jokisalo, and Sir�en 2018; Vand
et al. 2020; Ju et al. 2021). In this article, the previously
mentioned rule-based demand response control
(Behrang–Sir�en method) was employed because of the sim-
plicity, easy implementation, and low computational power
demand. The price trend is decreasing, increasing, or flat
with values �1, þ1, or 0, respectively. Therefore, according
to these price trend values, indoor air temperature set-points
were chosen as 20 �C, 23 �C, or 21 �C. Marginal value,
hourly energy (DH) price (HEP), and its future average HEP

Table 3. Description of Helsinki and Hamburg outdoor temperatures of test reference years.

Month

Average (�C) Maximum (�C) Minimum (�C) Standard deviation (�C)

Finland Germany Finland Germany Finland Germany Finland Germany

January �4.0 1.8 2.8 9.5 �20.4 �9.4 5.7 3.6
February �4.5 2.6 8 10.2 �20.6 �5 7.2 2.7
March �2.6 5.1 6.2 19.5 �19.9 �5.2 4.6 4.0
April 4.5 9.0 18.3 19.6 �3.7 �1.5 4.6 4.2
October 6.2 9.9 13.9 17.5 �2.1 �0.4 3.6 3.8
November 0.5 5.7 8.9 15.1 �17.8 �4.6 6.3 4.7
December �2.2 2.0 4.9 8.4 �15 �6 4.5 3.2
Heating season �0.3 5.2 18.3 19.6 �20.6 �9.4 6.6 4.9

Table 2. Description of the German synthetic DH price.

Month Average (e/MWh)
Maximum
(e/MWh)

Minimum
(e/MWh)

Standard deviation
(e/MWh)

January 72.1 84.1 48.5 5.7
February 74.0 83.6 64.1 3.2
March 71.3 80.6 56.9 4.2
April 68.7 84.6 53.9 5.1
October 62.9 84.6 35.5 6.3
November 70.6 82.3 47.4 5.7
December 75.5 90.6 61.9 4.6
Heating season 70.7 90.6 35.5 6.4
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are used together to decide control values. The control signal
is formed as shown here:

If
HEP<HEPþ1,þ24

avr �marginal value
or

HEPþ6,þ12
avr >HEPþ6,þ24

avr þ marginal value

8<
:

9=
;,Then CS ¼ þ1

Elseif HEP>HEPþ1,þ24
avr , Then CS ¼ �1

Else CS ¼ 0
End If

(1)

where HEPþ1þ 24
avr is the future average HEP from hour 1

to hour 24, e/MWh; HEPþ6þ 12
avr is the future average HEP

from hour 6 to hour 12, e/MWh; and HEPþ6þ 24
avr is the

future average HEP from hour 6 to hour 24, e/MWh.

If the marginal value is small, the HEP will more often
be smaller than the 24-hour average price minus the mar-
ginal value. Similarly, HEPþ6þ 12

avr will more often be
higher than the sum of HEPþ6þ 24

avr and the marginal value.
Therefore, the control signals more often have a value of þ1
for charging, and the price trend is classified as increasing.
A higher marginal value represents the opposite situation
and raises the threshold of the further price trend, judged as
increasing. For comparison, marginal values of 15 e/MWh
and 75 e/MWh were applied in this study based on Martin
(2017). According to the preceding analysis, the number of
control signals with þ1 reduces with marginal value 75
e/MWh in both the Finnish and German synthetic DH pri-
ces. In addition, since the Finnish synthetic DH price

Table 4. Building model parameters.

Parameters Apartment building Cultural center Office building

Heated net floor area (m2) 4885 3937 2383
Floor number 4 3 4
Envelope area (m2) 4780 6921 3855
Window/envelope area 7.6% 8.8% 9.5%

Table 5. U values and airtightness of buildings.

Parameters

Finland Germany

Apartment building Cultural center Office building Apartment building Cultural center Office building

U value
(W/m2�K)

External walls 0.28 0.28 0.28 1.70 0.20 0.20
Roof 0.22 0.22 0.22 1.40 0.19 0.19
Ground slab 0.36 0.36 0.36 1.00 0.28 0.28
Windows 1.00 1.00 1.00 3.00 3.00 3.00

Air leakage rate, n50 (1/h) 1.00 2.00 1.60 7.00 3.00 4.50

Table 6. Design powers of space heating systems.

Space heating system

Apartment building Cultural center Office building

Finland Germany Finland Germany Finland Germany

Design power at design temperature (kW) 169 225 229 175 129 101
Specific design power at design temperature (W/m2) 35 46 58 44 54 42

Fig. 4. Inlet water temperature adjustment in relation to outdoor temperature.
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fluctuates more than the German synthetic DH price with a
higher standard deviation, with the same marginal value,
control signals of the Finnish synthetic DH price more often
have the value þ1.

Set-point control algorithm

Two demand response control algorithms for space heating
were adopted (Martin 2017): control algorithm 1 without
nighttime set-back applied only for the apartment buildings,
and control algorithm 2 with nighttime set-back for the cul-
tural centers and office buildings (Figure 5). They control
the hourly indoor air temperature by the space heating sys-
tem. In both algorithms, TSH, min is the minimum indoor
temperature (20 �C), TSH, max is the maximum indoor

temperature (23 �C), and TSH, norm is the normal indoor tem-
perature (21 �C). To avoid overheating, a limiting outdoor
temperature was chosen to be 0 �C based on Martin (2017).
Differing from control algorithm 1, a nighttime set-back
mode was employed in control algorithm 2, which dropped
the temperature set-point TSH, set to the nighttime tempera-
ture set-point TSH, night (18 �C) during the unoccupied hours
(10 pm–6 am).

Set-point smoothing

Set-point upward smoothing was applied after set-point cal-
culation. As shown in Figure 6, this allows the set-point
temperature to increase smoothly and gradually, instead of

Table 7. Ventilation systems for simulated buildings.

Country Building type Ventilation system Air change rate Operation time

Finland Apartment building Mechanical supply and exhaust
ventilation (CAV) without
heat recovery

0.5 L/h Always on

Cultural center Mechanical supply and exhaust
ventilation (VAV with CO2

control) with heat recovery
(65%) except toilets, basement,
and technical spaces

0.35–5.4 L/s, m2 8 am–10 pm

Mechanical supply and exhaust
ventilation (CAV) for basement,
toilets, and technical spaces

0.35–4.5 L/s, m2

Office building Mechanical supply and exhaust
ventilation (VAV with CO2

control) with heat recovery
(65%) for meeting rooms

0.35–3 L/s, m2 6 am–6 pm for workdays

Mechanical supply and exhaust
ventilation (CAV) for office
rooms and hallway

0.35–1.5 L/s, m2

Germany Apartment building Natural ventilation 0.24 L/h Always on
Cultural center Mechanical supply and exhaust

ventilation (CAV) without heat
recovery for kitchen, restaurant,
basement, and hall

1.7–2.36 L/s, m2 8 am–10 pm
7 am–10 pm (Basement)

Mechanical exhaust ventilation
(CAV) for toilets

2.5–4.5 L/s, m2 Always on

Natural ventilation for other spaces 0.2–0.43 L/s, m2 Always on
Office building Mechanical supply and exhaust

ventilation (CAV) without
heat recovery

2.1 L/s, m2 6 am–6 pm for workdays

Table 8. Usage time and annual internal heat gains.

Parameters Apartment building Cultural center Office building

Usage time Continuous 8 am–9 pm (everyday) 8 am–4 pm (workdays)
Annual internal heat gains of lighting
(kWh/m2�a)

15.9 29.1 18.3

Annual internal heat gains of equipment
(kWh/m2�a)

11.3 14.7 3.7
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jumping from a lower temperature to higher one abruptly,
thus preventing additional peaks in heating power demand.

Two techniques were adopted, skip mean and hanning.
First, set-points obtained based on control algorithms were
calculated by skip mean as depicted in Equation 2. The skip
mean technique weighed two adjacent hourly values of
TSH,set with factor 0.5. The final smoothed set-points were
calculated based on these skip mean set-points by hanning
technique as shown in Equation 3. The hanning technique
weighed three adjacent skip mean set-points with factor
0.25, 0.25, and 0.5, respectively:

TSkip mean
SH , n ¼ 0:5TSH , Set, n�1 þ 0:5TSH, Set, n, if n

¼ 2, 3, . . . ,N and TSH , Set, n > TSH , Set, n�1 (2)

TSmoothing
SH , n ¼

0:5TSkip mean
SH , n�1 þ 0:5TSkip mean

SH, n , if n ¼ 2 and TSH, set, n > TSH, set, n�1

0:25TSkip mean
SH, n�2 þ 0:25TSkip mean

SH , n�1 þ 0:5TSkip mean
SH , n ,

if n ¼ 2, 3, . . . ,N and TSH , se, n > TSH, set, n�1

8><
>:

(3)

where n is the hourly index for selected indoor air tempera-
ture set-point and N is the total number of set-points, which
is 8760.

Definition of flexibility factors

Figure 7 delineates the calculation principle of flexibility
factors applied in this study. The solid line is the demand
curve without DR actions. The dotted line is the curve with
DR actions. The red areas represent the moment when the
energy price trend is increasing and the indoor temperature
set-point is set to the maximum. Energy is stored mainly in
building structures during the charging period. The green
areas represent the opposite situation and heating power

demand is lower because heat energy charged to the building
structures releases with the decrease of the indoor air
temperature.

Power flexibility factors were introduced as shown in
Equations 4 and 5 (Stinner, Huchtemann, and M€uller 2016).
Heating power demand represents the total DH power of the
building, which includes space heating, ventilation, and
DHW:

Pþ ¼ Ptemp, inc:�Pref (4)

P� ¼ Ptemp, inc:�Pref (5)

where Pref is the power demand of reference cases without
DR, kW; Ptemp,inc is the power demand when the indoor air

Fig. 5. Control algorithms 1 and 2 for space heating.

Fig. 6. Smoothed set-points for a day of cases with nighttime
set-back.
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temperature increases, kW; Ptemp,dec is the power demand
when the indoor air temperature decreases, kW; Pþ is the
hourly power difference for charging compared with the ref-
erence case, kW; and P� is the hourly power difference for
discharging, kW. Since the rule-based DR control only
changes the hourly space heating power, Pþ and P� repre-
sent the differences in space heating demand. Moreover,
owing to the adoption of nighttime set-back, power demand
increases when the indoor air temperature set-point rises
after this mode. Similarly, when the indoor air temperature
set-point drops down to TSH,night, power demand decreases.
Therefore, charged and discharged power caused by price
changes and nighttime set-back are both considered in the
calculation. Charging or discharging energy is calculated
according to Equations 6 and 7, respectively:

qcharging ¼
ðscharging
0

Pþ � dt (6)

qdischarging ¼
ðsdischarging
0

P� � dt (7)

where qcharging is the charged energy of a single charging
period compared with a reference case without DR, kWh;
qdischarging is the discharged energy of a single discharging
period, kWh; scharging is the hours of a single charging
period, h; and sdischarging is the hours of a single discharging
period, h.

The seasonal energy flexibility factors are shown in
Equations 8 and 9:

FFþ ¼
Ð shs
0 pþ:dtÐ shs
0 pref :dt

(8)

FF� ¼
Ð shs
0 p�:dtÐ shs
0 pref :dt

(9)

where FFþ is the percentage of charged energy during the
heating season compared with a reference case without DR;
FF� is the percentage of discharged energy; and shs is the
hours of the heating season, h.

Results

The simulation cases include both reference cases without
DR control and DR-controlled cases. The reference cases
were simulated with a constant indoor temperature set-point
of 21 �C allowed to compare the DR controlled cases with
variable indoor air temperature set-points. Table 9 lists the
details of different simulation cases for different building
types. Set-point smoothing was used for the DR cases except
for the Finnish apartment building case FAB-DR-15-NS,
which is a comparison to analyze the smoothing effects.
Nighttime set-back was applied in the cultural center and
office building DR cases. To investigate nighttime set-back
effects, one case (FOB-DR-15) of the office building in
Finland was simulated without nighttime set-back.

Smoothing of set-points

In order to illustrate the set-point smoothing effects, the
Finnish DR-controlled apartment building without set-point
smoothing (FAB-DR-15-NS) was simulated with marginal
value 15 e/MWh. Figure 8 describes the hourly DH power
for the 24-h example period in the reference case without
DR (FAB) and the DR cases with and without smoothing
(FAB-DR-15 and FAB-DR-15-NS). It indicates that the DR
control without smoothing creates additional peaks in power
demand. During the example period, the peak power demand
of the DR control case without smoothing (FAB-DR-15-NS)
is 8.4 kW higher than in the reference case without DR
(FAB) and 12 kW higher than the DR control case with
smoothing (FAB-DR-15). Because of this advantage, upward
set-point smoothing was applied in all the cases analyzed in
the following sections.

Set-point variations

Variations of indoor temperature set-points during the heat-
ing season are analyzed in this section with the Finnish and
German synthetic DH prices. Figure 9 describes the range of

Fig. 7. Charging and discharging energies during increasing and decreasing price trends.
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the hours for which the algorithms set the set-point to 23 �C,
20 �C, and 18/20 �C per month during the heating season,
with the Finnish synthetic DH price and marginal value 15
e/MWh. Whiskers in these box charts show the values for
the minimum to maximum. The interquartile range is from
25% to 75% of these. For example, in February, the max-
imum number of charging hours is 48, which means that the
temperature set-point was maintained continuously at 23 �C
for 48 hours.

To understand the relationship between the DH price and
set-point variations, the results shown in Table 1 and Figure
9 are compared. The Finnish synthetic DH price has lower
average prices and standard deviations in April and October,
which leads to no charging hours, for example, in the DR-15
condition. On the contrary, February has the maximum
hourly price and largest standard deviation, which results in
the longest charging period. Compared with the condition
DR-15-NT (see Figure 9), which applied nighttime set-back,
the maximum hours for charging per month decrease to
close to 15, and the maximum discharging hours increase.
This is mainly because the DR control was only adopted
during the daytime and the indoor air temperature was main-
tained at 18 �C from 10 pm to 6 am.

To compare different marginal value and price effects,
Table 10 shows the number of total set-point variation hours
in the Finnish and German cases for each month during the
heating season. For the Finnish cases, for example, with the
condition DR-15, there are 201 charging hours in total when
the indoor temperature was set to 23 �C in January. Contrary
to the cases with marginal value 15 e/MWh, the cases with
marginal value 75 e/MWh have only 5 or 3 charging hours,
which can be considered almost no charging actions during
the heating season. The reason is that the higher marginal

value decreases the possibility that the control signal is set
to þ1. Moreover, the cases with marginal value 75 e/MWh
have a higher number of discharging hours each month.

In the German cases, there were almost no charging
hours. Compared with the Finnish synthetic price, the
German synthetic DH price is flatter with smaller deviations
(see Tables 1 and 2). Based on Equation 1, the marginal
value 75 e/MWh decreases charging hours. However, since
the German synthetic DH price fluctuates relatively slightly
around the average price, there are almost no charging hours
with marginal value 15 e/MWh. Thus, as shown in Table
10, the change of marginal values has almost no impact on
set-point variations. Moreover, in each condition, the number
of discharging hours is higher than the charging hours of
each month. Although the marginal value changes, charging
and discharging hours in April and October are the same
because of their price characteristics.

Table 11 lists the number of total set-point variation peri-
ods per month in Finnish and German cases during the heat-
ing season. In the Finnish conditions, the lower marginal
value makes the control signals more sensitive to price var-
iations. Combining the results of Tables 1, 10, and 11, con-
dition DR-15 shows that, as the standard deviation of
Finnish synthetic DH price decreases, the number of total
set-point variation hours and periods also decrease each
month. Although the application of nighttime set-back
decreases the number of total charging hours in these
Finnish conditions, the total number of periods for charging
hardly changes in each month. The total number of periods
for discharging increases with the increase of total discharg-
ing hours per month except in April and October.

For the German conditions, because of the flatter price
characteristic, the direct relationship between the German

Table 9. Simulation cases for different building types.

Country Building type Cases
Marginal value

with DR (e/MWh)
Nighttime

set-back mode

Finland Apartment building FAB (Reference) No DR –
FAB-DR-15-NS 15 –
FAB-DR-15 15 –
FAB-DR-75 75 –

Cultural center FCC(Reference) No DR –
FCC-DR-15-NT 15 �
FCC-DR-75-NT 75 �

Office building FOB (Reference) No DR –
FOB-DR-15 15 –
FOB-DR-15-NT 15 �
FOB-DR-75-NT 75 �

Germany Apartment building GAB (Reference) No DR –
GAB-DR-15 15 –
GAB-DR-75 75 –

Cultural center GCC (Reference) No DR –
GCC-DR-15-NT 15 �
GCC-DR-75-NT 75 �

Office building GOB (Reference) No DR –
GOB-DR-15-NT 15 �
GOB-DR-75-NT 75 �
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synthetic DH price and set-point variations is ambiguous.
There are more discharging periods in March, April, and
October. Although the application of nighttime set-back
increases the number of total discharging hours in each
month, the number of total discharging periods decreases in
some months.

Impacts on charging and discharging energies

This section analyzes the charging and discharging energies
of DR cases. The purpose of this summarization is to illus-
trate the ways in which these simulated buildings behave
with the rule-based DR control from the perspective of
DH producers.

Fig. 8. The effect of DR and set-point smoothing on hourly DH power demand.

Fig. 9. Set-point variation hours in Finnish cases for each month with marginal value 15 e/MWh.
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Charging and discharging energies of Finnish cases
Charging and discharging energies were calculated based on
Equations 6 and 7. Figure 10 shows the variation, median,
and mean values of charging and discharging energies of
each charging or discharging period per month in the three
building types during the heating season. For the apartment
building cases, with a marginal value 15 e/MWh, the max-
imum charging energy during a single charging period
reaches 968 kWh in February, which is close to the heat
storage capacity of a fully mixed 28-m3 water tank with DT
of 30K. The Finnish synthetic DH price and the Helsinki
outdoor temperature combined affect the charging and dis-
charging energies. February is the coldest month with the
longest charging period for 48 hours with the condition DR-
15, which results in the highest maximum charging energy
during the heating season. January, November, and
December are colder months with higher price standard
deviations, which results in relatively higher maximum

charging and discharging energies. However, the mean
charging and discharging energies are all close to 200 kWh
except in April and October. This indicates that the max-
imum charging and discharging energies change with the
changes of Finnish synthetic DH price standard deviation
per month. With the marginal value 75 e/MWh, there are
obvious decreases for charging energy maximum and mean
values because of the reduction of charging hours.

Nighttime set-back was employed in the Finnish cultural
center and office building. The higher marginal value 75
e/MWh weakens the price fluctuation effects in both the
Finnish cultural center and office building cases, which is
consistent with the previous analysis. If nighttime set-back is
applied, the maximum charging energies of January,
February, November, and December are quite similar. This
indicates that the application of nighttime set-back also
weakens the price fluctuation impact on maximum charging
and discharging energies. In accordance with the apartment

Table 10. Number of total set-point variation hours in Finnish and German cases for each month during the heating season.

Country Condition Set-point temperature (�C) January February March April October November December Total hours

Finland DR-15 23 201 215 119 0 0 78 175 788
20 354 247 366 419 458 401 369 2614

DR-15-NT 23 112 123 74 0 0 34 90 433
18/20 511 438 543 566 586 556 547 3747

DR-75 23 0 0 0 0 0 0 5 5
20 455 358 413 419 458 442 415 2960

DR-75-NT 23 0 0 0 0 0 0 3 3
18/20 583 502 574 566 586 575 563 3949

Germany DR-15 23 1 0 0 0 0 0 5 6
20 436 415 510 470 533 472 441 3277

DR-
15-NT

23 1 0 0 0 0 0 3 4
18/20 478 450 556 528 569 517 489 3587

DR-75 23 0 0 0 0 0 0 5 5
20 436 415 510 470 533 472 441 3277

DR-
75-NT

23 0 0 0 0 0 0 3 3
18/20 478 450 556 528 569 517 489 3587

Table 11. Number of total set-point variation periods per month in Finnish and German cases during the heating season.

Country Condition Set-point temperature (�C) January February March April October November December

Finland DR-15 23 15 13 13 0 0 8 14
20 24 16 27 22 24 20 24

DR-15-NT 23 17 15 13 0 0 7 14
18/20 32 26 31 24 24 25 29

DR-75 23 0 0 0 0 0 0 1
20 21 16 23 22 24 18 24

DR-75-NT 23 0 0 0 0 0 0 1
18/20 26 21 27 24 24 23 27

Germany DR-15 23 1 0 0 0 0 0 1
20 29 35 44 45 48 25 33

DR-
15-NT

23 1 0 0 0 0 0 1
18/20 29 34 40 44 44 28 31

DR-75 23 0 0 0 0 0 0 1
20 29 35 44 45 48 25 33

DR-
75-NT

23 0 0 0 0 0 0 1
18/20 29 34 40 44 44 28 31
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building results, in the Finnish cultural center and office
building February has the highest maximum discharging
energy. Compared with the cultural center, the maximum
and mean charging energies per month are higher in the
office building. Moreover, because the same numbers of
charging and discharging hours happen in April and October
with different marginal values, in each type of building, the
charging and discharging energies in these two months are
the same.

Table 12 shows the total specific charging and discharg-
ing energies of Finnish cases per month and for the whole
heating season. Months with a more fluctuating DH price
and a colder outdoor temperature have a higher amount of
total specific charging and discharging energies. In case
FAB-DR-15, the total specific charging and discharging
energies are almost balanced per month and the total specific
discharging energy is 0.3 kWh/m2 more than the charging
energy of the whole heating season. In case FAB-DR-75,
the total specific charging energy of the whole heating

season reduces by nearly half compared with case FAB-DR-
15. Moreover, the amount of total specific discharging
energy of the heating season reduces by 30%. Charging
energy decreased because of the reduction of charging hours,
which resulted in less energy storage. Thus, less energy was
released when the indoor air temperature dropped down,
which caused less discharging energy. Similarly, in the
Finnish cultural center and office building cases, when the
marginal value increased, only 70–80% of the total specific
energy is charged or discharged during the heating season.
The total specific charging energy during the whole heating
season is significantly higher in the office building compared
to other building types. It is more than twice that of the cul-
tural center with marginal value 15 e/MWh. The reason is
the more intermittent use of the office building and its venti-
lation system (see Tables 7 and 8). There are no internal
heat gains during the weekends, which affects indoor tem-
peratures and space heating demand. In addition, the ventila-
tion system only operated during workdays, which decreased

Fig. 10. Variations of charging/discharging energies during a single charging/discharging period in the Finnish apartment building
(FAB), cultural center (FCC), and office building (FOB) with marginal values of 15 e/MWh and 75 e/MWh.
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the heat provided by the ventilation system compared with
other buildings. Since the DR control only worked on space
heating, space heating consumption has more obvious
changes in the office building, which results in a higher
amount of specific charging and discharging energies.

Charging and discharging energies of German cases
Table 10 illustrates that the set-points of the German syn-
thetic DH price with different marginal values are nearly the
same. Figure 11 shows the charging and discharging ener-
gies of each period per month in the German cases. It also
indicates that different marginal values have no impact on
the charging and discharging energies. The maximum charg-
ing energies are quite similar from January to October in the
apartment building, and are lower compared to other build-
ing types with nighttime set-back. The highest maximum
charging energy appears in December in the office building.
It reaches 351 kWh, which is close to the heat storage cap-
acity of a fully mixed 10-m3 water tank with DT of 30K.
The change trend for mean and maximum charging energies
per month is consistent, and both increase with the decrease
of the average Hamburg outdoor temperature in the cultural
center and office building cases.

Table 13 shows the total specific charging and discharg-
ing energies of German cases per month and during the
whole heating season. Similar to the Finnish cases, the
amount of total specific charging and discharging energies in
the office building during the whole heating season is higher
compared to the other building types. The total specific
charging energy of German office building during the heat-
ing season is more than three times that of the apartment
building, while it is only 2.4 kWh/m2 more than that of the
cultural center. Compared with the Finnish apartment build-
ing and office building, less specific charging energy is
needed in the German ones during the heating season.
Although the Hamburg outdoor temperature is higher, the
total specific charging energies per month in the German
case GCC-DR-15 are quite close to those of the Finnish cul-
tural center case FCC-DR-15.

Nighttime set-back effects on power demand

In order to analyze the nighttime set-back effects on power
demand, the Finnish office building was simulated without
nighttime set-back with marginal value 15 e/MWh.
According to Equations 4 and 5, Figure 12 depicts variations
of power flexibility factors in cases FOB-DR-15 and FOB-
DR-15-NT. It illustrates that Pþ values increased signifi-
cantly when nighttime set-back was adopted. The maximum
Pþ per month in cases with nighttime set-back increases at
least 56% except in December. Moreover, the mean Pþ per
month has an increase of 20–80%. The reason is that when
indoor temperature increases from 18 �C to 21 or 23 �C this
needs more heating power than increases from 20 �C to 21
or 23 �C. Figure 13 describes the hourly DH power for two
example days in January of the Finnish office building case
with DR (FOB-DR-15) and with DR and nighttime set-back
(FOB-DR-15-NT). It depicts that there is an obvious
decrease in the DH power during the unoccupied hours
(10 pm–6 am) because of nighttime set-back. However, this
also causes a significant increase of the heating power in the
early morning, and because of the large thermal mass of the
office building, the heating power is higher throughout the
day until the nighttime set-back is activated. Moreover, it
indicates that when nighttime set-back is applied, additional
peaks are created. The peak demand for FOB-DR-15-NT
reaches 69.4 kW and the maximum difference is 21 kW,
compared with the Finnish building case without nighttime
set-back (FOB-DR-15), which runs counter to the DR con-
trol purpose for peak shaving.

Impacts on energy flexibility

Table 14 lists the seasonal energy flexibility factors that
were calculated according to Equations 8 and 9 and average
indoor temperatures of Finnish and German cases. The tem-
peratures describe average indoor temperature conditions of
the building during the entire heating season (Tave) or during
the occupied hours in the heating season (Tave,occ). They
were calculated as weighted average by the volume of the

Table 12. Total specific charging and discharging energies of the Finnish cases per heated net floor area.

Cases

Total specific charging energy (kWh/m2)

January February March April October November December Heating season

FAB-DR-15 1.2 1.1 0.9 0.3 0.3 0.7 1.2 5.6
FAB-DR-75 0.4 0.4 0.5 0.3 0.3 0.4 0.5 2.9
FCC-DR-15-NT 1.5 1.5 1.2 0.4 0.5 1.0 1.4 7.5
FCC-DR-75-NT 0.8 0.8 0.8 0.4 0.5 0.8 0.9 5.1
FOB-DR-15-NT 3.6 3.4 2.9 1.2 1.5 2.4 3.3 18.3
FOB-DR-75-NT 2.5 2.3 2.2 1.2 1.4 2.1 2.6 14.4
Total specific discharging energy (kWh/m2)
FAB-DR-15 �1.1 �0.9 �1.0 �0.5 �0.5 �0.8 �1.0 �5.9
FAB-DR-75 �0.7 �0.6 �0.7 �0.5 �0.5 �0.6 �0.6 �4.2
FCC-DR-15-NT �1.9 �1.8 �1.6 �0.8 �1.1 �1.5 �1.7 �10.3
FCC-DR-75-NT �1.5 �1.3 �1.4 �0.8 �1.1 �1.3 �1.5 �8.8
FOB-DR-15-NT �4.0 �3.8 �3.4 �1.6 �2.2 �3.0 �3.6 �21.7
FOB-DR-75-NT �3.2 �2.9 �3.0 �1.6 �2.2 �2.8 �3.2 �19.0

Volume 0, Number 0, Month 2021 15



Fig. 11. Variations of charging/discharging energies during a single charging/discharging period in the German apartment building
(GAB), cultural center (GCC), and office building (GOB) with marginal values of 15 e/MWh and 75 e/MWh.

Table 13. Total specific charging and discharging energies of the German cases per heated net floor area.

Cases

Total specific charging energy (kWh/m2)

January February March April October November December Heating season

GAB-DR-15 0.5 0.4 0.4 0.2 0.2 0.4 0.5 2.7
GAB-DR-75 0.5 0.4 0.4 0.2 0.2 0.4 0.5 2.7
GCC-DR-15-NT 1.5 1.2 1.0 0.6 0.6 1.0 1.5 7.3
GCC-DR-75-NT 1.5 1.2 1.0 0.6 0.6 1.0 1.5 7.3
GOB-DR-15-NT 2.2 1.7 1.3 0.6 0.6 1.3 2.0 9.7
GOB-DR-75-NT 2.2 1.7 1.3 0.6 0.6 1.3 2.0 9.7
Total specific discharging energy (kWh/m2)
GAB-DR-15 �0.9 �0.8 �0.8 �0.4 �0.6 �0.8 �0.8 �5.1
GAB-DR-75 �0.9 �0.8 �0.8 �0.4 �0.6 �0.8 �0.8 �5.1
GCC-DR-15-NT �2.6 �2.3 �2.2 �1.5 �1.7 �2.1 �2.6 �15.0
GCC-DR-75-NT �2.6 �2.3 �2.2 �1.5 �1.7 �2.1 �2.6 �15.0
GOB-DR-15-NT �4.1 �3.5 �3.4 �1.8 �2.5 �3.3 �3.9 �22.5
GOB-DR-75-NT �4.1 �3.5 �3.4 �1.8 �2.5 �3.3 �3.9 �22.5
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rooms. Tave and Tave, occ are the same for apartment build-
ings because of their continuous usage. For the cultural cen-
ter and office building with nighttime set-back, Tave, occ

values increase about 0.4–0.7 �C compared with the Tave val-
ues. Buildings that have higher FFþ values and FF� lower
values have lower average temperatures. However, the
change of FFþ and FF� values has almost no effect on
these average temperatures during occupied hours. This
illustrates that although DR control makes the building more
flexible, the indoor air temperature was maintained in an
acceptable range during working hours.

Absolute values of FF� are always higher than FFþ val-
ues in all the cases, which leads to energy saving. It can
also be seen from Table 14 that the Finnish cases with mar-
ginal value 15 e/MWh are more flexible than these with
marginal value 75 e/MWh. However, since the German syn-
thetic DH price is relatively flatter, energy flexibility factors
are the same with different marginal values. Moreover, the
Finnish office building cases FOB-DR-15 and FOB-DR-15-
NT illustrate that cases with nighttime set-back have higher
FFþ values and lower FF� values, which means that more
energy was charged and discharged.

Fig. 12. Power flexibility factors Pþ and P� of the Finnish office building without and with nighttime set-back.

Fig. 13. Hourly heating power demand with (red line) and without (blue line) nighttime set-back in the Finnish office building.
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Moreover, overall, FFþ values for the Finnish apartment
and office buildings are higher than for the German ones.
FF� values of the Finnish apartment and office buildings
are lower than for the German ones. This illustrates that the
DR-controlled apartment and office buildings located in
colder areas with a more fluctuating DH price are more flex-
ible. However, although the Hamburg outdoor temperature is
higher, the Finnish and German cultural center cases have
similar energy flexibility values because of the higher U val-
ues of windows and the airtightness in the German cultural
center. The office building cases have higher FFþ values
and FF� lower values in both Finland and Germany. A
higher percentage of energy was charged and discharged
during the DR control because of more intermittent usage of
the office building and its ventilation system.

Discussion

In order to reduce CO2 emissions and realize climate neu-
trality, a more flexible DH energy network is required to
increase the proportion of renewable sources to the energy
system. The advantages of DR for prosumers have been
comprehensively analyzed in previous papers (De Coninck
and Helsen 2016; Miller and Senadeera 2017; Zafar et al.
2018). This article investigates ways in which DR affects
the power and energy flexibility of three types of district
heated buildings from the perspective of DH producers. The
analysis of heat stored and discharged provides references
for different building type actions on DR control with differ-
ent prices and weather conditions. For DH producers, this
kind of analysis could be valuable for the system operation.
Moreover, the maximum charging energy of each charging
period for each type of building can be obtained. In a DH
system, different types of buildings are connected in the
same network. If TES, such as a centralized hot water stor-
age tank, is installed in a DH system to provide storage cap-
acity, this kind of analysis can effectively approximate water
tank capacity. The results also indicate that the studied
demand response control can significantly shape the heating

power demand of the buildings and increase the flexibility
of the energy use, which can also make the DH sys-
tem flexible.

Set-point smoothing makes the indoor air temperature
increase gradually, which decreases the peak power demand.
The obtained results show that the DR control without
smoothing creates additional peaks in power demand, while
set-point smoothing significantly decreases the peak power
demand compared to that case. The adoption of set-point
smoothing can weaken the rebound effect, and this could be
an action to consider in the DR control. In addition, although
set-point smoothing was adopted, the rebound effect in these
cases with nighttime set-back was still obvious. Analysis
reveals that the application of nighttime set-back causes add-
itional peaks, which is detrimental for the DH system oper-
ation. Rebound effect and additional peaks of heating power
should be prevented in the selection of the control strategies.
Otherwise, a significant increase of power demand can be
caused in the early morning, which runs counter to the original
DR intention of reducing peak energy consumption. Therefore,
whether to adopt nighttime set-back during the coldest period
needs to be considered, because the DH system operates at
full capacity. Moreover, the asynchronization of ending times
in nighttime set-back mode applied to buildings connected to
the same DH network would help to minimize the peaks
caused by the nighttime set-back.

Set-point variations were analyzed, and this intuitively
provides the impact of energy prices on control signals.
When the set-point increased to 23 �C, it resulted in charging
periods. Conversely, when the set-point temperature was set
to 18 or 20 �C, there were discharging periods. However, the
method was different for calculating charging and discharg-
ing energies. Because of the thermal mass, there was a delay
when the indoor temperature changed. Therefore, the charg-
ing energy cannot be calculated according to the charging
hours counted by set-points. When the difference between
DR cases and reference cases was above zero, this extra
share of energy was classified as charging energy.
Conversely, when the difference between DR cases and ref-
erence cases was below zero, this extra share of energy was

Table 14. Flexibility factors and average indoor temperature of Finnish and German cases.

Country Case
FFþ

(%)
FF�

(%)
Average temperature,

Tave (�C)
Average temperature

during occupied hours, Tave, occ (�C)

Finland FAB-DR-15 7.7 �8.1 21.3 21.3
FAB-DR-75 4.0 �5.8 21.1 21.1
FCC-DR-15-NT 8.5 �11.6 21.1 21.6
FCC-DR-75-NT 5.7 �10.0 20.9 21.4
FOB-DR-15 18.0 �18.9 21.4 21.5
FOB-DR-15-NT 25.9 �30.7 20.5 21.2
FOB-DR-75-NT 20.4 �26.9 20.3 20.9

Germany GAB-DR-15 3.1 �6.0 21.2 21.2
GAB-DR-75 3.1 �6.0 21.2 21.2
GCC-DR-15-NT 6.5 �13.4 20.8 21.5
GCC-DR-75-NT 6.5 �13.4 20.8 21.5
GOB-DR-15-NT 8.4 �19.6 20.5 20.9
GOB-DR-75-NT 8.4 �19.6 20.5 21.0
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discharging energy. During the simulation, because of set-
point changes, hourly power became different from the refer-
ence cases. Some differences, relatively small and less than
1 kW, were also calculated as charging or discharging
energy. This is one reason that there is charging energy for
the months without charging hours. The other reason is that
for the periods when indoor air temperature increased from
18 or 20 �C to normal temperature, more energy was needed.
This method calculates all the energy changed share and
fully considers the impact of massive building structures on
power demand.

This study investigated DR actions with two country-spe-
cific dynamic prices. Results indicate that the level of fluctu-
ation has a major role in the amount of charging and
discharging energies and flexibilities in buildings. The amount
of charging and discharging energies in buildings increases
with a more fluctuating dynamic price and this also makes the
buildings more flexible. Moreover, the choice of marginal val-
ues of the control algorithm has a key role in building energy
flexibilities. Marginal values can be chosen freely. Considering
the analysis of different marginal values effects
(Alimohammadisagvand, Jokisalo, and Sir�en 2018; Martin
2017), marginal values of 15 and 75 e/MWh were chosen
because their larger difference made notable differences in the
operation of the control algorithm. A lower marginal value is
more sensitive and active for price changes, which leads to
more charging actions. However, from the perspective of
energy consumption, the more energy is stored in thermal
mass, the more energy is lost. However, with higher marginal
values, there are fewer charging hours and energy loss is
minor. The analysis of different marginal value effects also
indicated that higher ones have higher energy saving potential
and more costs were saved, while the difference in cost saving
rate was no more than 1% (Alimohammadisagvand, Jokisalo,
and Sir�en 2018; Martin 2017). However, a lower marginal
value makes the DR-controlled buildings more flexible. This
can better meet the purpose of increasing the proportion of
renewable energy and reduce CO2 emissions.

The results of this study are applicable to the studied build-
ing types with similar climate conditions and price characteris-
tics of the DH energy. Once the heat generators change, the
price profile will also change, which results in different control
signals. However, the methodology applied in this study is gen-
eral. Although the results in this study are specific for certain
types of buildings, weather conditions, and prices, the rule-
based DR control and simulation method could be employed in
any types of buildings with different climate conditions and
prices. In addition, the control algorithms only control space
heating power demand. The DHW power demand impact on
peak power of the building and heating system is not taken
into consideration. Their cooperative actions could offer a fur-
ther topic for control algorithm examination.

Conclusions

This study investigates the effect of the rule-based DR con-
trol algorithm on heating power and energy flexibility with

three types of district heated buildings, the apartment build-
ing, the cultural center, and the office building, in both
Finland and Germany. Two different marginal values, 15
and 75 e/MWh, were adopted in the control algorithms. In
addition, two country-specific DH prices were employed: the
Finnish synthetic DH price and the German synthetic
DH price.

According to the results, the application of set-point
smoothing weakens the rebound effect. The DH peak power
demand decreases compared with the case without smooth-
ing. The application of nighttime set-back can effectively
save energy during the periods with an absence of occu-
pants. However, it causes additional peaks, which is detri-
mental to the DH system operation, especially for the
coldest periods.

For the hourly DH prices, the lower marginal value is
more sensitive and active for price changes, which leads to
more charging actions, while the higher marginal value
weakened the price fluctuation effects. Compared with the
Finnish synthetic DH pric used, the German synthetic DH
price used was flatter with a smaller deviation, which caused
marginal value changes to have no impact on set-points.

The studied demand response control can significantly
shape the heating power demand of the buildings and
increase the flexibility of the energy use. The range of sea-
sonal energy flexibility factors is from 3 to 26% for charg-
ing and from �6 to �31% for discharging, depending on
the building types and countries. The maximum and mean
charging energies of a single charging period are mainly
affected by the hourly DH price and the outdoor tempera-
ture. A more fluctuating hourly DH price and a lower out-
door temperature result in higher maximum and mean
charging energies of charging periods. The indoor air tem-
perature was also maintained in an acceptable range during
working hours with DR control. Compared with the apart-
ment building and cultural center, the office building cases
have a higher percentage of charging and discharging ener-
gies because of the more intermittent usage of office build-
ing and its ventilation system.
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