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Introduction 

Climate forcers can have very different abilities to affect climate, depending on the time scale of 

climate impacts. Global atmospheric lifetimes of important climate forcers range from days (for 

aerosols and other short-lived climate forcers, SLCFs) to centuries (for greenhouse gases such as 

CO2). The efficiency to scatter or absorb radiation of gases and aerosols can differ greatly, which 

further affects the spatio-temporal patterns and magnitude of climate impacts. In addition, air quality 

impacts of climate forcers vary in the atmosphere, owing to differences in atmospheric processes.  

Given the large differences in greenhouse gas and aerosol lifetimes and interactions with climate and 

air quality, it can be challenging to compare their impacts globally. It is even more challenging to 

assess regional impacts, e.g. aerosol climate processes vary regionally, depending on aerosol 

interactions with local snow or cloud cover.  

In addition, unforced climate process variability, e.g. “weather noise”, needs to be considered. For 

instance, simulated temperature impacts of a climate forcer emitted from a relatively clean source are 

more strongly obscured by temperature variability than emissions from a heavily polluting source, 

especially in model projections of near-term climate trends, i.e. over several years to a few decades. 

This raises questions about the statistical robustness of diagnosed climate impacts.  

To address these various challenges efficiently, a range of different models is needed. Complex Earth 

System Models (ESMs) simulate highly complex air pollutant and radiative forcing processes. 

However, the high computing costs of these models and considerable model uncertainties (e.g., in 

climate feedbacks and parameterizations of SLCF processes) substantially limit their usefulness for 

assessments of the climate and air quality impacts where emissions of multiple pollutants from 

different sources need to be considered. Consequently, multi-model assessment of SLCFs with these 

models have focussed on changes in global climate forcer emissions. Statistically robust radiative 

forcings from interactions of different aerosol species with clouds or snow are often lacking, especially 

at regional scales. For these reasons, ESM-based scenarios alone may not be suitable for the 

development of mitigation policies targeting multiple climate forcers that are emitted from different 

sources. 

In contrast to ESMs, climate emulators are highly approximated models for rapid assessments of the 

impacts of emission changes on radiative forcings and temperature. In addition, air quality source-

receptor models are used to assess air quality responses to emission changes. Climate emulators and 

air quality source-receptor models employ analytic relationships between emissions, concentrations, 

or radiative forcing. These models are numerically inexpensive because the net concentration and 

forcing impacts of numerous complex physical and chemical process are highly parameterized. The 

parameterizations are either directly based on results from ESMs or air quality grid point models, or 
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they are tuned to match results from more sophisticated models or multi-model ensembles. Given the 

simplicity of the parameterizations, climate emulators cannot be used to simulate changes in sea ice, 

precipitation, or other important climate variables. Further, unforced inter-annual to multi-decadal 

climate variability is not simulated. 

Despite the simplicity of climate emulators, forced temperature trends simulated by climate and ESMs 

have been reproduced to within the uncertainty of the ESM simulations, across a wide range of 

scenarios (Meinshausen et al., 2011; Good et al., 2011, 2013; Geoffroy et al., 2013; Smith et al., 2018; 

Forster et al., 2020; Tsutsui, 2020). Similar, source–receptor air quality models have been successfully 

used to simulate impacts of emissions on air quality (Alcamo et al., 1995, Heyes et al., 2011; Foley et 

al., 2014; Li et al., 2014; Liu et al., 2017; Porter et al., 2017; van Dingenen et al., 2018). 

Here, a new combined climate and air quality emulator is summarized for simulating linkages between 

emissions, climate, and air quality. Annual mean emissions of CO2, CH4, CO, NOx, VOC, sulfur, black 

carbon (BC), and organic carbon (OC) are used. No other climate forcers are considered, which 

implies that simulated warming trends are likely underestimated although this should not affect the 

comparisons in this study. Climate and air quality impacts of emissions from 7 different regions are 

simulated: Western Arctic Council (Canada and United States), Eastern Arctic Council (Kingdom of 

Denmark, Finland, Iceland, Norway, the Russian Federation, and Sweden), Rest of Europe, Arctic 

Council Asian Observer countries (Japan, People’s Republic of China, Republic of India, Republic of 

Korea, Republic of Singapore), and the Rest of the World. Results for climate forcing processes and 

their uncertainties are also available from the emulator simulations.  

The following sections summarize the underlying mathematical concepts, their key features and 

limitations. Further details are available in AMAP (2021). 

Air quality response to emission changes 

The emulator simulations of air pollutant concentrations are based on pre-calculated linear 

relationships between regional emissions and concentration responses from simulations with 3D grid-

point models. Source–receptor relationships are used to simulate impacts of emissions on annual 

mean air pollutant concentrations. Similar to the climate emulator component, efficiency of calculations 

is achieved through a rigorous linearization of complex physical and chemical atmospheric processes. 

This can limit the accuracy of simulated concentration responses involving non-linear processes (e.g. 

Yang et al., 2019). 

Emissions, 𝐸𝑝(t) (in kg/year), of sulfur, BC, and OC are linked to speciated near-surface PM2.5 

concentrations, 𝐶 (in kg m-3), in the emulator, which are spatially and annually varying. The 

parameterized source-receptor relationships are based on the assumption that atmospheric lifetimes 

of the emitted species are short, i.e. 𝜏𝑖 << 1 yr, so that a linear relationship between annual mean 

emissions and concentrations can be used as an approximation, i.e. 

𝐶(𝒙, 𝑡) = ∑ 𝑐𝑝(𝒙) (𝐸𝑝(t) − 𝐸𝑝(𝑡𝑟𝑒𝑓))  .

𝑃

𝑝=1

 

Here, 𝑐𝑝(𝒙) are spatially variable concentration sensitivities, which were determined by perturbing 

emissions in comprehensive 3D models for source or region 𝑝 and recording the equilibrated response 

in simulated PM2.5 concentration to that perturbation, i.e. relative to the reference year 𝑡𝑟𝑒𝑓= 2015, 
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𝑐𝑝 =
𝑑𝐶

𝑑𝐸𝑝
  . 

Downscaled multi-model mean results from CanAM5-PAM, CESM2.0, MRI-ESM2, and UKESM1, are 

used, as described in more detail below. In addition, PM2.5 background concentrations, 𝐶0(𝒙), are 

specified to account for contributions from sea salt and mineral dust aerosols, which are assumed to 

be steady.  

In order to better reproduce concentration gradients for the analysis of health impacts we first 

downscale the PM2.5 concentrations that are simulated in the 3D models to derive concentration sensi-

tivities and further conduct the air quality analysis at a resolution of 0.5° latitude and longitude. This 

means that we effectively increase the horizontal resolution of the 3D model results by scaling these 

linearly using a global, non-Arctic satellite-based dataset from Dalhousie University at a resolution of 

0.5° (http://fizz.phys.dal.ca/~atmos/martin/?page_id=140, van Donkelaar et al., 2016). The overall goal 

is to enhance regional PM2.5 concentration patterns by introducing spatial PM2.5 variability at scales 

that are unresolved by the model but are important for health impacts. By design, the approach pre-

serves the large-scale features that are resolved by the models at their native resolution.  

The approach described above is used for different source sectors in each region. Different values of 

𝑐𝑝(𝒙) are available for emissions from upstream oil and gas production sources (“oil & gas flaring”) 

and combined fossil and bio fuel sources related to energy consumption (“fossil & bio fuel”). The for-

mer includes storage and distribution, including the intended venting and unintended leakage during 

extraction and transportation of oil and gas, the release of ventilation air CH4 during coal mining, and 

the flaring of excess gases and liquids. The latter includes land-based emissions from residential and 

commercial sources; agriculture and waste burning on fields; power plants, energy conversion and ex-

traction; industrial combustion and processing; surface transportation; and waste processing. In addi-

tion to these upstream and downstream sources, emissions from international shipping sources (“ship-

ping”) are considered as a separate emission source, too.  

Climate response to emission changes  

The response of climate to emission changes in the emulator is simulated based on linearized and 

highly approximated mass and energy balances of the climate system. Consistent with the approach 

for near-surface PM2.5 described above, linear relationships between emissions in 5 regions and 

radiative forcings are assumed, for 3 separate source categories. 

Conceptually, the emulator simulates the forced response in the global and Arctic mean surface air 

temperatures to a series of instantaneous pulse emissions of different chemical species, which affect 

the energy balance of the climate system by changing radiative forcings of greenhouse gases and 

SLCFs. The temporal evolution of the regional mean temperature in response to the pulse emission is 

approximated using a specified climate sensitivity, time scales of heat dissipation, and other 

parameters derived from simulations with more comprehensive models, in addition to Regional 

Temperature-Change Potentials, which were previously used for the AMAP 2015 black carbon and 

ozone assessment (AMAP, 2015). Furthermore, radiative forcings of CO2 and CH4 are simulated, 

based on global atmospheric mass budgets which account for key physical and chemical loss 

processes.  

To compare impacts of emissions of different greenhouse gases on global mean temperature, Shine et 

al. (2005) proposed the Global Temperature Change Potential (GTP) as a metric, based on a 

linearized energy budget of the global climate system (e.g. Roe, 2009). As an extension of this 
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approach, Boucher and Reddy (2008) and Fuglestvedt et al. (2010) subsequently introduced the 

Absolute Global Temperature-Change Potential (AGTP) to determine the surface temperature 

response following an instantaneous pulse emission of a well-mixed greenhouse gas or short-lived 

climate forcer, which can be defined as 

AGTP(𝐻) = ∫ 𝐴(𝑡) 𝑅(𝐻 − 𝑡) 𝑑𝑡

𝐻

0

  ,    (1) 

where the units are K kg-1 and 𝐻 is the annual time horizon (in yr), which represents the time elapsed 

between the times of the pulse emission and temperature response. The two terms in the integral on 

the right hand side of Eq. (1) represent the radiative forcing of the climate forcer and temperature 

response to the radiative forcing, respectively, as described below. 

In addition to global temperature impacts, regional temperatures impacts are approximated, based on 

the Absolute Regional Temperature-Change Potential (ARTP; Shindell and Faluvegi, 2009; Shindell 

and Faluvegi, 2010; Shindell, 2012, Collins et al., 2013). As an extension of the AGTP concept, the 

emulator additionally accounts for the transport of heat between the different regions of the earth 

system. Specifically, it provides the temperature response in region 𝑚 to a radiative forcing in region 𝑙, 

where 𝑙, 𝑚 = 1, … , 𝑀, for a total of 𝑀 separate regions. Similar to the approach which was first used by 

Shindell and Faluvegi (2009), 𝑀 = 4 is used in the emulator, for latitude bands from 60°N to 90°N 

(Arctic), 28°N to 60°N (northern hemispheric mid-latitudes), 28°S to 28°S (tropics), and 90°S to 28°S 

(southern hemisphere mid-latitudes and Antarctica).  

A linear decomposition of the temperature responds to a pulse emission yields (in K kg-1) 

ARTP𝑚(𝐻) = AGTP(𝐻) 𝑔 (
1

𝜆 𝛿𝐹0
) RTP𝑚 , (2)  

with the Regional Temperature-Change Potential (RTP) in region 𝑚 (in K), 

RTP𝑚 = ∑ 𝑘𝑙𝑚 𝛿𝐹0𝑙

𝑀

𝑙=1

 ,  

where 𝛿𝐹0𝑙 is the radiative forcing perturbation in region 𝑙 (in W m-2), which is associated with the 

pulse emission at 𝑡 = 0 (e.g. Collins et al., 2013). A summation of the regional forcings yields the 

global radiative forcing perturbation, 𝛿𝐹0 = 𝛿𝐹01 + ⋯ + 𝛿𝐹0𝑀. Further, 𝜆 is the equilibrium climate 

sensitivity parameter (in K (W m−2)−1; Roe, 2009) and 𝑘𝑙𝑚 is a matrix of regional temperature response 

coefficients (in K (W m−2)−1). These and the dimensionless scaling factor 𝑔 in Eq. (2) are described 

below. 

RTP𝑚 in Eq. (2) approximates the equilibrated temperature response to a steady forcing. The 

temperature response coefficients used here were obtained from simulations with the coupled 

atmosphere–ocean climate model GISS-ER (Shindell and Faluvegi, 2009). They were derived for 

different types of climate forcers and are applied to different forcing processes in the emulator, similar 

to the approach that was previously used for the AMAP black carbon and ozone assessment in 2015 

(AMAP, 2015). 

The term in the brackets on the right hand side of Eq. (2) ensures that the equilibrium climate 

sensitivity, ECS = 𝜆 𝐹2𝑥 (in K), matches the climate sensitivity as implied by the globally integrated RTP, 

i.e. 
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ECSRTP =
𝐹2𝑥

𝛿𝐹0
∑ ∑ 𝑘𝑙𝑚 𝛿𝐹0𝑙  𝑧𝑚

𝑙𝑚
  , 

with the global radiative forcing from doubling of CO2, 𝐹2𝑥, and the global area fraction of region 𝑚, 𝑧𝑚 

(in m2 m-2). 

In order to ensure that the emulator is sufficiently constrained by results from comprehensive 3D 

models, the climate sensitivity in the emulator needs to be consistent with the climate sensitivity 

produced by these models. GISS-ER produces a lower equilibrium climate sensitivity than that derived 

from results of ESM simulations in Phase 6 of the Coupled Model Intercomparison Project, CMIP6 (i.e. 

approx. 2.7 vs 3.7 K; Schmidt et al., 2006; Meehl et al., 2020; Nijsse et al., 2020; Zelinka et al., 2020). 

Therefore the ARTP is scaled so that the ARTP-implied equilibrium climate sensitivity matches the 

specified climate sensitivity, consistent with the AGTP and 𝜆. This is accomplished by scaling results of 

Eq. (2) by a factor 

𝑔 =
𝜆 𝐹2𝑥

ECSRTP
  .    (3) 

Subsequently, Eq. (2) is used to calculate the forced response of regional temperatures to time-

varying emissions by representing the annual mean emissions as a series of pulse emissions. This 

leads to a series of ARTPs with annually varying time horizons, which are added up to approximate 

the forced net regional temperature response in region 𝑚 to specified annual mean emissions over 𝑁 

number of years, starting with year 𝑡0, i.e. 

𝑇𝑚(𝑡 + δ𝑡0) − 𝑇0𝑚(𝑡 + δ𝑡0) =  ∑ 𝑈(t − 𝑡0 − nδ𝑡0) ARTP𝑚(t − 𝑡0 − nδ𝑡0) 𝐸(𝑡0 + nδ𝑡0)

𝑁

𝑛=0

𝛿𝑡0  , 

where 𝑇0𝑚(𝑡 + δ𝑡0) is the regional temperature in the baseline scenario, which does not include the 

forced temperature response to the specified emissions, e.g. the temperature in an unforced control 

simulation. For sake of simplicity, a time scale of 𝛿𝑡0 = 1 yr is used to represent pulse emissions in the 

emulator, which facilitates the use of annual mean emissions in the following, without notable impacts 

on numerical solutions of Eq. (1). Further, 𝑈(𝑡) is the Heaviside step function, 

𝑈(𝑡) = {

0   , t < 0
1

2
   , t = 0

1   , t > 0

   . 

The high degree of linearization of the temperature response implies that simulation results are most 

accurate close to the reference (baseline) year, within the time period of interest of the emulator 

simulations. For simulations discussed here, the reference year is 𝑡𝑟𝑒𝑓 = 2015 and the total time 

period of interest is from 1990 to 2050, with a focus of the analysis on the time period from 1990 to 

2030. Further, the emulator simulations are initialized in 1990 based on results from a spin-up 

emulator simulation for the time period from 1850 and 1990, with historical emissions used for 

simulations with CMIP6 models. 

By extension, the net temperature response to emissions of multiple chemical species from different 

sources and regions are obtained by superimposing forced temperature changes, based on the 

appropriate radiative forcings and temperature response coefficients in the ARTPs for the different 

climate forcers. 
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In the following sections, terms in the equations governing the temperature responses (Eqs. 1 and 2) 

will be described in more detail. 

Global radiative forcing efficiency 

𝐴(𝑡) in Eq. (1) is the radiative forcing efficiency of the climate forcer, defined here as 

𝐴(𝑡) =
𝜖 𝛿𝐹(𝑡)

𝛿𝐸 𝛿𝑡0
 , (4) 

where 𝛿𝐸 𝛿𝑡0 is the global and annual mean abundance of the climate forcer in the atmosphere 

immediately following a pulse emission, 𝛿𝐸 (in kg/yr), at time 𝑡 = 0. 𝜖 is the efficacy of the climate 

forcer (Hansen et al., 2005). 

Further, 𝛿𝐹(𝑡) is the time-evolving global radiative forcing perturbation (in W m-2), which is associated 

with the pulse emission, as described below.  

Global temperature response 

The term 𝑅(𝐻 − 𝑡) in Eq. (1) gives the surface temperature perturbation at the time horizon 𝐻 in 

response to the radiative forcing. We closely follow the approach proposed by Boucher and Reddy 

(2008) and use a temperature response function to represent the forcing impact on the climate system 

of the form 

𝑅(𝑡) =  ∑
𝑐𝑗

𝑑𝑗

2

𝑗=1

exp (−
𝑡

𝑑𝑗
)  , 

where the coefficients 𝑐1 = 0.595 K (W m−2)−1, 𝑐2 = 0.405 K (W m−2)−1 are climate sensitivity 

parameters and 𝑑1 = 8.4 yr, 𝑑2 = 409.5 yr are temperature response time scales (Boucher and Reddy, 

2008; Shindell and Faluvegi, 2010). Physically, the first term in the summation approximates the 

temperature response in the ocean mixed-layer and the second term the slower response of the deep 

ocean, as simulated in ESMs. 

With the parameter choices described above, the emulator equilibrium climate sensitivity is about 10% 

higher than the value that was used by Shindell and Faluvegi (2010), owing to the relatively low GISS-

ER equilibrium climate sensitivity, as described above. As can be derived from Eq. (1), the equilibrium 

climate sensitivity parameter is given by 𝜆 =  𝑐1 + 𝑐2 = 1.0 K (W m−2)−1, which matches multi-model 

mean results from CMIP6 models, i.e. 𝜆 = ECS/𝐹𝑥 = 3.7 K/3.7 W m−2. In general, the climate sensitivity 

of the earth system is uncertain and considerable differences between model-based estimates and 

transient climate sensitivity exist (Sherwood et al., 2020). Additional simulations with modified values 

of 𝜆 were conducted with the emulator to determine how these affect temperature uncertainties. 

While the scientific understanding of the climate sensitivity of the global earth system is steadily 

evolving, changes in regional temperatures are much less well understood. There is not enough data 

available to quantify uncertainties in Arctic amplification and regional energy budgets. Therefore, we 

have less confidence in the Arctic than the global temperature changes simulated by the emulator. 

Response of climate forcer global abundances and near-surface concentrations 

In order to relate emission changes to the radiative forcing in Eq. (4), it is useful to first consider the 

impacts of emissions on the abundances of the climate forcers. 
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For emissions of any atmospheric climate forcer or air pollutant, impacts on climate or air quality 

decay over time as chemical or deposition processes may start to deplete the climate forcer soon after 

emission into the atmosphere. It is assumed that the temporal evolution of the global abundance of the 

climate forcer or air pollutant, 𝐵(𝑡), can be approximated by assuming temporally varying global 

emissions, 𝐸(𝑡), and a series of exponential decay processes, i.e. 

𝐵(𝑡) = 𝐵0 + ∑ 𝐵𝑖(𝑡)

𝐼

𝑖=1

 , 

with 

d 𝐵𝑖

d𝑡
=  −

1

𝜏𝑖
𝐵𝑖 + 𝑎𝑖𝐸(𝑡)  ,  

which yields the following solution, following a pulse emission at 𝑡 = 0, 

𝐵(𝑡) = 𝐵0 + δE δ𝑡0 ∑ 𝑎𝑖exp (−
𝑡

𝜏𝑖
)

𝐼

𝑖=1

 ,   

where 𝜏𝑖 denotes the time scale of atmospheric removal by process 𝑖 = 1, … , 𝐼 and 𝑎𝑖 refers to 

constant fractions of emissions, with 𝑎1+. . . +𝑎𝐼 = 1. 𝐵0 refers to an equilibrated background state due 

to specified processes and emissions, which is used to account for impacts of preindustrial emissions 

in emulator simulations of the impact of anthropogenic emissions on climate forcer or air pollutant 

abundance. 

Radiative forcing response 

The global radiative forcing perturbation of a general climate forcer (Eq. 4) is approximated by 

assuming a linear relationship between radiative flux perturbations and climate forcer abundance. 

Following the approach for the simulation of abundance changes, this yields 

𝛿𝐹(𝑡) = 𝛿𝐹0 ∑ 𝑎𝑖exp (−
𝑡

𝜏𝑖
)

𝐼

𝑖=1

   , 

during the time period following the pulse emission. Note that this approach is based on the simplifying 

assumption of a linear response of the radiative forcing perturbation to concentration changes. If the 

emission pulses are sufficiently small then the approach can be used to approximate non-linear 

responses of radiative forcings to abundance changes, i.e. by calculating 𝛿𝐹0 as a function of the 

unperturbed abundance from before the emission pulse. 

For short-lived climate forcers with 𝜏𝑖 << 𝐻, radiative forcings are a linear function of emissions, 

provided that linear relationships exist between climate forcer abundance and emissions and between 

radiative flux perturbations and abundance, as assumed above. Hence, 

𝛿𝐹(𝒙, 𝑡) =  ∑ 𝑓𝑝(𝒙) 𝐸𝑝(t)  ,

𝑃

𝑝=1

 

with radiative forcing sensitivities, 

𝑓𝑝 =
𝑑𝐹

𝑑𝐸𝑝
  , 
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derived from 3D model simulations with perturbed emissions, relative to the baseline case with 

emissions and meteorological conditions in 2015. Subsequently, spatially variable radiative forcings 

are integrated to obtain global radiative forcings (for calculations of AGTPs) and regional mean 

forcings (for calculations of ARTPs), where 𝛿𝐹0𝑙 is obtained by integrating 𝛿𝐹(𝒙, 𝑡) over each latitude 

band and selecting the time of the pulse emission (𝑡 = 0). Multi-model mean results from simulations 

with CanAM5-PAM, MRI-ESM2, and UKESM1 with specified sea-surface temperatures for 2015 are 

used in the emulator. 

Similar, separate radiative forcings and ARTPs are obtained for emissions from different regions, 

sectors, and for different forcing processes by calculating the corresponding forcing sensitivities, 

based on 3D climate model simulations with regionally perturbed SLCF sources. 

The assumption of linearity of the radiative forcing considerably simplifies calculations of AGTPs for 

aerosols and ozone (Fuglestvedt et al., 2010), including for secondary climate forcers and air 

pollutants. For example, methane and ozone abundances are coupled through hydroxyl radical 

oxidation processes. In detail, the ozone radiative forcing depends on the rate of methane oxidation. 

Vice versa, the methane oxidation rate depends on ozone precursor emissions. Methods for including 

the combined effects of ozone precursor emissions and oxidation on radiative forcings are 

summarized below. 

Regional equilibrium temperature change 

In order to complete the summary of the model framework described in previous sections, it is 

necessary to quantify the relationship between regional radiative forcings and equilibrium temperature 

change for the RTP in Eq. (2). In order to calculate the RTP and solve this equation, regional 

temperature response coefficients are needed, which are given in Table S1. 

Effective radiative forcings are used in the emulator in order to account for interactions of aerosols 

with radiation, surface albedo, and clouds (Ghan, 2013; Forster et al., 2016). In contrast to direct 

radiative forcings (which are also available in the emulator), effective radiative forcings additionally 

account for impacts of rapid physical feedbacks on radiative transfer, which are semi-directly or 

indirectly associated with SLCF concentration changes. For instance, this includes responses in 

amounts and optical properties of clouds and snow, which can have substantial impacts on 

atmospheric radiative fluxes and climate. 

Rapid feedback processes are usually small in calculations of temperature responses from 

interactions of aerosols with radiation in the atmosphere, compared to other forcing processes. 

Consequently, it is assumed that the same temperature response coefficients can be used for 

interactions of aerosol species with radiation for direct and effective radiative forcing calculations. 

Climate model simulations provide evidence for strong feedbacks of the surface albedo to absorption 

of solar radiation by black carbon in snow. The associated effective radiative forcing is larger than the 

direct surface albedo forcing from the absorption of solar radiation by black carbon in snow. 

Consequently, the efficacy of the black carbon surface albedo forcing is greater than unity (Hansen et 

al., 2005). Here it is assumed that the temperature response coefficients are similar to those for 

interactions of black carbon with radiation in the atmosphere.  

Temperature responses to interactions of aerosol species with clouds are simulated using the same 

regional temperature response coefficients as for interactions of scattering aerosol species, given that 

the scattering of solar radiation is a key contributor to both of these forcing processes and the efficacy 
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of scattering aerosols is close to unity (Hansen et al., 2005). Note that indirect and semi-direct effects 

of aerosols in clouds contribute to simulated temperature responses owing to the use of effective 

radiative forcings in the emulator. 

The local near-surface temperature response to black carbon forcing in the Arctic and elsewhere 

depends strongly on the altitude the radiative heating of the air by black carbon absorption of solar 

radiation (Ban-Weiss et al., 2011; Flanner, 2013; Sand et al., 2013). Similar to the AMAP (2015), a 

technique was devised to derive vertically-resolved black carbon radiative forcings and apply these in 

combination with vertically varying temperature response coefficients in the Arctic. This leads to 

variable regional temperature response coefficients for interactions of black carbon with radiation in 

the Arctic atmosphere (Table S1), as discussed below. 

As an improvement over the technique that was used before (AMAP, 2015), local equilibrium Arctic 

temperature changes are determined based on an annual mean vertically-resolved Arctic black carbon 

effective radiative layer forcing, 𝛿�̂�0𝑦, with layer index 𝑦 and units of W m-2 hPa-1. These are multiplied 

by vertically varying Arctic temperature response coefficients �̂�𝑦 (Table S2) and layer depth ∆𝑝𝑦 (in 

hPa) to obtain the local equilibrium near-surface air temperature in response to the Arctic forcing, i.e. 

𝛿�̂�0 = ∑ �̂�𝑦 𝛿�̂�0𝑦 ∆𝑝𝑦   .

16

𝑦=1

 

The values of �̂�𝑦 in Table S2 are based on the simulated responses of Arctic temperatures to specified 

Arctic black carbon concentration perturbations in the Community Earth System Model (CESM; 

Flanner, 2013). Specifically, the simulated equilibrium temperature changes in response to separate 

black carbon concentration perturbations in 5 different layers were divided by the differences between 

corresponding top-of-atmosphere and surface radiative forcings (Table 1 in Flanner, 2013). 

Subsequently, a curve fitting procedure was applied to generate the coefficients in Table S2. 

In practice, 𝛿�̂�0𝑦 can be determined by calculating effective radiative forcings for different layers of the 

atmosphere in a climate model, as an extension of the calculation of effective radiative forcings at the 

top-of-atmosphere according to Ghan (2013). However, an alternative approach is to approximate 

𝛿�̂�0𝑦 by vertically integrating annual mean concentrations of black carbon over different layers of the 

Arctic atmosphere and to scale these by the simulated top-of-atmosphere effective radiative forcing 

and specified radiative efficiency profiles, which can be obtained from additional model simulations, if 

necessary. Here, monthly radiative efficiency profiles from simulations with CanAM5-PAM were used 

in combination with monthly black carbon layer burdens from CESM2 and MRI-ESM2 to approximate 

𝛿�̂�0𝑦 for these two models. 

Simulated results for 𝛿�̂�0 for CanAM5-PAM agree well with results based on the technique which was 

previously used by AMAP (2015). In contrast to the latter, the technique outlined above has the 

advantage that it provides a more straightforward approach which avoids assumptions concerning the 

radiative efficiency of black carbon concentration perturbations. 

Finally, the regional temperature response coefficient for interactions of black carbon with radiation in 

the Arctic (Eq. 2 and Table S1) is determined as the ratio of the local Arctic temperature response over 

the Arctic top-of-atmosphere black carbon effective radiative forcing, i.e. 
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𝑘11 =
𝛿�̂�0

𝛿𝐹01
   , 

which may be negative or positive, depending on the vertical profiles of black carbon concentrations in 

the Arctic. 

Carbon dioxide 

The model framework described above is used for simulations of changes in global CO2 abundance in 

response to CO2 emissions in the emulator. The uptake of CO2 by the ocean and terrestrial sinks 

involves complex processes which can be simulated in comprehensive ESMs and other 3D grid-point 

models. Millar et al. (2017) approximated the complexity of the global carbon cycle dynamic by 

simulating anomalies in global atmospheric CO2 abundance, relative to preindustrial conditions, in four 

separate “carbon reservoirs”, i.e. 

d 𝐵CO2,𝑖

d𝑡
=  −

1

𝜏CO2,𝑖
𝐵CO2,𝑖 + 𝑎𝑖𝐸CO2

 ,  

where 𝐵CO2,𝑖 denotes the anomaly in global atmospheric CO2 abundance (in kg) in reservoir 𝑖, with 𝑖 =

1, … ,4, and 𝐸CO2
 represents emissions of CO2, similar to the approach by Myhre et al. (2013). Time 

scales, 𝜏CO2,𝑖, and fractions of emissions into each reservoir, 𝑎𝑖, are given in Table S3. For simulations 

with the emulator, this approach is applied separately to emissions from different regions in order to 

determine regional contributions to the total  CO2 abundance from all sources, 𝐵CO2
. 

The radiative forcing efficiency of CO2 is given by 

𝐴(𝑡) = 𝐴0 ∑ 𝑎𝑖exp (−
𝑡

𝜏CO2,𝑖
)

4

𝑖=1

    ,  

with an initial radiative forcing efficiency, immediately following the pulse emission of CO2, 

𝐴0 =
𝛿𝐹0

𝛿𝐵CO2

    ,   

which is obtained by evaluating the sensitivity of the effective CO2 radiative forcing (𝐹0) to a small 

perturbation in CO2 abundance (𝐵CO2
), assuming an efficacy of 𝜖 = 1. The global effective CO2 

radiative forcing is calculated following Etminan et al. (2016), using the total simulated CO2 abundance 

change, which is added to a pre-industrial CO2 abundance of 284.3 ppm. In addition, a N2O 

abundance of 323 ppb (Meinshausen et al., 2017) is assumed for the calculation of the effective CO2 

radiative forcing according to Etminan et al. (2016). 

Consequently, the Absolute Global Temperature-Change Potential of CO2 (Eq. 1) is given by 

AGTP(𝐻) = 𝐴0 ∑ ∑
𝑎𝑖  𝜏CO2,𝑖 𝑐𝑗

𝜏CO2,𝑖 − 𝑑𝑗

2

𝑗=1

[exp (−
𝐻

𝜏CO2,𝑖
) − exp (−

𝐻

𝑑𝑗
)]

4

𝑖=1

 

and the ARTP of CO2 is given by Eq. (2), with no distinction between regional and global radiative 

forcing, i.e. 𝛿𝐹0𝑙 = 𝛿𝐹0, and with scaling of the ARTP according to Eq. (3).  
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Methane 

The temporal evolution of global atmospheric CH4 abundance, 𝐵CH4
(in kg), in the emulator is given by 

d 𝐵CH4

d𝑡
=  −

1

𝜏CH4

𝐵CH4
+ 𝐸CH4

 , (5) 

where 𝐸CH4
is the global emission rate of CH4. The atmospheric CH4 half-life,𝜏CH4

, depends on the time 

scales of different loss processes, 

1

𝜏CH4

=  
1

𝜏OH
+

1

𝜏strat
+

1

𝜏soil
+

1

𝜏trop−Cl
 .    (6) 

The time scale for destruction of CH4 by tropospheric hydroxyl (OH) radicals, 𝜏OH, in Eq. (6) is 

parameterized based on annual emissions of NOx (𝐸NOx), CO (𝐸CO), and VOC (𝐸VOC),following Ehhalt et 

al. (2001) and Stocker et al. (2013), 

1

𝜏OH
=

1

𝜏OH
0 [(

𝐵CH4

𝐵CH4

0 )

𝑠

exp(𝑠NOx𝐸NOx + 𝑠CO𝐸CO + 𝑠VOC𝐸VOC)] ,   (7) 

with the sensitivity coefficients 𝑠 =-0.31, 𝑠NOx = 0.0042 yr/Tg(N), 𝑠CO = -0.000105 yr/Tg(CO), 𝑠VOC = -

0.000315 yr/Tg(VOC), and reference value 𝐵CH4

0 = 4957.74 Tg (1783.36 ppb) for year 2005 

(Meinshausen et al., 2017). The time scales for all loss processes are provided in Table S4. 

In contrast to the original parameterization by Ehhalt et al. (2001), it is assumed that temperature-

induced changes in CH4 concentrations are negligible, compared to the concentration impacts of 

emission changes, which avoids the need for an iterative calculation of temperature changes in the 

emulator.  

Above equations are slightly modified in order to determine responses of CH4 abundance to specific 

emission sources, assuming that emissions from these sources are a relatively small fraction of the 

total emissions from all sources. In particular, the contribution of CH4 emissions from a specific 

emission sector or region to the baseline CH4 abundance is obtained using a linear decomposition of 

the abundances and emissions in Eq. (5), followed by integration of the resulting equation. 𝜏OH is 

perturbed by reducing 𝐵CH4
 in Eq. (7) relative to the baseline abundance in order to account for 

impacts of the sectoral or regional emissions on the CH4 lifetime. 

Changes in CH4 abundance in response to emissions of CO, NOx, or VOC from a specific emission 

sector or region are obtained by reducing the baseline emissions by the emissions from that source 

and calculating 𝜏OH based on the reduced emissions and perturbed CH4 abundance. 

The radiative forcing efficiency of CH4 is given by 

𝐴(𝑡) = 𝐴0 exp (−
𝑡

𝜏CH4

)    ,  

with an initial radiative forcing efficiency, immediately following the pulse emission of CH4, 

𝐴0 =
𝛿𝐹0

𝛿𝐵CH4

    ,   
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which is obtained by evaluating the sensitivity of the effective CH4 radiative forcing to a small 

perturbation in CH4 abundance, similar to the calculations for CO2, assuming an efficacy of 𝜖 = 1. The 

global mean effective CH4 radiative forcing at the top-of-atmosphere is calculated following Etminan et 

al. (2016), using the simulated baseline CH4 abundance and a specified N2O abundance of 323 ppb.  

CH4 radiative forcings associated with emissions of CH4, CO, NOx, or VOC from specific emission 

sectors or regions are determined by using reduced emissions to calculate perturbed CH4 

abundances, relative to total baseline emissions. Calculations with reduced emissions are performed 

separately, for each emitted chemical species. In order to determine the contributions of the emission 

sources to the baseline radiative forcing, the perturbed abundances are used to calculate radiative 

forcings, which are subsequently subtracted from the baseline radiative forcing. 

The Absolute Global Temperature-Change Potential of CH4 (Eq. 1) is given by 

AGTP(𝐻) = 𝐴0 ∑
𝜏CH4

 𝑐𝑗

𝜏CH4
− 𝑑𝑗

2

𝑗=1

[exp (−
𝐻

𝜏CH4

) − exp (−
𝐻

𝑑𝑗
)] 

and the ARTP of CH4 is given by Eq. (2), with 𝛿𝐹0𝑙 = 𝛿𝐹0, and scaling of the ARTP according to Eq. 

(3).  

For analysis of the impacts of regional CH4, CO, NOx, and VOC emissions, the ARTP is linearly 

decomposed into contributions from regional emission sources, similar to the calculations for CO2. 

Aerosols 

Effective radiative forcings associated with interactions of aerosols with radiation, clouds and surface 

albedo are determined using an extension of the approach by Ghan (2013). For each one of the four 

latitude bands in the emulator, a series of annual mean effective radiative forcings for interactions of 

aerosols with radiation, clouds, and surface albedo is obtained by averaging results of equilibrated 

climate model simulations with specified sea surface temperatures and sea ice. Separate effective 

forcings are determined, corresponding to emissions of different aerosols or chemical precursor 

species from different sources and regions. These are obtained by perturbing the emissions (removal 

of sources), relative to emissions in the reference year. Subsequently, the radiative forcings are used 

to determine radiative forcing sensitivities 𝑓𝑝, where 𝑝 refers to the perturbed emitted chemical 

species, region, or forcing process.  

Simulated global aerosol radiative forcings in the emulator are comparable to results from previous 

multi-model based assessments (Figure S1). Uncertainties exist due to differences in reference years, 

emission data, and a general lack of data from ESM simulations. 

Owing to the relatively short lifetime of tropospheric aerosols, the aerosol radiative forcing efficiency 

can be approximated by a step-function, 

𝐴(𝑡) = 𝐴0 U(δ𝑡0 − 𝑡)    ,  

with the Heaviside function 𝑈(𝑡) and 

𝐴0 =
𝜖 𝑓𝑝

𝛿𝑡0
 .  

This yields 
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AGTP(𝐻) = 𝐴0 ∑
𝛿𝑡0 𝑐𝑗

𝑑𝑗
exp (−

𝐻

𝑑𝑗
)

2

𝑗=1

   , 

with the approximation 

exp (
𝛿𝑡0

𝑑𝑗
) ≈ 1 +

𝛿𝑡0

𝑑𝑗
   . 

For simulations of the interactions of sulfate aerosols with radiation, it is assumed that 𝜖 = 1 (Hansen 

et al., 2005; Richardson et al., 2019) and the ARTP (Eq. 2) is scaled according to Eq. (3). The RTP 

and ARTP are calculated from radiative forcings which are obtained by multiplying 𝑓𝑝 with emissions. 

The efficacies of black and organic carbon due to their interactions with radiation may differ markedly 

from unity (e.g. Hansen et al., 2005; Modak and Bala, 2019). These are derived from the RTP by 

invoking an additional constraint on the global equilibrium temperature change, by matching the global 

and the globally integrated regional equilibrium temperature responses, i.e. 

𝜆 𝜖 𝛿𝐹0 = ∑ ∑ 𝑘𝑙𝑚 𝛿𝐹0𝑙  𝑧𝑙
𝑚𝑙

   . 

This yields 𝜖 = 1/𝑔 and therefore implies that the ARTPs for black and organic carbon no longer 

explicitly depend on 𝜖 or 𝑔, which results in the simplified expressions 

𝐴0 =
𝑓𝑝

𝛿𝑡0
 

and 

ARTP𝑚(𝐻) = AGTP(𝐻) (
1

𝜆 𝛿𝐹0
) RTP𝑚 .  

Similar to the interactions of black and organic carbon with radiation, it is assumed that the efficacies 

of aerosols resulting from interactions with clouds and surface albedos may differ from unity, 

particularly for impacts of black carbon on snow albedo (Hansen et al., 2005; Flanner, 2013; Modak et 

al., 2016). Consequently, 𝜖 = 1/𝑔 is used to represent the temperature impacts associated with 

interactions of aerosols with clouds and surface albedos. 

Ozone 

The ARTP for tropospheric ozone is closely related to the aerosol ARTP. However, radiative forcing 

sensitivities could not be derived from the limited amount of data available from the 3D climate 

models. Gridded annual mean direct time-evolving ozone forcing maps from UKESM1 are used, which 

include contributions from all ozone precursors emissions and methane. These are used to determine 

a time series of annually varying net radiative forcings for each latitude band, 𝐹𝑙(t).  

By using time-evolving radiative forcings instead of emissions, the aerosol ARTP described above can 

be modified to approximate the regional temperature response to 𝐹𝑙(t), 

𝑇𝑚(𝑡 + δ𝑡0) − 𝑇0𝑚(𝑡 + δ𝑡0)

= (
𝑔𝜖

𝜆
) ∑ 𝑈(t − 𝑡0 − nδ𝑡0) ∑

𝛿𝑡0 𝑐𝑗

𝑑𝑗
exp (−

t − 𝑡0 − nδ𝑡0

𝑑𝑗
)

2

𝑗=1

∑ 𝑘𝑙𝑚 𝐹𝑙(𝑡0 + nδ𝑡0)

𝑀

𝑙=1

𝑁

𝑛=0

  , 
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where 𝜖 = 1/𝑔 to account for the relatively low efficacy of ozone, compared to greenhouse gases 

(Hansen et al., 2005). 

Note that with the approach used for CH4 in the emulator, emissions of VOCs, CO, and NOx affect 

climate via changes in the global abundance and radiative forcing of CH4 in the atmosphere. While 

these species also affect O3 radiative forcings and temperatures in the emulator, as described above, 

the current version of the emulator does not directly link the temperature changes to emissions of 

VOCs, CO, and NOx. Additional model simulations with UKESM1, or similar models, would be 

required to do so and therefore simulations are currently limited to the net forcing and temperature 

impacts of concurrently changing ozone precursor emissions. 
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CO2, CH4, SO4,  

OC (RAD) 

 Forcing region 
Ref. 

 60°N - 90°N 28°N - 60°N 28°S - 28°S 90°S - 28°S 

Response 

Region 

60°N - 90°N 0.31 0.17 0.16 0.06 1 

28°N - 60°N 0.06 0.24 0.17 0.07 1 

28°S - 28°S 0.02 0.10 0.24 0.09 1 

90°S - 28°S 0.00 0.02 0.05 0.19 1 

BC (RAD) 
 Forcing region  

 60°N - 90°N 28°N - 60°N 28°S - 28°S 90°S - 28°S  

Response 

Region 

60°N - 90°N variable 0.15 0.31 0.06 2 

28°N - 60°N 0.08 0.14 0.24 0.07 1 

28°S - 28°S 0.02 0.07 0.17 0.09 1 

90°S - 28°S 0.00 0.02 0.06 0.19 1 

O3 (RAD) 
 Forcing region  

 60°N - 90°N 28°N - 60°N 28°S - 28°S 90°S - 28°S  

Response 

region 

60°N - 90°N 0.07 0.05 0.13 0.06 1 

28°N - 60°N 0.06 0.20 0.15 0.07 1 

28°S - 28°S 0.02 0.09 0.26 0.09 1 

90°S - 28°S -0.03 -0.06 0.13 0.19 1 

BC, OC, SO4 

(ALB) 

 Forcing region  

 60°N - 90°N 28°N - 60°N 28°S - 28°S 90°S - 28°S  

Response 

region 

60°N - 90°N 0.49 0.15 0.31 0.06 2 

28°N - 60°N 0.08 0.14 0.24 0.07 2 

28°S - 28°S 0.02 0.07 0.17 0.09 2 

90°S - 28°S 0.00 0.02 0.06 0.19 2 

BC, OC, SO4 

(CLD) 

 Forcing region  

 60°N - 90°N 28°N - 60°N 28°S - 28°S 90°S - 28°S  

Response 

region 

60°N - 90°N 0.31 0.17 0.16 0.06 2 

28°N - 60°N 0.06 0.24 0.17 0.07 2 

28°S - 28°S 0.02 0.10 0.24 0.09 2 

90°S - 28°S 0.00 0.02 0.05 0.19 2 

Table S1: Regional temperature response coefficients in K (W m-2)-1, for unit forcing from changes in 

climate forcer concentrations and different forcing processes (RAD: interactions with radiation in the 

atmosphere, ALB: interactions with surface albedo, CLD: interactions with clouds) in the emulator. 

References (last column): 1: Collins et al. (2013); 2: see text. 
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Layer 𝑦 Pressure range �̂�y 

(K (W m-2)-1)  (hPa) 

1 10 - 20 -0.337 

2 20 - 30 -0.328 

3 30 - 50 -0.315 

4 50 - 70 -0.298 

5 70 - 100 -0.276 

6 100 - 150 -0.241 

7 150 - 200 -0.197 

8 200 - 250 -0.153 

9 250 - 300 -0.110 

10 300 - 400 -0.044 

11 400 - 500 0.043 

12 500 - 600 0.131 

13 600 - 700 0.218 

14 700 - 850 0.438 

15 850 - 925 0.757 

16 925 - 1000 1.157 

Table S2: Arctic black carbon temperature response coefficients. 

 

Loss process 

Time scale Emission fraction 

Notation Value 

(yr) 

Notation Value 

Geological re-absorption 𝜏CO2,1 1 · 106 𝑎1 0.2173 

Deep ocean invasion/equilibration 𝜏CO2,2 394.4 𝑎2 0.2240 

Biospheric uptake/ocean thermocline invasion 𝜏CO2,3 36.54 𝑎3 0.2824 

Rapid biospheric uptake/ocean mixed-layer 

invasion 

𝜏CO2,4 4.304 𝑎4 0.2763 

Table S3: Time scales of CO2 loss processes in the emulator, following Millar et al. (2017). 
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Loss process Notation Time scale (yr) 

Destruction of CH4 by tropospheric OH 𝜏OH
0  11.17 

Loss in the stratosphere 𝜏strat 120 

Uptake by soils 𝜏soil 150 

Reaction with tropospheric chlorine 𝜏trop−Cl 200 

Table S4: Time scales of CH4 loss processes in the emulator, following Prather et al. (2012) and 

Voulgarakis et al. (2013). 

 

 

Figure S1: Comparison of global mean aerosol effective radiative forcings in the emulator (first bar) 

with results from CMIP6 multi-model assessment (middle bar; Thornhill et al., 2021), and 5th IPCC 

assessment report, based on CMIP5 data (bottom bar; Stocker et al., 2013), as indicated on the right. 

Each one of the three estimates refers to a different reference year for present-day: 2015 (top bar), 

2014 (middle bar), and 2005 (bottom), but all forcing estimates are relative to pre-industrial conditions 

in 1850. Black bullets and whiskers refer to net radiative forcings and confidence intervals for each 

emitted species. White circles refer to the contributions of black carbon to net radiative forcings, with 

confidence intervals (whiskers). Contributions of different aerosol species (sulfate, organic and black 

carbon) are shown, where available (colours, as indicated on the right). Global sulfur emissions in the 

AMAP inventory used in the emulator are low compared to emissions used by CMIP5 and CMIP6, 

which partly explains differences in sulfate radiative forcings (see the summary of emission data sets). 

 


