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Abstract. 

Since ancient times, cultures have maintained oral traditions by sharing stories in poetic form 

(Francis 2017). Although different traditions treat poetry according to their own thinking 

frameworks, most of them perform some sort of analysis that requires the extraction of stress 

patterns of lines or verses. Scansion, as this procedure is broadly referred to, is usually language 

dependent. On the assumption that modern context-dependent language models are able to retain 

the structural properties of text, this paper explores whether metrical patterns are part of the 

information encoded in the embedding spaces of text. We used three of the best performing pre-

trained language models –namely: BERT (Devlin et al 2019), DistilBERT (Sanh et al 2019), and 

RoBERTa (Liu et al 2019)–, since they are proven to work very well in a variety of tasks, from 

question answering to named entity recognition. Specifically, we evaluated accuracy after fine-

tuning the models on the task of predicting syllabic stress on a corpus of hendecasyllable Spanish 

verses (Navarro-Colorado 2016), designed as a multilabel classification tasks where each 

syllable has a label indicating whether it is stressed or not. We then compared these results to 

previous rule-based systems for Spanish scansion. Table 1 shows the per line accuracy, measured 

as whole stress patterns matches, of fine-tuning the different pre-trained models. 

 

Model Score 

Gervás 2000 88.73 

Navarro-Colorado 2017 94.44 

Agirrezabal 2017 90.84 
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distilbert-base-multilingual-cased 91.79 

bert-base-multilingual-cased 93.71 

roberta-base 94.64 

roberta-large 96.35 

Table 1. Scores on Navarro-Colorado’s fixed-metre poetry corpus. Best score in bold (ours). 

 

Our results achieve a new state of the art on automatic scansion of fixed-metre for Spanish 

poetry and open a new exciting path for multilingual scansion via fine-tuning of language 

models. 
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