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Abstract-In this paper, a semi-circular ultra-wideband antenna 

has been modified according to the 2×1 and 2×2 MIMO 

scenarios. The proposed antennas were designed based on the 

FR-4 substrate material with dimensions of 36×50mm and 

60×60mm for 2×1 and 2×2 scenarios respectively. Simulation 

results show that a gain improvement of the proposed MIMO 

antennas from 1 to 2.5dB has been achieved in comparison with 

the single patch antenna. The radiation pattern for the original 

and the proposed 2×2 MIMO antennas are exhibited. The main 

advantage of the proposed antennas is that the gain improves 
without the need to increase the operating power. This makes the 

proposed MIMO antennas suitable to be used for UWB antenna 
applications. 

Keywords-microstrip antenna; ultra-wideband; multi-input 

multi-output; released gain 

I. INTRODUCTION  

The microstrip antenna has received the attention of 
microwave antenna designers in ultra-wideband (UWB) 
applications. This can be clearly seen after the adaption of the 
UWB range of 3.1-10.6GHz from the Federal Communication 
Community 2002 [1]. Microstrip antennas received much 
attention due to their advantages, when compared with other 
microwave antennas, such as low profile, light weight, low 
cost, capability of many frequency operations, and easy 
integration with the microwave integrated circuit. Many 
investigated directions in microstrip antenna design have been 
proposed. Also, many researchers analyzed and experimented 
with different microstrip antenna simulation tools [2]. The 
effect of inserting different slots in order to enhance the 
operating bandwidth has also been studied [3-8]. In [9-12], 
different patch and ground slots were inserted to eliminate 
unwanted narrow frequency bands, known as filters. Muli-
Input Multi-Output (MIMO) microstrip antenna technology 
received more attention in microwave wireless 
communications, due to its ability to increase operating data 
throughput and its range without the need for additional 
transmitted power or bandwidth. MIMO technology received 
more attention as it does not need any additional spectrum 
while transmitting and receiving information from its multiple 
channels at the same time. By a proper design and layout of 
MIMO antenna, multipath characteristics of the wireless 

communications can be controlled. In [13], a high gain MIMO 
antenna was introduced for a mm-wave planar antenna by 
choosing the proper size of the feeding line and loading shorted 
vias on the particular location of the microstrip line. The 
mutual coupling effect is one of the most challenging in 
designing MIMO antennas. The authors minimized the mutual 
coupling for the designed MIMO by inserting ground slots 
orthogonally, receiving a triple band resonance frequency: 
2.11GHz-2.23GHz, 3.24GHz-3.32GHz, and 3.92GHz-
4.42GHz [13]. In [14-16], the authors produced insulation 
between the patch and the feeding element using aperture -
coupling and DGS for isolating the ground. To achieve high 
isolation MIMO microstrip for WLAN applications, aperture-
coupling was used to isolate the T-shaped and orthogonal 
microstrip around the squared patch. In [17], four pair 
conformal microstrip MIMO antennas of 35GHz have been 
investigated, resulting in increased bandwidth with reduced 
side lobes at the same time. Authors in [18, 19] experimented 
with a 2×2 MIMO microstrip antenna, suitable for new 
wireless communication demands. The investigated antenna 
was designed for 5G mobile handset. In [20], the authors 
designed a four-element MIMO patch antenna for the 5G 
mobile handset that increases the signal-to-noise ratio and 
reduces Bit Error Rate (BER). In [21], a high gain pentagonal 
microstrip antenna compatible for 5G applications, with a 
received gain of 6.17dB was proposed. 

In this paper, an UWB antenna [7] has been modified to 
2×1 and 2×2 MIMO scenarios. The modified antennas are 
compared in terms of increased released gain without any 
additional power. The expected gain increased from 1 to 2.5dB 
which shows the effectiveness of the proposed antennas. 

II. MIMO ANTENNA DESIGN 

Figures 1(b) and 2(b) show the front and back views of the 
investigated antenna respectively. This antenna was modified 
to the case of 2×1 structure by extending the width of the 
substrate to the double of its original value and adding  
P = 2mm to separate the ground of two antennas. The added 
patch antenna chased the same dimensions with inverting 180 
degrees. The modified 2×2 microstrip antenna was designed by 
extending the dimension of the substrate width and length to 
the substrate width plus substrate length (Ws + Ls) as shown in 
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Figures 1(c) and 2(c). All the investigated antenna materials are 
built on FR-4 with the substrate with dielectric tangent loss = 
tan δ= 0.02 and relative permittivity εr =4.4. The dimensions of 
the investigated antennas are listed in Table I. The microstrip 
patch antenna in [7] was investigated to enhance the bandwidth 
by adding different slots on the ground. In our work, the chosen 
slot is the dinking cup-shaped. The bandwidth of the 
investigated 2×1 and 2×2 antennas was limited to the 
maximum frequency of 15GHz in order to increase the released 
gain. In our work, the CST-2019 simulation tool was used. 

 

 
Fig. 1.  Front view of (a) the single antenna, (b) the MIMO 2×1 antenna, 

(c) the MIMO2×2 antenna. 

 
Fig. 2.  Back view of (a) the single antenna, (b) the MIMO 2×1 antenna, 

(c) the MIMO2×2 antenna. 

III. RESULTS AND DISCUSSION 

All simulations were performed with the CST MW studio -
2019 simulation tool.   

A. Return Loss Results 

To investigate the return loss S11, the bandwidth was 
limited to the frequency band from 2 to 15GHz. The results of 
S11, S22 for the 2×1 antenna are shown in Figure 3 and the 
results of S11, S22, S33, and S44  for the 2×2 antenna are 
presented in Figure 4. It is evident that all the parameter values 
are within the investigated UWB. The received return loss for 
each of the antennas and the coupling of the other antennas are 
presented in Figures 5-8. In these Figures, it can be seen that 
the reflection parameters have many resonant frequencies, from 
-17 to -32dB, while the coupling of the antenna reaches -50dB. 
The received return loss S11 for the original, 2×1, and 2×2 
antennas at the operating band of frequencies is shown in 
Figure 9. Figure 3 shows the return loss versus frequencies for 
the original, 2×1, and 2×2 antennas. It can be noted that the two 
investigated antennas are still operating within the UWB range. 
Moreover, both of them start before the original antenna for 
return loss S11 < -10 dB, and the upper frequency ends after the 
original antenna for return loss S11< -10 dB.  

TABLE I.  INVESTIGATED ANTENNA PARAMETERS 

Antenna elements Dimensions [mm] 

Patch Rp=8.5, Rr=5.36, tp=0.009 

Feed line Lf = 16.82, Wf = 2 

Substrate [mm] Ls = 36, Ws= 24 , ts= 1.6 ,P=2 

Partial ground plane [mm] Lg = 15, Wg = Ws 

Drinking cup shape 

ground slots dimensions 

[mm] 

 

 

2 3 4 5 6 7 8 9 10 11 12 13 14 15

-25

-20

-15

-10

-5

0

R
e
tu
rn
 L
o
s
s
 [
d
B
]

Frequency [GHz]

 S21

 S12

 S22

 S11

 
Fig. 3.  Reflection and transmssion coefficients for the 2×1 MIMO 

antenna. 

Table II lists the comparison between the original and the 
two investigated antennas in terms of bandwidth and relative 
bandwidth. The relative bandwidth for the 2×1 and 2×2 
antennas are more than the original antenna by 7.5% and 
11.4%, respectively. The relative bandwidth is given by: 
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�	
    (1) 

 



Engineering, Technology & Applied Science Research Vol. 11, No. 5, 2021, 7531-7535 7533 
 

www.etasr.com Dwairi: Increasing Gain Evaluation of 2×1 and 2×2 MIMO Microstrip Antennas 

 

2 3 4 5 6 7 8 9 10 11 12 13 14 15

-35

-30

-25

-20

-15

-10

-5

0

R
e
tu
rn
 L
o
s
s
 [
d
B
]

Frequency [GHz]

 S44

 S33

 S22

 S11

 
Fig. 4.  Return loss for 2×2 MIMO antenna. 
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Fig. 5.  The return loss for the first antenna and the coupling antenna for 

2×2 MIMO. 
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Fig. 6.  The return loss for the second antenna and the coupling antenna for 

2×2 MIMO. 

TABLE II.  RELATIVE BANDWIDTH 

Antenna Bandwidth [GHz] Relative bandwidth % 

Original 3.02-13.9 128.6 

MIMO 2×1 2.85-15 136.1 

MIMO 2×2 2.65-15 140 
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Fig. 7.  The return loss for the third antenna and the coupling antenna for 

2×2 MIMO. 
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Fig. 8.  The return loss for the fourth antenna and the coupling antenna for 

2×2 MIMO. 
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Fig. 9.  Return loss versus frequencies for the original, 2×1, and 2×2 

antennas. 

B. Voltage Standing Wave Ratio (VSWR) Results 

Figure 10 shows the results of the investigated antennas in 
terms of VSWR versus the operating UWB frequencies. As 
shown, the whole operating bandwidth lies below VSWR equal 
to 2, which is expected based on the return loss results. 
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Fig. 10.  VSWR versus operating frequencies for the original, 2×1, and 2×2 

antennas. 

C. Released Gain Investigation 

The main purpose of this work was to evaluate the released 
gain for the original and the proposed 2×1 and 2×2 UWB 
microstrip antennas. Figure 11 represents the released gain for 
the original antenna and the proposed MIMO antennas. It can 
be seen from the Figure that the maximum gain for a single 
antenna was 5.2dB at 8.4GHz. For the 2×1 antenna, the 
maximum gain was 5.76dB at 9GHz and for the 2×2 antenna it 
was 6.03dB at 8.4GHz. Table III lists the gain for the three 
antennas at different frequencies. 

 

 
Fig. 11.  The released gain for the original, 2×1, and 2×2 antennas. 

TABLE III.  COMPARISON OF THE GAIN VS FREQUENCY OF THE 

ORIGINAL AND THE PROPOSED ANTENNAS 

 Antenna gain (dB) 

Frequency 

(Hz) 
Original MIMO 2×1 MIMO 2×2 

3.2 1.52 3.42 4.01 

5 3.42 4.66 4.55 

7.6 3.26 4.98 4.68 

8.6 5 5.72 5.94 

9.6 2.47 4.47 4.6 

11 3.2 4.1 4,4 

12 3.25 4.93 4.4 

14.6 3.73 3.26 4.65 

 

Figure 12 gives a fast view of the comparison between the 
original and the two proposed MIMO antennas with different 
gain. The proposed antennas' gain exceed 2.5dB for some 
frequencies. 

 

 
Fig. 12.  Comparison between the gain and the frequency for the original, 

2×1, and 2×2 antennas. 

D. Radiation Pattern 

Figure 13 shows the radiation pattern in the far-field for 
different selected resonance frequencies related to the original 
antenna and the proposed 2×2 antenna. It is evident that the 
radiation pattern for both antennas is omnidirectional for the 
lower resonant frequencies and directional for the higher ones. 

 

 
Fig. 13.  Radiation pattern (far-field pattern) for the original antenna and the 

MIMO 2×2 antenna. 

E. A Comparison beween the Proposed 2×2 MIMO Antenna 

and other Reported Works 

In order to evaluate the proposed antenna, it is worth to 
compare it with the results of other reported works. The 
comparisons were conducted in terms of antenna dimensions, 
number of antennas in MIMO, operating frequencies, and peak 
gain. As shown in Table IV, it is clear that some of the reported 
works have peak gain more than that of the proposed antenna, 
but, in general, our peak gain is quite satisfying and similar or 
bigger than that of the other reported gains. The importance of 
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the investigated antenna is that it operates in UWB frequencies 
which allows it to be implemented in different narrow bands. 

TABLE IV.  COMPARISON OF THE PROPOSED ANTENNAS AND OTHER 

REPORTED WORKS 

Ref. 
Dimensions 

[mm] 

MIMO 

antenna 

Operating 

Frequency 

[GHz] 

Peak gain for 

MIMO antenna 

[dB] 

[12] 20×24 2×1 42.0-49.0 >8 

[14] 70×70 2×2 2-4.5 1.84-3.49 

[18] 20×45 2×2 2.97-19.82 3.3-8.12 

[19] 15×10.3 2×2 27-28.95 6.14 

[20] 66×66 2×2 2.2-2.7 6.17 

Proposed 60×60 2×2 2.65-15 >6 

 

IV. CONCLUSION 

Two UWB 2×2 and 2×1 microstrip patch antennas have 
been introduced in this paper. The released gain improvement, 
compared to the original one, for the two proposed MIMO 
antennas varied from 1 to 2.5dB without increasing the radiated 
power So, it is evident that the proposed MIMO antennas' 
release gain is bigger than that of the used UWB antenna for 
the same operating frequencies, which gives more stability. In 
the future, the simulated antenna will be fabricated for 
experimental validation. 
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Abstract-In this paper, a novel electrocardiogram (ECG) 

denoising method based on the Ensemble Empirical Mode 
Decomposition (EEMD) is proposed by introducing a modified 

customized thresholding function. The basic principle of this 

method is to decompose the noisy ECG signal into a series of 

Intrinsic Mode Functions (IMFs) using the EEMD algorithm. 

Moreover, a modified customized thresholding function was 

adopted for reducing the noise from the ECG signal and preserve 

the QRS complexes. The denoised signal was reconstructed using 
all thresholded IMFs. Real ECG signals having different Additive 

White Gaussian Noise (AWGN) levels were employed from the 

MIT-BIH database to evaluate the performance of the proposed 

method. For this purpose, output SNR (SNRout), Mean Square 

Error (MSE), and Percentage Root mean square Difference 

(PRD) parameters were used at different input SNRs (SNRin). 
The simulation results showed that the proposed method 

provided significant improvements over existing denoising 
methods. 

Keywords-denoising; ECG; EMD; EEMD; customized 

thresholding 

I. INTRODUCTION  

Empirical Mode Decomposition (EMD) is a powerful 
algorithm for splitting non-stationary signals [1]. The goal of 
EMD is to represent the signals as sums of zero-mean 
oscillating components, named Intrinsic Mode Functions 
(IMFs) via a sifting process [1]. Signal reconstruction is 
achieved by summing all IMFs and the residual. EMD 
techniques have been used for signal denoising, and 
specifically, those based on thresholding were developed in [2-
10]. A denoising technique can be based on signal estimation 
using all the previously thresholded IMFs [3-13]. Since the 
useful information of the signal is often concentrated on low-
frequency IMFs (last IMFs) and the noise is primarily located 
in high-frequency IMFs (first IMFs), another approach is to 
perform denoising by partial construction of the signal with the 
IMFs that contain useful information [2, 14]. Authors in [2] 
proposed a method for estimating the energy of noisy IMFs 
from a theoretical model and IMFs' energies of the test signal, 
and the signal was reconstructed partially by using only the 
IMFs that contained useful information, eliminating those that 

essentially maintained noise. In [14], an EMD consecutive 
mean square error (EMD-CMSE) method was developed for 
IMF selection. Since Electrocardiogram (ECG) signals are 
nonstationary and nonlinear methods, a wavelet thresholding 
technique was proposed in [15, 16] without preserving ECG 
components such as QRS complexes [17]. A customized 
thresholding function was proposed in [18] to overcome the 
disadvantages of hard and soft thresholding functions [15, 16]. 
EMD combined with a customized thresholding function 
(EMD-Custom) can be useful for reducing noise and 
significantly improve the results of EMD soft and hard 
thresholding [3, 4, 8]. To overcome the drawbacks of EMD 
such as mode mixing (presence of oscillations of different 
amplitudes in one mode) [1], a variant of the EMD algorithm 
called Ensemble Empirical Mode Decomposition (EEMD) was 
proposed in [19]. EEMD was based on averaging the modes 
obtained from EMD applied to several trials of Additive 
Gaussian White Moise (AWGN) added to the signal. The 
EEMD decomposition resolved efficiently the mode mixing 
and has been widely used in noise reduction. Moreover, EEMD 
achieved better denoising performance than EMD with a 
reduced number of trials.  

The main objective of this paper is to propose a denoising 
method for ECG signals using EEMD and a modified custom 
thresholding function. The basic principle of the proposed 
method is to decompose the noisy signal into a series of IMFs 
using the EEMD algorithm and then use the modified custom 
thresholding function. The denoised signal is reconstructed 
using all the thresholded IMFs. Denoising experiments were 
used on MIT-BIH ECG signals to assess the performance of 
the proposed method [20] with different AWGN levels. Three 
standard parameters were used at different input SNR (SNRin): 
output SNR (SNRout), Mean Square Error (MSE), and 
percentage Root Mean square Difference (PRD). The proposed 
method is compared to EMD-CMSE [14], EMD-Custom [8], 
and wavelet [15,16] denoising methods.  

II. WAVELET DENOISING 

Wavelet denoising is a powerful tool for removing the 
noisy component of a corrupted data sequence [15, 16]. Its 
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basic steps are: 

• Decompose: Choose a wavelet and a level N. Compute the 
wavelet decomposition of the signal at level N. 

• Threshold detail coefficients: For each level from 1 to N, 
select a threshold and apply soft thresholding to the detail 
coefficients. 

• Reconstruct: Compute wavelet reconstruction using the 
original approximation coefficients of level N and the 
modified detail coefficients of levels 1 to N. 

This work used the Symlet wavelet (sym8), while 
thresholding can be performed by using the soft or hard 
thresholding of the input signal. Wavelet soft thresholding-
based denoising technique was applied, the signal was divided 
into a set of approximations, and detail coefficients were 
thresholded using soft thresholding. The universal threshold 
estimator proposed in [15, 16] was used. 

III. EMD-CUSTOM THRESHOLDING 

EMD-custom suggests the decomposition of a noisy signal 
to noisy IMFs via the EMD algorithm [1]. After that, the noisy 
denoted IMFs were thresholded using a customized 
thresholding function [18]. Finally, the denoised signal was 
reconstructed using all thresholded IMFs. The outline of the 
EMD-Custom [8] method is demonstrated in Figure 1. 

 

 
Fig. 1.  Outline of the EMD-custom. 

IV. EEMD ALGORITHM 

The EEMD method [19] overcomes the "mode mixing" 
problem of the EMD method and consists of: 

• Adding a white noise ����� to the original signal	����: 
����� � ���� 	 �����,			1 �  � �� 		    (1) 

where Ne is the ensemble number. 

• Decomposing the noisy signal ����� into IMFs by the EMD 
method to obtain the corresponding IMF of each order 

denoted ������, where i is the IMF order, j is the trial index, 
N is the number of IMFs, and 1 � � � �. 

• Calculating the mean of the corresponding IMFs as the final 
signal IMF, by: 

��������� � �
��∑ ������, 1 � � � �		�����     (2) 

V. PROPOSED DENOISING METHOD 

The proposed method suggests the decomposition of the 
noisy signal to noisy IMFs via the EEMD algorithm [19]. 
Afterward, the noisy IMFs denoted as 	����� are thresholded 
using a modified custom thresholding function. Let ���� be a 
noisy signal given as: 

���� � ���� 	 ����    (3) 

where ���� is the noiseless signal and ���� is an independent 
noise of finite amplitude. The proposed EEMD-Custom 
method consists of the following steps: 

• Decompose the noisy signal	���� by the EEMD algorithm 
to extract the noisy IMFs	�����.  

• Apply a modified custom thresholding function on the 
noisy IMFs 	����� . A modification of the customized 
thresholding function [18] is introduced to define a new one 
as:  

�̂���� � ������  �!"#�����$%1  &'(� , ��	|�����| * (�0,																																																		��	|�����| � , 		    (4) 
where	0 - , - (�, 	0 � & � 1 and (� is the universal threshold 
reported in [15, 16] defined as: 

(� � ./0�2ln	�"�    (5) 
where C is a constant depending on the type of the signal, n is 

the length of the signal, and iE  is given by: 

0� � �45
6 78� , � � 2,3,4,… ,�    (6) 

where 0�< is the energy of the first IMF, obtained as: 
			0�< � =>�?�@A�|B4�C�|D.FGHI J<    (7) 

where K � 0.719	  and 7 � 2.01	  are empirically calculated 
constants [2].  

• Reconstruct the signal using: 

�N��� � ∑ �̂����� ��� 	 O���    (8) 
where O��� is the residual signal. 

VI. RESULTS AND DISCUSSION 

In this section, the results of the proposed denoising method 
are assessed compared to three denoising methods: wavelet 
denoising [15, 16], EMD-CMSE [14], and EMD-Custom [8]. 
The proposed EEMD-Custom algorithm was applied to 8 real 
biomedical ECG signals using the MIT-BIH database [20], 
labeled 111m, 112m, 113m, 114m, 115m, 116m, 121m, and 
122m. An AWGN was added to each clean ECG signal at 
different SNRin levels: -4dB, 0 dB, 4 dB, 8 dB, and 12 dB. The 
data length was 2048. At first, each noisy ECG signal was 
decomposed into a series of IMFs via the EEMD algorithm, 
and subsequently, the modified customized thresholding 
function (4) was utilized to threshold all IMFs for reducing 
noise and preserve QRS complexes. Thresholding can be used 
to detect QRS complexes [21]. So, the combination between 
EEMD and the modified customized thresholding function can 
be considered as an R peak preservation technique, as the IMFs 
containing high-frequency signal information (QRS complex) 
were thresholded by the modified customized thresholding 
function to preserve the QRS complexes. 

Finally, the denoised signal was reconstructed using all 
thresholded IMFs. Three standard parameters, SNRout, MSE, 
and PRD, were used to evaluate the capabilities of the proposed 
method at different SNRin, which were respectively given as: 
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	P�QRSC � 10 log�D ∑ �V�C��5WXY4
∑ �VN�C�8V�C�WXY4 �5		    (9) 

ZP0 � �
A∑ ��N���  ����AC��     (10) 

[Q\ � 100 ∗ ^∑ �VN�C�8V�C��5WXY4
∑ �V�C��5WXY4 	    (11) 

The performance of the proposed EEMD-Custom method 
was evaluated for different values of ensemble number Ne (10, 
20, 30, 40, 50, 100, 150, 200, 250, 300). Figure 2 depicts the 
SNRout for different values of Ne at SNRin=4dB on ECG 
record 112m. Figure 3 displays the plot of SNRout for different 
values of Ne at SNRin=4dB on ECG records 114m, 116m, and 
122m. As it can be observed, the SNRout increases as Ne 
increases. Moreover, the proposed method achieved a 
significant improvement when Ne was high. Based on the 
results, an ensemble number of 200 was selected as the best 
EEMD parameter. Furthermore, as the results of the proposed 
EEMD-Custom method were influenced by the α value in (4), 
an appropriate value of α should be determined.  

 

 
Fig. 2.  SNRout of the proposed EEMD-Custom in terms of Ne, 

SNRin=4dB, for the ECG 112m signal. 

 
Fig. 3.  SNRout of the proposed EEMD-Custom in terms of Ne, 

SNRin=4dB, for the ECG records 114m, 116m, and 122 m. 

Figures 4 and 5 show the SNRout of the proposed EEMD-
Custom method as a function of α for different ECG signals. 
The value of the ensemble number was Ne=200, the SNRin 
was 8dB, and the value of α was determined by trials between 
0.1 and 1, with a fixed step of 0.1. The values of a where the 
SNRout was maximum, were 0.7, 0.3, 0.5, 0.5, 0.5, 0.5, 0.3, 

and 0.5 for ECG records 111m, 112m, 113m, 114m, 115m, 
116m, 121m, and 122m respectively. The α parameter 
depended on SNRin and the type of ECG signal. 

 

 
Fig. 4.  SNRout of the proposed EEMD-Custom in terms of α, SNRin=8dB, 

for different ECG signals. 

 
Fig. 5.  SNRout of the proposed EEMD-Custom in terms of α, SNRin=8dB, 

for the ECG records 111m, 113m, and 115 m. 

The SNRout of five ECG signals at various SNRin values is 
presented in Table I to provide quantitative analysis. The 
proposed EEMD-Custom denoising method on the ECG record 
112m reached an improvement of SNR equal to 6.95dB at 
SNRin=-4dB compared to the wavelet denoising method. An 
improvement of 3.89dB was obtained at SNRin=0dB compared 
to EMD-CMSE, while an improvement of 4.46dB was 
obtained at SNRin=-4dB compared to the EMD-Custom. The 
proposed EEMD-Custom denoising method improved SNR by 
6.36dB, 4.34dB, and 3.87dB on the ECG 121m at SNRin=-4dB 
compared to wavelet denoising [2], EMD-CMSE [5,6] and 
EMD-Custom [8], respectively. As it can be noted, the 
proposed method worked better for high and low values of 
SNRin. Moreover, the values of MSE and PRD of ECG signals 
for different SNRin values are presented in Tables II and III, 
respectively. The quality of the reconstructed ECG signal was 
evaluated in terms of PRD, SNRout, and MSE. The MSE and 
PRD values should be small for better denoising and preserving 
ECG signal details. Lower PRD and MSE values indicate better 
preservation of physiological information in ECG signal 
processing [17]. As it can be noted, the proposed EEMD-
Custom method provided less MSE and PRD than the other 
methods. 
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TABLE I.  SNROUT OBTAINED BY DIFFERENT METHODS  

Signals 

Methods 

SNRin 

(dB) 

Wavelet 

(Sym 8) 

EMD- 

CMSE 

EMD- 

Custom 

Proposed  

EEMD- 

Custom 

ECG 

111.M 

-4 1.44 2.33 2.83 4.48 

0 5.38 5.87 6.51 7.79 

4 9.24 9.75 10.41 11.24 

8 12.90 12.79 14.26 14.69 

12 16.16 14.82 17.56 17.69 

 

ECG 

112.m 

-4 4.61 7.89 7.10 11.56 

0 8.58 10.27 10.94 14.16 

4 12.44 13.78 14.31 15,95 

8 16.10 16.36 17.54 18.03 

12 19.36 18.71 20.77 20.99 

ECG 

113.M 

-4 1.43 2.96 3.95 5.86 

0 5.35 6.12 7.55 9.20 

4 9.17 9.41 11.12 12.54 

8 12.75 12.75 14.89 15.77 

12 15.85 16.04 18.48 18.84 

ECG 

114.m 

-4 4.21 6.37 6.13 8.44 

0 7.57 7.38 9.65 10.43 

4 10.30 10.54 12.00 12.48 

8 12.16 12.56 15.56 15.75 

12 13.20 13.64 18.00 18.33 

ECG 

115.M 

-4 1.43 3.61 4.12 6.46 

0 5.36 5.87 7.72 10.16 

4 9.18 9.64 11.51 13.30 

8 12.77 12.87 15.02 16.54 

12 15.88 14.79 18.61 19.25 

ECG 

116. M 

-4 4.26 5.64 5.96 7.54 

0 8.06 7.94 9.28 9.98 

4 11.23 10.30 12.10 12.60 

8 13.68 13.81 15.71 16.27 

12 15.24 16.88 19.02 19.32 

ECG 

121.M 

-4 4.66 6.68 7.15 11.02 

0 8.64 8.52 10.36 12.98 

4 12.58 12.49 13.57 15.44 

8 16.42 16.66 17.56 18.37 

12 20.07 18.75 20.93 21.14 

ECG 

122.M 

-4 4.57 6.95 6.45 8.60 

0 8.45 8.14 9.85 10.62 

4 12.14 11.81 13.02 12.99 

8 15.42 15.03 16.05 16.47 

12 18.03 18.32 19.17 19.68 

 

 
Fig. 6.  SNRout versus SNRin for different denoising methods. 

Figures 6, 7, and 8 present SNRout, MSE, and PRD versus 
SNRin of the denoised real ECG record 121m for wavelet 
denoising [2], EMD-CMSE [5, 6], EMD-Custom [8], and the 
proposed EEMD-Custom method. The proposed EEMD-
Custom method gave better results in all cases. 

 
Fig. 7.  MSE versus SNRin for different denoising methods. 

 
Fig. 8.  PRD versus SNRin for different denoising methods. 

The clean ECG records 112m and 122m, their noisy 
versions, and denoised ECG records using the proposed 
EEMD-Custom at SNRin=8dB with Ne=200 are depicted in 
Figures 9 and 10 respectively. It can be noted that the proposed 
method removes noise successfully. Figure 11 depicts the 
denoised ECG record 122m using the wavelet method at 
SNRin=8dB. A careful comparison of the denoised signals in 
Figures 10 and 11 shows that the proposed method preserves 
morphological information of ECG better than the wavelet 
denoising method. The results also indicate that the proposed 
method can remove noise from real ECG signals and provide 
significant improvements in denoising performance. The 
computational complexity of EEMD can be expressed as:  

	_���� � �� ∗ _���      (12) 

demonstrating that EEMD takes more time than EMD. 

 

 
Fig. 9.  ECG 112m signal denoised by the proposed EEMD-Custom 

method. 
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Fig. 10.  ECG 122m signal denoised by the proposed EEMD-Custom 

method. 

TABLE II.  MSE OBTAINED BY DIFFERENT METHODS. 

Signals 

Methods 

SNRin 

(dB) 

Wavelet 

(Sym 8) 

EMD-

CMSE 

EMD-

Custom 

Proposed 

EEMD- 

Custom 

ECG 

111.M 

-4 0.0405 0.0330 0.0293 0.0201 

0 0.0163 0.0146 0.0125 0.0093 

4 0.0067 0.0059 0.0051 0.0042 

8 0.0028 0.0029 0.0021 0.0019 

12 0.0013 0.0018 0.0009 0.0009 

ECG 

112.m 

-4 0.3053 0.1432 0.1719 0.0615 

0 0.1221 0.0828 0.0710 0.0338 

4 0.0502 0.0368 0.0327 0.0229 

8 0.0216 0.0203 0.0155 0.0138 

12 0.0102 0.0118 0.0073 0.0070 

ECG 

113.M 

-4 0.1819 0.1278 0.1017 0.0655 

0 0.0736 0.0618 0.0443 0.0303 

4 0.0305 0.0289 0.0195 0.0140 

8 0.0134 0.0134 0.0081 0.0066 

12 0.0065 0.0062 0.0035 0.0033 

ECG 

114.m 

-4 0.0201 0.0122 0.0129 0.0076 

0 0.0092 0.0097 0.0057 0.0048 

4 0.0049 0.0046 0.0030 0.0030 

8 0.0032 0.0029 0.0014 0.0014 

12 0.0025 0.0022 0.0007 0.0007 

ECG 

115.m 

-4 0.2492 0.1506 0.1342 0.0782 

0 0.1008 0.0896 0.0585 0.0334 

4 0.0418 0.0376 0.0244 0.0161 

8 0.0183 0.0178 0.0109 0.0076 

12 0.0089 0.0114 0.0047 0.0041 

ECG 

116.m 

-4 0.5085 0.3698 0.3437 0.2389 

0 0.2116 0.2176 0.1600 0.1361 

4 0.1019 0.1263 0.0835 0.0743 

8 0.0580 0.0564 0.0364 0.0319 

12 0.0405 0.0278 0.0169 0.0158 

ECG 

121.m 

-4 0.2197 0.1381 0.1238 0.0507 

0 0.0878 0.090 0.0591 0.0323 

4 0.0354 0.0361 0.0282 0.0183 

8 0.0146 0.0138 0.0112 0.0093 

12 0.0063 0.0085 0.0051 0.0049 

ECG 

122.m 

-4 0.2767 0.3997 0.1793 0.1092 

0 0.1131 0.1214 0.0819 0.0687 

4 0.0484 0.0522 0.0395 0.0398 

8 0.0227 0.0248 0.0196 0.0178 

12 0.0124 0.0116 0.0096 0.0085 

 

 
Fig. 11.  ECG 122m signal denoised by the wavelet (sym8) method. 

TABLE III.  PRD OBTAINED BY DIFFERENT METHODS. 

Signals 

Methods 

SNRin 

(dB) 

Wavelet 

(Sym 8) 

EMD- 

CMSE 

EMD- 

Custom 

Proposed  

EEMD- 

Custom 

ECG 

111.M 

-4 84.60 76.43 72.13 59.66 

0 53.79 50.86 47.21 40.77 

4 34.49 32.53 30.16 27.41 

8 22.62 22.91 19.34 18.41 

12 15.55 18.13 13.23 13.03 

ECG 

112.m 

-4 58.81 40.28 44.13 26.41 

0 37.20 30.64 28.36 19.58 

4 23.86 20.44 19.24 16.12 

8 15.65 15.20 13.27 12.53 

12 10.76 20.63 9.14 8.92 

ECG 

113.M 

-4 84.79 71.08 63.41 50.89 

0 53.95 66.91 41.88 34.65 

4 34.75 33.82 27.77 23.59 

8 23.02 23.02 17.99 16.26 

12 16.12 15.76 11.90 11.42 

ECG 

114.m 

-4 61.58 47.99 49.35 37.81 

0 41.78 42.74 32.92 30.07 

4 30.52 29.69 23.74 23.75 

8 24.64 23.53 16.67 16.29 

12 21.86 20.78 12.10 12.10 

ECG 

115.m 

-4 84.78 65.92 62.22 47.50 

0 53.94 50.85 41.07 31.03 

4 34.73 32.94 26.56 21.61 

8 22.98 22.70 17.73 14.89 

12 16.06 18.20 11.73 10.89 

ECG 

116.m 

-4 61.22 52.21 50.34 41.97 

0 39.50 40.05 34.35 31.68 

4 27.41 30.52 24.81 23.41 

8 20.67 20.39 16.38 15.35 

12 17.27 14.31 11.18 10.80 

ECG 

121.m 

-4 58.45 46.34 43.88 28.08 

0 36.96 37.49 30.32 22.43 

4 23.49 23.72 20.96 16.90 

8 15.08 14.68 13.23 12.05 

12 9.91 11.54 8.98 8.76 

ECG 

122.m 

-4 59.05 44.87 47.54 37.11 

0 37.75 39.12 32.14 29.43 

4 24.71 25.66 22.32 22.40 

8 16.92 22.60 15.75 15.00 

12 12.54 12.12 11.00 10.36 
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VII. CONCLUSION 

This paper presented a novel denoising method based on 
the EEMD algorithm for noise removal from ECG signals by 
introducing a modified custom thresholding function. Three 
standard parameters SNRout, MSE, and PRD were used for 
evaluating the capabilities of the proposed method at different 
values of SNRin. The simulation results on MIT-BIH ECG 
signals showed clearly that the proposed method provided 
better SNRout and lesser MSE and PRD compared to other 
well-known denoising methods. Therefore, the proposed 
method is characterized as highly suitable for denoising ECG 
signals.   
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Abstract—Improvements and applications of Inertial 

Measurement Unit (IMU) sensors have increased in several areas. 

They are generally used in equipment that measures orientation, 

gravitational force, and speed. Therefore, in this paper, we 

worked on improving the performance of IMU in an application 

on solar trackers of the Kalman filter. This work illustrates the 

design of an autonomous device with astronomical control of a 
photovoltaic (PV) panel, allowing the optimization of the 

orientation/energy gain ratio. The device is based on two concepts 

at the same time, the modeling of the solar trajectory adopted by 

an algorithm which calculates continuously the solar angles 

(elevation and azimuth) and the approval of these by the IMU in 

order to sweep away any climatic fluctuations and thus allow an 

almost perfect adjustment relative to the perpendicular axis of 

the rays. The tracking system is based on two joints controlled by 

an Arduino control board. Experiments have shown a better 

performance of the two-axis device: the net energy gains can be 

around 34% with an additional 1.1% when the Kalman filter is 
applied. 

Keywords-astronomical control; orientation; energy gain; 

optimization; inertial measurement unit  

I. INTRODUCTION  

Solar trackers are devices that allow the orientation of 
daylight reflectors regardless of their nature (photovoltaic (PV) 
solar panels, concentrated solar reflectors, or a lens focused 
towards the sun). The position of the sun in the sky varies with 
the seasons (elevation) and the time of day as the sun moves 
across the sky [1]. Most solar powered pieces of equipment 
serve us best when pointed at the sun [2, 3]. In the literature, 
we find many works focused on the knowledge of several 
astronomical and atmospheric quantities, whereas the use of 
these in algorithms makes the parameters difficult to implement 
when it comes to simple solar tracking systems [4]. A solar 
tracker can increase the efficiency of such equipment at any 

fixed position at the cost of additional system complexity [5-7]. 
There are many types of solar trackers of varying cost, 
sophistication, and performance [8, 9]. The accuracy of the 
solar tracker depends on the application [10-16]. Usually, PV 
systems do not work properly without monitoring, therefore at 
least one-axis tracking is mandatory [17]. 

In our work, we tried to structure a new two-axis tracking 
approach in which we aimed to orient the panel in real time 
towards the sun, in order to be placed in optimal position in 
relation to the incidence of solar radiation (perpendicular 
radiation if possible) because, throughout the day and 
depending on the season, the position of the sun varies 
constantly and in a different way, depending on latitude and 
longitude. First, we modeled the position of the sun by 
calculating each location on the earth at any time of day and 
determined the periods of daily sunshine as a function of time 
and place in order to get maximum benefit from the solar 
energy. Sunrise and sunset are defined as the instants when the 
upper limb of the sun's disk has just touched the horizon. This 
corresponds to an altitude of about zero degrees for the sun. 
The calculation of the position of the sun in our algorithm uses 
a certain coordinate system where time and location are given 
as input while the coordinates of the reference ground are given 
as output and this using a GPS sensor responsible for 
geolocation and timing. Real-time adaptation has the effect of 
substantially increasing the amount of reception and energy 
output of the PV panel as a second goal in our work by 
focusing on the layout, use, and angular correction of panel 
deflection due to the displacement of the sun by special Inertial 
Measurement Unit (IMU) sensors that empower the reading 
and inform us of all the surface angles of a solar panel in 
relation to the horizontal and vertical axes of the platform in a 
3D aspect. For additional precision, correction by Kalman filter 
was carried out correcting the internal angular error. The 
correction was made with two actuators which are excited and 
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driven by a driver through an Arduino card. The experiments 
have shown better performance of the two-axis device by using 
IMU, especially through the Kalman filter, the net energy gains 
of which prove the efficiency of the proposed system. 

II. MODELING THE PATH OF THE SUN 

The position of any celestial object is described in two 
angles, the azimuth angle and the elevation angle. The 
elevation angle is the angle of the object above the horizon 
from the point of observation while the azimuth angle has 
diverse definitions. Figure 1 shows the concept of azimuth (γ) 
and elevation angles (α). 

 

 
Fig. 1.  Overview of tracking angles. 

The calculation of the position of the sun in terms of 
azimuth and elevation angles and the sunshine duration 
requires the calculation of certain parameters such as Local 
Solar Time (LST) and Local Time (LT). The 12:00 hours LST 
is defined as the highest position of the sun in the sky. LT 
usually varies from LST due to the eccentricity of Earth's orbit 
and due to human adjustments such as time zones and daylight 
saving time. 

A. Local Standard Time Meridian 

The Local Standard Time Meridian (LSTM) is a reference 
meridian used for a particular time zone and is similar to the 
Prime Meridian which is used for Greenwich Mean Time 
(GMT) which can be calculated by the following equation: ���� � 15° 	 
���    (1) 
B. The Equation of Time 

The hour lines are the traces of the hourly plane which is 
perpendicular to the equator on the surface of the dial. The 
solar time measured and established by a dial is counted on the 
equator by the daily displacement of the hourly plane of the 
sun. One hour has passed when the direction of the sun's hourly 
plane has changed by 15°. The sundial does not take into 
account the declination of the sun, therefore, whatever the date 
of the year, the position of the time plane one hour after noon 
will be the same. Thus, 1 pm the time line will be identical for 
every day of the year. This is the principle of the polar style 
dials in which the duration of a solar hour is not constant 
throughout the year. Although the variation is minimal, on the 
order of a few seconds, the essential consequence is that these 
variations accumulate to form a larger gap. And during the 

year, the moment of the passage of the sun to the meridian 
(solar noon) slowly shifts day after day compared to noon 
which will be indicated by a perfect and regular clock. Our 
clock shows the average time. The annual variation in the 
difference between solar noon and mean noon is called the 
equation of time. By definition: ����������� � �������� � ��������������    (2) 
Equation (2) is periodic from year to year. It has a 

maximum of more than 14 minutes at the beginning of 
February and a minimum of -16 minutes at the beginning of 
November. It also has an intermediate maximum and 
minimum. It becomes zero 4 times a year: around April 15, 
June 15, September 1 and December 24. The exact value of the 
equation of time can be calculated at any moment with all the 
precision required by formulas presented in various works of 
astronomy. There are also simplified formulas and tables 
sufficient for the needs of gnomonics [18] but with the current 
power of PCs, it is better to use formulas as exact and complete 
as possible. It takes a little longer, but at least the calculated 
values are accurate within a few seconds. The equation of time 
(in minutes) is an empirical equation that corrects the 
eccentricity of the earth's orbit and the axial tilt of the earth is: ��� � 9.87sin' 2)* + 7.53cos' )* + 1.5 sin' )*    (3) 
where )81(

365

360
−= dB , where d is the day of the year (i.e. d = 

1 for January 1st, d = 32 for February 1st, etc.). 

The precise Time Correction (TC) factor (in minutes) 
explains the variation in LST in a given time zone due to 
variations in the longitude of the location in the time zone and 
also incorporates the EoT as in (4). Number 4 in the equation 
shows the number of minutes the earth takes to rotate by one 
degree. �/ � 4 	 '�������1� + ����* � ���    (4) 
The LST can be calculated using (4) and LT as follows: 

60

TC
LTLST +=     (5) 

C. The Angles of Solar Corrections  

1) The Hour Angle (HRA) 

As the first correction angle, the HRA presents the 
conversion of LST to the degrees with which the sun moves 
across the sky. By definition, the HRA is 0° at solar noon. Each 
hour from solar noon corresponds to an angular movement of 
the sun by 15°. This step of 15° presents the rotation of the 
earth during one hour. In the morning, the hour angle is 
negative. 2�� � 15°	 '��� + 12*    (6) 
2) Declination Angle (δ) 

The declination is the angle that the sun makes at the 
maximum of its course (solar noon) in relation to the equatorial 
plane. It varies between -23.45° on December 21 and +23.45° 
on June 21. For this, it is important to establish an equation 
relating the position of the sun in relation to the perpendicular 
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to the plane of the PV module. The declination angle can be 
calculated by [7]: 








 +
×=

365

284
2sin45.23

d
πδ     (7) 

3) Elevation Angle (α) 

The elevation angle varies throughout the day. It also 
depends on latitude and date. The maximum elevation angle is 
an important parameter in the design of PV systems. This angle 
is measured at solar noon and depends on the angle of latitude 
and declination. The formula for the maximum elevation angle 
is: 3 � 90� 5 + 6    (8) 
When (8) gives a number greater than 90°, the result is 

subtracted from 180°. This means that the sun at solar noon is 
coming from the south, as is typical of the northern 
hemisphere. 5 is the latitude of the location of interest (with a 
positive sign for the northern hemisphere and negative for the 
southern hemisphere) and δ is the declination angle. 

D. Sunrise and Sunset 

In order to calculate the sunrise and sunset for a given 
location, altitude zeroing must be applied and the altitude 
equations are reformulated to give: 

60coscos

sinsin
cos

15

1
12 1 TC

H sunrise −








×
×−

°
−= −

δϕ
δϕ

    (9) 

60coscos

sinsin
cos

15

1
12 1 TC

H sunset −








×
×−

°
+= −

δϕ
δϕ

    (10) 

All the calculations mentioned above were developed in the 
LabVIEW environment by the use of command blocks and 
micro programs. Figure 2 shows the overall code for modeling 
the path of the sun in the form of command frames designated 
as outputs from an Arduino board. This map takes over from 
correcting the angular deviation (elevation and azimuth) caused 
by the daily and seasonal variation of the position of the sun. 

The selected IMU is a HMC5883L magnetic field sensor 
(gyroscope). This module encompasses in a single circuit all 
the functions necessary for the realization of a complete IMU. 
It integrates three axes for the two elements, the accelerometer 
and the magnetometer. It simultaneously measures the tracked 
movement and combines it with perfect synchronization with 
the clock. With the collaboration of the sensors, it performs an 
almost absolute position tracking without giving in to external 
transmission or emission elements. However, the majority of 
IMUs are exposed to negative distortion from external 
magnetic fields which affect the accuracy regardless of their 
nature. We therefore applied a correction by a Kalman filter in 
order to make the IMU more exact. 

 

 
Fig. 2.  Global diagram of the tracking system and the modeling of the trajectory in LabVIEW. 

III. DESCRIPTION OF THE TRACKING SYSTEM 

The tracking system corrects the angular deviation 
(elevation and azimuth) due to the apparent movement of the 
sun. It controls the movement of a PV module on two axes. 
The first has a 360° rotation capability, it is considered the 
main support of the whole mechanism. The second has a 90° 
rotation capability and is responsible for the rotation of the PV. 

To keep the solar radiation perpendicular to the active 
surface of the PV module, the automation of the trajectory of 
the sun is defined thanks to the equations of time translated into 
programs in LabVIEW with the cooperation of the Arduino 
board. The control system is shown schematically in Figure 3. 
It consists of two parts: the operative part and the control part. 
The operative part has two joints actuated by two jacks. 
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Fig. 3.  General description of the system. 

A. The Operative Part 

The design of tracking systems is usually designed by one 
axis or by two axes. To amplify the energy gain of the PV 
module, two-axis trackers are the ideal solution. The choice of 
motors is essential, so we chose motors that have axial 
encoders in order to know at any time the exact angle of the 
motors after each movement. A powerful motor rotates 360° 
and presents the overall support of the module. It is responsible 
for correcting the azimuth deviation. The weight of the joint 
does not present any movement constraint on the motor 
because it is mounted axially on the latter using a bearing. The 
second motor allows the angular correction of the elevation. 
These motors are commonly used in the home automation 
field. 

B. The Order Part 

The control device is essentially based on multisensory 
technology in order to collect at any time any information that 
enters directly or indirectly into the calculations of the path of 
the sun and the angles of deviation which correct the deviation 
through the equations of time. The electronic IMU devices 
measure and report the specific strength of a body. The angular 
rate and sometimes the magnetic field surrounding the body 
and the use of a combination of accelerometers and gyroscopes 
or magnetometers as criteria of choice led us to use them to 
optimize the energy gain by orientation of the PV module. For 
a near-perfect PV initialization, a gyroscope is used. 

IV. MAGNETOMETRIC SENSOR MODEL 

Magnetic field measurement is subjected to two types of 
distortion: hard iron distortion and soft iron distortion. To 
obtain precise measurements, a mathematical correction of the 
scale factor, misalignment, and bias errors by a Kalman filter is 
applied to the model matrix. This process involves finding a 
transformation and bias matrix in order to obtain corrected 
measurements of the magnetic field. In this algorithm, a bias is 
applied to the vector of initial magnetometric data (X, Y, Z 
coordinates) which is then multiplied by the resulting vector. 
We then subtract the bias vector from the result as shown in 
(11). This was done by the intervention of an Arduino card in 
the LabVIEW environment. 

789:;<=>=?@9:;<=>=?A9:;<=>=? B � C�DD �DE �DF�ED �EE �EF�FD �FE �FF
G 	 HC8:I:<:J;@:I:<:J;A:I:<:J; G + 7)K)L)MBN    (11) 

We used intrinsic active rotations of the magnetometer 
module around the (X, Y, Z) axes in a three-dimensional plane. 
We created 3 angles which present respectively pitch, roll, and 
yaw. We thus obtained 12 probabilities as indicated in Figure 4. 

 

 

Fig. 4.  Axial probabilities of the IMU on the three-dimensional plane. 

In its initial position, the magnetometer module coordinate 
system and the panel coordinate system are aligned with each 
other. If we want to rotate the axis of the panel, we would 
perform the three elementary rotations as follows: 

• Rotation by the roll angle around the X axis: 

O8D � 8P@D � @P 	 cos' ����* + AP 	 sin' ����*AD � @P 	 sin' ����* � AP 	 cos' ����*    (12) 
• Rotation by the pitch angle around the Y axis: 

O8E � 8D 	 cos' Q��RS* + AD 	 sin'Q��RS*@E � @DAE � +8D 	 sin'Q��RS* � @D 	 cos' Q��RS*    (13) 
• Rotation by the yaw angle around the Z axis: 

O8F � 8E 	 cos'T�U* + @E 	 sin' T�U*@F � 8E 	 sin' T�U* � @E 	 cos'T�U*AF � AE     (14) 

The numbering 0 on the X, Y, and Z coordinates presents 
the starting point. The numberings 1, 2 and 3 respectively 
present 3 elementary rotations (the first, the second, and the 
third). It is possible to return to Euler angles [19] from a 
rotation matrix. The equation varies in correspondence with the 
order of execution of the elementary rotations of Euler angles 
and the Euler angles of Tait-Bryan [20] which correspond to 
the order yaw-pitch-roll with corrections by a Kalman filter. 
We integrate (11) to obtain the angles as follows: 
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These were deduced using the fact that the magnetometer 
module rotates back to front and the local field vectors move 
inward. Using this information along with knowing the 
orientation of the IMU allows the formation of a direction 
cosine matrix which is used to convert the measurements from 
the IMU coordinate frame to the panel coordinate frame. We 
can present the order of transformations as follows: 

• Turn the angle α +90° around the X axis to align the Z axis 
of the IMU with the Z axis of the panel support. 

�D � C1 0 00 0 +10 1 0 GC1 0 00 cos3 +sin 30 sin 3 cos3 G    (18) 
• -Rotate β +90° around the Z axis to align the coordinate 
frames of the IMU and the panel support. 

�E � CcosX sin X 0sin X cosX 00 0 1G C
0 +1 01 0 00 0 1G    (19) 

Thus, the complete transformation of the IMU into 
coordinates of the panel support is given by the multiplication 
of the equation:  

� � C+sinX sin3 . cosX cos3 . cosXcosX sin 3 . sinX cos3 . sin X0 cos3 +sin 3 G    (20) 
The similarity of movement of the angles of our 

problematic which is the movement of a PV panel around its 
axes at the first two angles (yaw and pitch) led us to make a 
correspondence of the azimuth and elevation angles with the 
latter. 

 

 
Fig. 5.  Center of circle before calibration and filtering separately, (a) on 
the Χ axis, (b) on the Υ axis, (c) on the Ζ axis, (d) and (e) on the XYZ kernel. 

Figure 5 shows that the center of the circle after hard iron 
distortions is now at Y=100 and X=200. There is therefore a 
polarization of hard iron on the X axis of 200mG and a 
polarization of iron hard on the Y axis of 100mG. These 
distortions move the center of the circle away from its original 
position but preserve its original shape. 

Soft iron distortions on their part distort existing magnetic 
fields. Soft iron distortions are easy to identify in a magnetic 
output graph because they distort the circular output. The soft 
iron distortions distort the circle and give it an elliptical shape. 
An illustration of the magnetometer output with the two 
distortions on the X and Y axes in order can be seen in Figure 6. 

 

 
Fig. 6.  Center of circle after calibration and filtering separately (a) on the 
X axis, (b) on the Y axis, (c) on the Z axis, (d) and (e) on the XYZ kernel. 

A circle which does not undergo any distortion must be 
centered on X=0, Y=0 and its radius must be equal to the 
magnitude of the magnetic field. 

Figure 7 shows the application of the Kalman filter with 
block-chained logic under the LabVIEW environment. 

V. GENERAL STRUCTURE OF THE DEVICE  

The produced system is an autonomous, automatic, and pre-
programmed solar tracker based in its design on an Arduino 
Mega embedded system which is capable of astronomically 
resetting the local parameters of a PV installation by 
geolocation and instantly correcting with a new approach of the 
IMU the angular fluctuations (azimuth and elevation) caused 
by the displacement of the sun using a preprogrammed 
algorithm and pulse control in order to minimize the power 
consumed by the actuators and to increase the luminous flux on 
the active surface of the panel.  

Usually, IMUs are used in the field of aeronautics, 
especially drones. They allow the collaboration with a GPS 
receiver when the GPS signals are absent as is the case in 
tunnels. In order to collect as much information as possible to 
geolocate a photovoltaic installation, we have chosen the GY-
NEO6M type GPS compatible with the master Arduino Mega 
card. It can be synchronized with an RTC of our system or 
operate autonomously. The modeling of the above mentioned 
path of the sun requires knowledge of a few parameters in 
order to determine the angles of azimuth and elevation.  
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Fig. 7.  Application of the Kalman filter in LabVIEW. 

 

Fig. 8.  General descriptive diagram of the system. 

An internal clock updates the GPS in order to detect the 
local coordinates as well as the date and the time required in 
this calculation. The IMU works by sensing linear acceleration 
using the internal accelerometer and the rotation rate using the 
HMC5883L at each angular correction (azimuth or elevation). 
So, it is updated with the next angles and the current angles. 
These data are stored in the Arduino in an EEPROM to be 
compared to the angles of the motor encoders to confirm their 
values and to be used as correction steps through power stages 
that reposition the equipment. To access the internal parameters 
that are introduced into the initialization and configuration of 
the tracking system or the modeling of the trajectory, a touch 
screen can be used which does this through several actions. 
Figure 8 summarizes the general design of the produced 
device. 

A. GPS Communication 

Modeling the path of the sun requires the intervention of a 

few quantities. The GY-NEO6M uses geolocation by the 
World Geodetic System (WGS 84) which is used in mapping 
and navigation including satellite navigation systems. The 
geographic coordinates of the PV system are quantities 
(latitude, longitude, and time) which define its position on the 
installation surface. Latitude values collected by the system and 
longitude values are the considered entrances. Through two 
pins of the Arduino board (TXD1 and RXD1) the GPS 
communicates at a speed of 9600bps. More parameters are 
shown in Table I. 

TABLE I.  TECHNICAL PARAMETERS 

Parameter Value 

Power supply 3V / 5V 
Model GPS-NEO-6M-001 
Antenna Ceramic antenna 
Battery Rechargeable battery back-up 

Signal light LED light 
Antenna size 25×25mm 
Model size 25.5mm×31.5mm 

Mounting hole 2mm 
Default baud rate 9600 
Default output Compatible with NMEA0 

 

B. Tactile Communication  

In order to simplify the communication between the user 
and the Arduino and to minimize the use of electronic 
components (push buttons), a touch screen type (320×240 TFT 
LCD) was used in the constitution of our device. Its role is also 
to display any action applied on the Arduino. A multi-screen 
menu has been created to organize the control and display of 
the various parameters which can be the measured quantities or 
different input and output data. The main purpose of this tactile 
communication is to access the internal parameters of the 
quantities recorded previously such as the initial variables 
stored on the Arduino EEPROM and change them according to 
our needs. This adjustment is considered as a manual mode (all 
the quantities are inserted manually without the use of the 
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sensors). This choice is provided as an emergency solution if 
auto locate fails. 

VI. EXPERIMENTAL TEST 

In order to demonstrate the effectiveness of this new 
approach, we first carried out a comparison of the results 
obtained on a fixed module with respect to another module 
oriented by two axes based on the new approach while 
correcting the variation related to elevation and azimuth. These 
two angles are directly linked to the day, night, and seasonal 
variation under the same operating conditions. A further 
comparison was made between the results obtained by the 
technique without and with the Kalman filter. These 
experiments were carried out in a day where the illumination 
was relatively good with some disturbances in the afternoon in 
the eastern Algeria (Ain Beida) defined by 35.796 N altitude 
and 7.393 E longitude with a varied temperature. For a daily 
correction, a series of successive orders to the equipment at 
equal intervals during the period of sunshine carries the angular 
correction of deviation which varies from 1.5 to 2 degrees. The 
command information is extracted from the database which is 
calculated by the Arduino and stored in the EEPROM of its 
microcontroller. Voltage and current measurements were 
conducted at equal time intervals. The Copernicus equation 
gives us an initial declination of the PV module of 14.81°. The 
LabVIEW environment provides us with graphical interfaces to 
display the different quantities collected experimentally by the 
card (current, voltage, and power). The results are shown in 
Figures 9-13. In Figures 9-11, we obtained from the LabVIEW 
the responses represented in blue for the measured quantities of 
a tracking system without Kalman filter and in red for those of 
a fixed system. 

In Figure 9, we see that the oriented system generates a 
current intensity that exceeds three times the current obtained 
by the fixed system at the start of the day because the panel has 
already been initialized in a perpendicular position with respect 
to the solar rays, so this system stabilizes at a maximum current 
value. We also notice disturbances caused at the end of the day 
by a cloud passage. During this time, the fixed system starts 
with a low current which gradually increases towards the 
optimal period of sunshine then decreases (knowing that the 
panel is fixed at a tilt angle of 32°). The current generated by 
the stationary panel always remains lower than that generated 
by the oriented panel. This validates the significant influence of 
irradiation on the current and more precisely that of the angles 
formed by the rays and the panels. It is always favorable to 
keep an angle of 90° with the panels for a total absorption of 
the rays without losses and without refractions which leads us 
to choose the most precise oriented systems. 

In Figure 10, we see that the voltage supplied by the 
oriented module at the start of the day is high but decreases 
regularly due to the influence of the temperature on the voltage 
of the panel caused by the fact that the active surface of the 
panel remains perpendicular to solar radiation while the voltage 
supplied by the fixed module at the start of the day is low and 
remains constant with some variations and disturbances and 
exceeds the oriented module a few times. 

Figure 11 shows the power obtained during this day by the 
two panels which represent the product of the voltage and the 
current. We notice the effect of the orientation technique on the 
efficiency which is a gain of 34% in comparison with the fixed 
system. 

 

 
Fig. 9.  Current-time curves for a fixed and an oriented module. 

 
Fig. 10.  Voltage-time curves for a fixed and an oriented module. 

 
Fig. 11.  Power-time curves for a fixed and an oriented module. 

In Figure 9, we can see the gain obtained by the tracking 
system, manifested by the difference between the two schemes. 
This gain was obtained thanks to the angle detection precision 
of the IMU. This reflects the influence of this technique on the 
efficiency of a PV panel. To remedy the errors caused by the 
external magnetic effects on the IMU sensors, a Kalman filter 
is applied. In order to show the effect of the latter on the yield, 
two comparative experimental tests were carried out on a 
filtered and an unfiltered system during two different days to 
generalize the results. We plot the curves of the measured 
quantities (I and V) using LabVIEW. Figures 12 and 13 show 
the power plot obtained by the tracking system with (blue) and 
without (red) the Kalman filter. The difference between the 
plots in the same chart in Figures 12 and 13 is respectively a 
gain of 1.1% and 1.2%. This proves the advantage that this new 
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technique gains with the application of the Kalman filter on the 
behavior of the IMU sensor. 

In [13], a comparative study between a fixed system and 
another two-axis oriented system using a 120W PV panel 
showed an average daily energy gain of 112.5Wh. According 
to the energy aspect and over the same period, we arrived to 
obtain an average daily energy gain of 403.2Wh (since the PV 
panel used in [13] is 12 times greater than the one opted in the 
current work). So, the developed new optimization approach 
for a solar tracker based on an IMU is most suitable for two-
axis tracking systems. 

 

 
Fig. 12.  Power curves during the first day. 

 
Fig. 13.  Power curves during the second day. 

VII. CONCLUSION  

Due to the poor performance of fixed panels resulting from 
the movement of the sun and energy losses, the main goal of 
the researchers in this field is to track the variant trajectory of 
the sun and to optimize the techniques used while taking into 
account the materials. Various methods have been employed to 
remedy this. In the current work, a preprogrammed technique 
using different equations of time was adopted which includes 
the use of IMU modules. These new components are 
characterized by their precision of positioning identification 
along three axes. This helps us to collect more accurate data on 
the position of the panels and thus to better control them to 
follow the sun. However, these components operate using 
magnetic fields and are highly sensitive. They are therefore 
often influenced by neighboring magnetic fields and end up 
showing calculation errors, which cause energy losses. To 
solve this problem, we used an additional corrector, which is 
the Kalman filter. It corrects deviations caused by magnetic 
fields. According to the obtained results, a tracking technique 
supported by IMU is much more advantageous than a fixed PV 
system and the addition of a Kalman filter gives us more stable 
results and a higher efficiency than the filterless system (about 

0.8%). This last technique is thus chosen for the considerable 
energy gain that it offers. 

APPENDIX 

ABBREVIATIONS 

IMU Inertial Measurement Unit 
GPS Global Positioning System 
3D Three Dimensional 
PC Personal Computer 

LabVIEW Laboratory Virtual Instrumentation Engineering Workbench 
PV Photovoltaic 
RTC Real Time Clock 

EEPROM Electrically Erasable Programmable Read-Only Memory 
TXD or TX Transmit Data 
RXD or RX Receive Data 

LED Light Emitting Diode 
TFT Thin Film Transistor 
LCD Liquid Crystal Display 
I Current intensity 
V Voltage 
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Abstract-SCM440 steel is a commonly used material for making 

plastic injection molds and components such as gears, 

transmission shafts, rolling pins, etc. Surface roughness has a 
direct influence on the workability and durability of the parts 

and/or components, while the Material Removal Rate (MRR) is a 

parameter that is used to evaluate the productivity of the 

machining process. Furnished products with small surface 

roughness and large MRR is the desired result by all milling 

processes. In this paper, the determination of the values of input 
parameters is studied in order to ensure that during the process 

of milling SCM440 steel, it will have the smallest surface 

roughness and the largest MRR. There are five parameters that 

are required to be determined, namely the cutting insert 

material, the tool nose radius, the cutting speed, the feed rate, 

and the cutting depth. The Taguchi method was applied to design 

the experimental matrix with a total of 27 experiments. Result 
analysis determined the influence of the input parameters on 

surface roughness and MRR. The Data Envelopment Analysis-

based Ranking (DEAR) method was applied to determine the 

optimal value of the input parameters, which were used to 

conduct the milling experiments to re-evaluate their suitability. 

Keywords-milling; SCM440 steel; surface roughness; MRR; 
optimization; Taguchi; DEAR   

I. INTRODUCTION  

Milling is a very common machining method in the 
mechanical engineering industry. It is considered to be the 
cutting method with the highest productivity. With the 
development of the cutting tool manufacturing technology as 
well as the emergence of the modern CNC machines, this 
method is capable of ensuring very high accuracy. Research of 
solutions that improve the accuracy of milling machines and 
milling cutters is continuously conducted [1]. Therefore, in 
some cases, this method is used as the final machining method 
for surfaces requiring high precision [2]. To make the most use 
of the achievements in the mechanical engineering technology 
and the cutting tool manufacturing technology, many 
researchers carried out experimental studies to determine the 
optimal value of parameters related to the machining process. 

The purpose of these studies is to determine the value of the 
machining process’s parameters to ensure minimum surface 
roughness and maximum Material Removal Rate (MRR). This 
problem is known as milling operations optimization. When 
studying the milling operations optimization, many authors 
used the Taguchi method to design the experimental matrix. 
When comparing the Taguchi-based matrix design method with 
some other matrix design methods, it was found that the 
Taguchi method requires a smaller number of experiments. An 
advantage that only the Taguchi method possesses is that it can 
design a matrix with the input parameters being a qualitative 
(not a quantitative) parameter [3, 4].  

In [5], the Taguchi method was applied to design the 
experimental matrix when milling the AA6082T6 material by a 
tungsten carbide cutting tool. Signal-to-Noise (S/N) ratio was 
analyzed to determine the optimal values of spindle speed, feed 
rate, and depth of cut to ensure the minimum value of surface 
roughness. The Taguchi method was also used to design the 
experimental matrix when milling AA6082T6 with PVD-
coated and CVD-coated cutting tools. The determination of 
cutting speed, feed rate, and tool material type to ensure tool 
wear was similarly performed for surface roughness in [6]. In 
[7], the authors applied the Taguchi method to design the 
experimental matrix when milling D2 steel with the carbide 
inserts cutting tool. Cutting parameters including spindle speed, 
feed rate, and depth of cut were selected as input parameters for 
each experiment. The S/N ratio analysis method was applied to 
determine the optimal value of the cutting parameters to ensure 
the minimum value of surface roughness. When milling AISI 
P20 steel with the carbide inserts cutting tool, the authors in [8] 
used the Taguchi method to design an experimental matrix with 
spindle speed, feed rate, and depth of cut as input parameters 
[8]. They also used S/N ratio analysis to determine the optimal 
value of the input parameters to ensure the minimum value of 
surface roughness. To determine the optimal value of 
parameters including cutting speed, feed, radial depth, and 
axial depth to ensure the minimum value of surface roughness 
when milling 1.2738 steel with the WNHU 04T310 cutting tool 
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(manufactured by Palbit), the authors in [9] also applied the 
Taguchi method to design the experimental matrix. The S/N 
ratio analysis method was applied to determine the optimal 
value of the cutting parameters. Authors in [10] also designed 
the experimental matrix according to the Taguchi method when 
milling 7075T6 aluminum alloy with an AlTiN PVD-coated 
cutting tool. The optimal values of cutting speed, feed rate, 
radial depth, and axial depth were also determined by the 
analysis of the S/N ratio. This study also aimed to ensure the 
minimum value of surface roughness. To determine the 
optimum value of cutting speed, feed rate, depth of cut, and 
coolant flow to ensure the minimum value of surface roughness 
when milling AISI 1040 MS steel with the carbide inserts 
cutting tool, the authors in [11] also designed the experimental 
matrix according to the Taguchi method and the S/N ratio 
analysis method was also used to determine the optimal value 
of the input parameters. Authors in [12] also designed the 
experimental matrix according to the Taguchi method when 
milling 7075 T6 aluminum alloy with a High-Speed Steel 
(HSS) cutting tool. They also applied the S/N ratio analysis 
method to determine two sets of optimal values of cutting 
speed, feed rate, and depth of cut, one set that ensures the 
smallest surface roughness and another set that ensures the 
largest MRR. 

The experimental matrix design based on the Taguchi 
method has been successfully applied in a number of studies to 
ensure a certain criterion of the machining process. However, if 
only the Taguchi method is applied for the experimental design 
and the S/N ratio analysis to determine the optimal value of the 
machining process parameters, only one criterion of the 
machining process can be guaranteed. In order to resolve this 
shortcoming of the Taguchi method, many studies combined 
the Taguchi method with other methods to optimize the multi-
objectives of the milling process: in [13], the Taguchi method 
has been combined with ANOVA to determine the values of 
the spindle speed, the feed rate and the cutting depth to ensure 
the minimum surface roughness and the maximum MRR when 
milling AISI 1005 steel with the TiN coated cutting tool. In 
[14], the Taguchi method and the Weighted Principal 
Component Analysis (WPCA) were combined to determine the 
milling type and the values of milling parameters to 
simultaneously ensure minimum surface roughness and 
maximum MRR when milling Al 6061 aluminum alloy with a 
high speed steel cutting tool. The Taguchi method and the Gray 
Relational Analysis (GRA) method were combined to 
determine the values of cutting speed, feed rate, and cutting 
depth to ensure simultaneously minimum surface roughness 
and maximum MRR when milling Inconel 718 super alloy by 
an uncoated tungsten carbide cutting tool in [15]. A 
combination of the Taguchi method, TOPSIS method, and 
ANOVA analysis was performed to determine the optimal 
values of cutting speed, feed rate, and depth of cut to ensure 
simultaneously the minimum value of surface roughness and 
maximum value of MRR when milling Ti-6Al-4V titanium 
alloy with TiN coated cutting tools in [16]. Through the above 
studies, it is shown that the cutting tool parameters are 
commonly selected as the input parameters of the milling 
experiment process. These parameters can be easily adjusted by 
the operators. However, to the best of our knowledge, there 

have been no studies that consider all the 5 parameters of the 
cutting tool material, i.e. the insert material, the tool nose 
radius, the cutting speed, the feed rate, and the depth of cut. 

SCM440 steel is a type of steel used quite commonly to 
make plastic injection molds and components such as gears, 
transmission shafts, and rolling pins [17]. Due to the high 
content of Cr, Mo and Mn elements, this steel has a low 
thermal conductivity. When machining this steel, the tool wears 
out quickly, thus it is required to select the right cutting tool 
[18-20]. A number of studies on milling steels equivalent to 
this steel have been carried out [17-23]. However, to the best of 
our knowledge, there are no published studies on milling 
SCM440 (or equivalent) steel that consider all 5 parameters. 
DEAR is a method used for multi-criteria decision making that 
was introduced in 2002 [24]. This method has been used for the 
multi-objective optimization of the AISI 1055 steel turning 
process [25], the Ti-6Al-4V alloy turning process [26], the 
SAE420 steel grinding with a segmented grinding wheel [27], 
of the Electrical Discharge Machining (EDM) with the material 
type AA 6082 [26], etc. However, to the best of our 
knowledge, there have been no published studies on the 
application of this method in multi-criteria decision making for 
milling methods in general and for milling SCM440 steel in 
particular. 

In this study, milling parameters such as the cutting tool 
material, the tool nose radius, the cutting speed, the feed rate, 
and the cutting depth will be determined to simultaneously 
ensure the optimization of two criteria, minimum surface 
roughness and maximum MRR when milling this type of steel. 
A combination of the Taguchi method and the DEAR method 
was used to solve this problem.  

II. THE DEAR METHOD  

The purpose of the experimental process of this study is to 
ensure that surface roughness (Ra) has the smallest value and 
the MRR reaches the maximum value. Thus, it is required to 
determine the values of the input parameters that ensure the set 
out objectives. The DEAR method will be applied in this study 
to carry out the above-stated work [24]. The DEAR method's 
steps are [24]: 

• Determine the weight of each response for all experiments. 
This value is calculated as the ratio of the value of each 
response to the sum of all responses. 

• Transfer the response data to the weight data by multiplying 
the observed data by their respective weight. 

• Divide the inversed data by the sum of all inversed data. 

• The Multi Response Performance Index (MRPI) is 
calculated by (1): 

���� =	��	
∗	�� +	��� ∗ 	���    (1) 

The weights of the responses are calculated as: 
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III. EXPERIMENTS ON MILLING SCM400 STEEL  

A. Experimental System  

A CNC milling machine with the HAA5 serial was used to 
carry out the experiments (Figure 1). The experimental sample 
is SCM400 steel with length, width, and height of 80mm, 
40mm, and 30mm respectively. The steel’s chemical 
composition conducted with a spectrometer was: 0.43% C, 
0.28% Si, 0.72% Mn, 1.05% Cr, 0.23% Mo, 0.024% P, and 
0.026% S. 

 

 
Fig. 1.  The milling  machine. 

TABLE I.  PARAMETERS OF THE CUTTING INSERTS 

Parameter 

Cutting insert 

R390-

11T303M

-PM1025 

R390-

11T305M-

PM1025 

R390-

11T305M

-PM1025 

Tool nose radius (mm) 0.3 0.5 0.8 
Back edge length (mm) 0.8 0.9 1.2 

Weight (kg) 0.0022 0.0026 0.003 
Coating material TiN; TiCN; TiAlN 

Cutting thickness (mm) 3.59 
Main cutting angle (degree) 90 
Maximum cutting depth (mm) 10 
Shape style of cutting piece L 

Edge width (mm) 6.8 
Effective length of edge (mm) 10 

 
Three types of cutting pieces were used in the experiment 

namely the TiN-, TiCN-, and TiAlN-coated pieces. These 
cutting pieces have high thermal resistance, and have been 
proven to be very suitable for machining SCM440 steel. Each 
cutting piece was used with 3 tool nose radius values of 
0.3mm, 0.5mm, and 0.8mm. On the tool shank with 12mm 
diameter, 2 symmetrical cutting pieces were installed. Each 
cutting insert was used only once for the purpose of eliminating 
the influence of tool wear on the output parameters of the 
milling process. In other words, the number of cutting inserts 
used in the experiment is twice the number of experiments to 
be carried out. The milling process has been carried out 
according to the method of symmetric milling, which means 
that the milling width was equal to the diameter of the milling 
cutter. Table I shows some basic parameters of the cutting 
inserts used. 

The surface roughness was measured with a Mitutoyo - 
Japan SJ301 surface roughness tester of 0.8mm standard 
length. The surface roughness of each experimental sample 
was determined by averaging at least three consecutive 
measurements. The MRR was calculated according to: 

��� = �� ∙ �� ∙ �� 	 (mm
3/min)    (4) 

where ��  is the feed rate (mm/min), ��  is the cutting depth 
(mm), and �� is the cutting width (mm). In this case the cutting 
width is just equal to the diameter of the milling cutter. 

B. Experimental Design 

The Taguchi method was applied to design the 
experimental process in this study. Five parameters were 
selected as the input parameters of the experimental process,. 
Each selected parameter has three levels of values 
(corresponding to three encoding degrees of 1, 2, and 3). The 
values of the experimental parameters, selected within their 
range as recommended by the cutting tool manufacturer [29], 
are shown in Table II. 

TABLE II.  INPUT PARAMETERS 

Parameter Symbol Unit 
Value at level 

1 2 3 

Insert material IM - TiN TiCN TiAlN 

Tool nose radius r mm 0.3 0.5 0.8 
Cutting speed Vc m/min 80 120 160 
Feed rate Vf mm/min 250 320 390 
Depth of cut ap mm 0.20 0.30 0.40 

 

The Taguchi method was used to design the experimental 
matrix. When comparing the matrix design method by the 
Taguchi method with some other matrix design methods, it can 
be found that it requires a smaller number of experiments. For 
example, with 5 input parameters, in which each parameter has 
3 levels of values, the Taguchi method only needs 27 
experiments while the Box-Behnken design needs at least 46 
experiments and the Central Composite Design (CCD) method 
needs a minimum of 43 experiments. An advantage that only 
the Taguchi method obtains is that it allows designing the 
experimental matrix with input parameters that are not 
quantitative parameters. In this case the qualitative parameter is 
just the cutting insert material type. So, the experimental matrix 
was designed according to the Taguchi method with a total of 
27 experiments, as shown in Table III. 

IV. RESULTS AND DISCUSSION  

The experiments in Table III are given in accordance with 
the results shown in Table IV. Figure 2 shows the influence of 
the input parameters on surface roughness. The comparison of 
the difference at the lowest and highest levels, i.e. between 
level 1 and level 3 of the parameter line graph (red broken line) 
shows that the tool nose radius is the parameter that has the 
greatest influence on surface roughness, followed by the 
influence of the cutting insert material and the feed rate. The 
difference of the line graph of cutting speed and cutting depth 
is very small, showing that these two parameters have 
negligible influence on surface roughness. 
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TABLE III.  EXPERIMENTAL MATRIX 

No. 
Code value Actual value 

IM r Vc Vf ap IM r (mm) Vc (m/min) Vf (mm/min) ap (mm) 

1 1 1 1 1 1 TiN 0.3 80 250 0.2 
2 1 1 1 1 2 TiN 0.3 80 250 0.4 
3 1 1 1 1 3 TiN 0.3 80 250 0.6 
4 1 2 2 2 1 TiN 0.5 120 320 0.2 
5 1 2 2 2 2 TiN 0.5 120 320 0.4 
6 1 2 2 2 3 TiN 0.5 120 320 0.6 
7 1 3 3 3 1 TiN 0.8 160 390 0.2 
8 1 3 3 3 2 TiN 0.8 160 390 0.4 
9 1 3 3 3 3 TiN 0.8 160 390 0.6 
10 2 1 2 3 1 TiCN 0.3 120 390 0.2 
11 2 1 2 3 2 TiCN 0.3 120 390 0.4 
12 2 1 2 3 3 TiCN 0.3 120 390 0.6 
13 2 2 3 1 1 TiCN 0.5 160 250 0.2 
14 2 2 3 1 2 TiCN 0.5 160 250 0.4 
15 2 2 3 1 3 TiCN 0.5 160 250 0.6 
16 2 3 1 2 1 TiCN 0.8 80 320 0.2 
17 2 3 1 2 2 TiCN 0.8 80 320 0.4 
18 2 3 1 2 3 TiCN 0.8 80 320 0.6 
19 3 1 3 2 1 TiAlN 0.3 160 320 0.2 
20 3 1 3 2 2 TiAlN 0.3 160 320 0.4 
21 3 1 3 2 3 TiAlN 0.3 160 320 0.6 
22 3 2 1 3 1 TiAlN 0.5 80 390 0.2 
23 3 2 1 3 2 TiAlN 0.5 80 390 0.4 
24 3 2 1 3 3 TiAlN 0.5 80 390 0.6 
25 3 3 2 1 1 TiAlN 0.8 120 250 0.2 
26 3 3 2 1 2 TiAlN 0.8 120 250 0.4 
27 3 3 2 1 3 TiAlN 0.8 120 250 0.6 

 

TABLE IV.  EXPERIMENTAL RESULTS 

No IM r (mm) Vc (m/min) Vf (mm/min) ap (mm) Ra (µm) MRR (mm
3
/min) 

1 TiN 0.3 80 250 0.2 0.771 600 
2 TiN 0.3 80 250 0.4 1.457 1200 
3 TiN 0.3 80 250 0.6 1.697 1800 
4 TiN 0.5 120 320 0.2 1.538 768 
5 TiN 0.5 120 320 0.4 0.905 1536 
6 TiN 0.5 120 320 0.6 0.986 2304 
7 TiN 0.8 160 390 0.2 2.205 936 
8 TiN 0.8 160 390 0.4 1.582 1872 
9 TiN 0.8 160 390 0.6 0.863 2808 
10 TiCN 0.3 120 390 0.2 1.024 936 
11 TiCN 0.3 120 390 0.4 1.112 1872 
12 TiCN 0.3 120 390 0.6 0.801 2808 
13 TiCN 0.5 160 250 0.2 1.076 600 
14 TiCN 0.5 160 250 0.4 2.908 1200 
15 TiCN 0.5 160 250 0.6 1.014 1800 
16 TiCN 0.8 80 320 0.2 0.985 768 
17 TiCN 0.8 80 320 0.4 3.019 1536 
18 TiCN 0.8 80 320 0.6 1.549 2304 
19 TiAlN 0.3 160 320 0.2 0.927 768 
20 TiAlN 0.3 160 320 0.4 0.877 1536 
21 TiAlN 0.3 160 320 0.6 0.892 2304 
22 TiAlN 0.5 80 390 0.2 1.234 936 
23 TiAlN 0.5 80 390 0.4 1.929 1872 
24 TiAlN 0.5 80 390 0.6 0.824 2808 
25 TiAlN 0.8 120 250 0.2 0.545 600 
26 TiAlN 0.8 120 250 0.4 1.549 1200 
27 TiAlN 0.8 120 250 0.6 1.601 1800 

 
Because the cutting insert material, the tool nose radius and 

the cutting speed do not exist in the MRR calculation formula 
(4), they have no influence on MRR. Figure 3 shows the 

influence of the feed rate and the cutting depth on MRR. The 
difference between level 1 and level 3 of cutting depth line 
graph is greater than the one of the feed rate line graph. This 
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shows that the cutting depth has a greater influence on MRR 
than the feed rate. Thus, we see that the influence of the input 
parameters on surface roughness and MRR is different, even 
adverse, e.g. the tool nose radius has a great influence on 
surface roughness without any influence on MRR, the feed rate 
and the cutting depth are two parameters needed for calculating 
the MRR, but they do not significantly affect surface 
roughness, etc. Thus, it can be said that being based only on the 
two graphs of Figures 2 and 3, limits the determination of the 
values of the input parameters to ensure minimum surface 
roughness and maximum MRR. Table IV shows that surface 
roughness has the smallest value in experiment #25, while 
MRR has the maximum value in experiments #9, #12 and #24. 
Thus, if we only observe Table IV, it is not possible to 
determine the value of the input parameters to ensure both 
minimum surface roughness and maximum MRR. The DEAR 
method will be used to solve this problem in the next section. 

 

 
Fig. 2.  Main effect plot for surface roughness. 

 
Fig. 3.  Main effect plot for MRR. 

V. SELECTION OF THE VALUE OF THE INPUT PARAMETERS  

From the experimental data in Table IV, the weights of the 
responses and the MRPI value at each experiment are 
calculated according to (1) - (3), as shown in Table V. From the 
data in Table V, the MRPI values of all input parameters at all 
degrees were calculated. This value is calculated as the sum of 
the MRPI value of each parameter at the respective degree, as 
shown in Table VI. From the data in Table VI, it can be seen 
that the cutting insert material (IM) has the smallest value of 
MRPI corresponding to level 3, tool nose radius (r) has the 
smallest value of MRPI corresponding to level 1, cutting speed 

(��) corresponding to level 2, and feed rate (��) and cutting 
depth (��) corresponding to level 3. Thus, the optimal value of 
the parameters of the cutting insert material, the tool nose 
radius, the cutting speed, the feed rate, and the cutting depth are 
TiAlN, 0.3mm, 120m/min, 390mm/min, and 0.6mm 
respectively [24]. The MRPI value with the maximum Max-
Min of 0.52972 is the cutting depth. Thus, the cutting depth is 
the parameter that has the greatest influence, followed by the 
tool nose radius, the cutting insert material, the cutting speed, 
and the feed rate [24]. 

TABLE V.  EXPERIMENTAL RESPONSE WEIGHT AND MRPI 

No. ���
 ���� MRPI 

1 0.02168 0.07506 45.05364 
2 0.04096 0.03753 45.09661 
3 0.04771 0.02502 45.11789 
4 0.04324 0.05864 45.10343 
5 0.02544 0.02932 45.05996 
6 0.02772 0.01955 45.06426 
7 0.06199 0.04812 45.17362 
8 0.04448 0.02406 45.10729 
9 0.02426 0.01604 45.05787 
10 0.02879 0.04812 45.06641 
11 0.03126 0.02406 45.07169 
12 0.02252 0.01604 45.05497 
13 0.03025 0.07506 45.06948 
14 0.08175 0.03753 45.27467 
15 0.02851 0.02502 45.06584 
16 0.02769 0.05864 45.06421 
17 0.08487 0.02932 45.29317 
18 0.04355 0.01955 45.10439 
19 0.02606 0.05864 45.06109 
20 0.02466 0.02932 45.05855 
21 0.02508 0.01955 45.05930 
22 0.03469 0.04812 45.07974 
23 0.05423 0.02406 45.14154 
24 0.01473 0.01604 45.04465 
25 0.01532 0.07506 45.04528 
26 0.04355 0.03753 45.10439 
27 0.04501 0.02502 45.10899 

TABLE VI.  TOTAL MRPI 

Parameter 
Level Max - Min 

1 2 3  

IM 405.83457 406.06482 405.70353 0.36129 
r 405.64016 405.90357 406.05920 0.41904 
Vc 405.99584 405.67938 405.92771 0.31646 
Vf 405.93679 405.86835 405.79778 0.13901 
ap 405.71690 406.20787 405.67815 0.52972 

 

VI. EXPERIMENTS WITH THE OPTIMAL VALUES OF THE 
PARAMETERS  

The optimal set of the 5 input parameters defined above 
was used to experiment on the milling process with 3 steel 
samples. The surface roughness of each experimental sample is 
shown in Table VII. The MRR value at each experiment has 
also been calculated and is included in this Table. The average 
value of surface roughness in these cases is 0.724µm. If 
compared with the surface roughness values in Table IV, it can 
be seen that although 0.724µm is still larger than the value of 
surface roughness at experiment #25, this value is very small 
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when compared to the total of 27 experiments that were carried 
out. For MRR, when calculated according to (4), in the three 
test samples, the MRR is equal to 2808mm3/min, which is also 
larger than the data in Table IV. From that, it can be seen that 
when machining with the optimal values of the input 

parameters, MRR reaches its maximum value and surface 
roughness is also significantly improved. This result ensures 
the reliability when using the optimal value of the input 
parameters and proves the success in using the DEAR method 
in this study. 

TABLE VII.  OUTPUT PARAMETERS WHEN EXPERIMENTING WITH THE OPTIMAL VALUES OF THE INPUT PARAMETERS 

No. 
Optimization value 

Ra (µµµµm) MRR (mm3/min) 
IM r (mm) Vc (m/min) Vf (mm/min) ap (mm) 

1 
TiAlN 0.3 120 390 0.6 

0.726 2808 
2 0.721 2808 
3 0.725 2808 

Mean 0.724 2808 
 

VII. CONCLUSION  

An experimental process of milling SCM 440 steel was 
carried out in this study. Three types of cutting inserts were 
used, coated with TiN, TiCN, and TiAlN. The tool nose radius, 
the cutting speed, the feed rate, and the cutting depth were also 
determined as input parameters of the experimental process. 
The DEAR method was applied to determine the optimal value 
of the input parameters. Some of the conclusions drawn from 
this study are: 

• The tool nose radius is the parameter that has the greatest 
influence on surface roughness, followed by the influence 
of the cutting insert material and the feed rate. The cutting 
speed and the cutting depth have no significant influence on 
surface roughness. 

• Only the feed rate and the cutting depth have an influence 
on MRR, and the influence of the cutting depth on MRR is 
greater than the one of the feed rate. 

• The parameter set that ensures simultaneously the two 
objectives is: TiAlN cutting insert material, 0.3mm tool 
nose radius, 120mm/min cutting speed, 390mm/min feed 
rate, and 0.6mm cutting depth. 

• DEAR method was not only successful in determining the 
optimal values of the input parameters in this study as well 
as in [25-28] but it is also quite promising to being 
successful in the future when applied to determine the value 
of input parameters to simultaneously ensure multi-criteria 
optimization of the machining process. 
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Abstract-Water is a valuable compound for plants, animals, and 

humans. Various contaminating agents pollute it, with arsenic 
being one of them. Measurements of arsenic in potable water in 

Upper Sindh were conducted during this study. The samples 

were prepared by microwave-assisted digestion and analyzed by 

an atomic absorption spectrophotometer. A total of 240 potable 

water samples were collected from 8 Talukas of Upper Sindh. 

DMS coordinates were also recorded with the help of the Global 

Positioning System (GPS). The highest arsenic content of 50µg/L 

was observed in Garhi Khairo Taluka. The average arsenic 

content in water samples of all of the Talukas, except Miro Khan, 

was found higher than the WHO permissible limit. The 69.2% of 

samples were found to be contaminated by arsenic. Therefore, 

the water of the studied area is concluded to be in poor condition 
for cooking and drinking. 

Keywords-arsenic; upper Sindh; atomic absorption 

spectrophotometer; water health risk assessment 

I. INTRODUCTION 

Arsenic is a metalloid with high toxicity, which can be 
found in the environment in geological substrata, whereas it 
can also be released by human activities [1]. In numerous areas, 
arsenic in freshwater atmosphere, due to direct release from 
anthropogenic and natural sources, is a severe concern [2]. The 
concentration of arsenic ranges from 0.5 to 5000µg/L in 
freshwater [3]. Four oxidation states of arsenic are observed in 
nature: (-3), (0), (+3) and (+5) whereas it can be found in 
various forms such as arsenate, arsenite, monomethylarsonic 
acid, dimethyl arsenic acid, trimethylarsine, arsenocholine, 

arsenobetaine, arsenosugras, etc. Organic arsenic is less 
poisonous than inorganic arsenic, while pentavalent arsenic is 
less toxic than its trivalent state [4]. Arsenic is accumulated in 
soil through human activities like fuel utilization, mining, 
smelting of arsenic ores, manufacture of arsenic–based 
compounds, and use of arsenic–based pesticides [5, 6]. 
Biomethylation mechanism of micro-organisms and use of 
organo-arsenical pesticides are responsible for organic arsenic 
in natural water systems [7]. Higher concentrations of arsenic 
in groundwater of countries like Italy, Vietnam, Bangladesh, 
West Bengal, Hungary, China, Mexico, Chile, and Argentina 
have been observed [8]. 

Water resources are exploited because of the continuous 
development of global population. Arsenic and heavy metal 
contamination of water sources are often found to be in 
extremely critical state [9]. These pollutants find their ways in 
surface and groundwater sources due to their high mobility. 
There are various groundwater and surface water sources [10]. 
When compared to surface water, groundwater is more secure 
regarding heavy metals and microbes [11]. Therefore, most 
people use groundwater for drinking purposes [12], although a 
lot of research has been conducted on groundwater containing 
heavy metals [13]. About 100 million people of Southeast Asia 
were found to be at high risk of arsenic toxicity [14]. There are 
two main ways of arsenic accumulation in the human body, 
taking arsenic polluted potable water and consuming arsenic 
contaminated food [15]. Stomach toxicity, brain, kidney, and 
liver cancers, and skin lesions may be the results of chronic 
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effects of arsenic. Due to its toxicity, WHO and USEPA have 
reduced the threshold limit of arsenic from 50 to 10µg/L in 
2001 [16]. 

To the best of our knowledge, in the 8 Talukas of upper 
Sindh that constitute the studied area, arsenic contamination 
and health risk assessment in potable water have not been 
conducted. The present work aimed to identify arsenic 
contamination and its potential health risk assessment in upper 
Sindh keeping in view the public, anthropogenic inputs and 
geology.  

II. MATERIALS AND METHODS 

A. Study Area  

The weather of upper Sindh is moderate in winter and 
extremely hot in summer. The area is commonly considered as 
a hot arid zone. The lowest and the highest temperatures 
recorded are -3.9ºC and 52.80C respectively. In the season of 
monsoon from July to September the rainfall is not sufficient. 
The average recorded annual rainfall is 122.5mm and the air is 
generally dry. Upper Sindh lies from 27°56' to 28°27' N and 
from 68° to 69°44' E covering an area of about 6,790km

2
. In its 

surroundings, Thar Desert is located on the eastern side, 
Bahurai range in west, Kherthar range in south west and 
Suleman range in the north. At the south eastern side of 
Jacobabad, Indus River flows from north to south and besides 
the Bolan River there are various canals and streams at the 
western and northern sides. There are parts of Baluchistan 
highlands at northern, western, and south western areas and as 
a result, non-perennial streams are found towards the province 
of Sindh [17]. 

 

 
Fig. 1.  Hand pumps in the study area. 

B. Chemicals and Reagents 

Reagents bought from Merck (Darmstadt, Germany) along 
with de-ionized water were used for arsenic solution 
preparation.  

C. Sampling  

In order to get groundwater samples it is necessary to run 
hand pumps at least for 5 minutes to eliminate insoluble 
impurities and sand particles and to get depth water of required 

elemental amounts [18]. Water used for drinking was obtained 
from hand pumps whose depth was varied from 30 to 70 feet. 
Plastic 1500 mL bottles were used to collect the water samples. 
Eight Talukas of upper Sindh were selected to be sampled. The 
coordinates were recorded with the help of a GPS device. In 
total, 240 potable water samples were collected from 8 Talukas 
of upper Sindh. After collection, the water samples were 
transported immediately to the laboratory. Practical 
investigation of arsenic was conducted in the laboratory and its 
quantity was measured with the help of a calibration graph.  

D. Instrumentation  

To measure the arsenic contamination from potable water, 
the technique of Atomic Absorption Spectrophotometer 
(Perkin-A 700) was used along with Mercury Hydride System 
(MHS–15). It is a precise and simple method of analysis of 
metals found in various samples [19]. 

E. Microwave Digestion Method  

PTFE flasks were taken and 500mL of water samples were 
kept in them. After closing tightly, the flasks were subjected to 
microwave radiation in stopped up vessel microwave digestion 
using Milestone Ethos D model (Sorisole-Bg, Italy). The 
digestion plan of microwave oven was 100W for 2min, 250W 
for 6min, 400W for 5min, 550W for 8min, and ventilation for 
8min. After the cooling, the content of the flask was diluted 
with 0.2M nitric acid to 10mL. The same procedure was 
followed to prepare the reagent blank. The advantage of 
microwave digestion method is that it takes less time to digest 
water samples and the possibility of evaporation of elements is 
less, therefore more precise extraction of elements from 
samples can be accomplished as compared to conventional 
digestion methods. Less acid is used for digestion as well [20]. 

III. RESULTS AND DISCUSSION 

More than 40% of the population of Pakistan suffers from 
arsenic contamination in potable water. More than 20% of the 
people of Punjab suffer from arsenic contamination in surface 
or groundwater sources, with the problem becoming bigger in 
industrial zones [21-24]. According to our results, the highest 
concentration of 50µg/L of arsenic was obtained in Garhi 
Khairo Taluka and the minimum of 3µg/L was found in 
samples from Ubauro, Tangwani, Kambar, and Miro Khan 
Talukas. The mean arsenic content in all Talukas except Miro 
Khan was higher than the WHO permissible limit. In Daharki 
and Kambar Talukas, 80% of groundwater samples were 
contaminated by arsenic, in Kashmore and Garhi Khairo 
86.7%, and in Ubauro, Tangwani, Thul, and Miro Khan the 
contamination percentage was 70%, 73%, 56.7%, and 20% 
respectively (Table I). Water quality is worse in heavily 
populated regions of Pakistan such as Peshawar, Lahore, 
Karachi, Shaheed Benazirabad [49] and other cities and towns. 
The groundwater of upper Sindh is also contaminated and not 
safe for drinking due to its high arsenic contamination. Some 
reported cities of Pakistan with high arsenic content in 
groundwater are shown in Table II. Arsenic concentration in 
various countries is given in Table III. Descriptive statistics 
such as, minimum, maximum, mean and standard deviation of 
arsenic in potable water of upper Sindh are given in Table IV. 
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TABLE I. ARSENIC CONCENTRATION (µg/L) IN THE STUDIED EIGHT TALUKAS OF UPPER SINDH 

Daharki Ubauro Kashmore Tangwani Garhi Khario Thul Kambar Miro Khan 

5 10 9 21 17 38 11 9 

11 12 12 7 16 13 3 6 

14 20 12 9 12 12 16 4 

11 18 13 18 11 8 21 5 

5 19 10 19 4 7 12 6 

10 26 14 16 9 8 3 5 

11 18 11 12 20 5 15 18 

14 15 10 20 13 16 21 17 

15 12 12 33 12 9 18 16 

5 24 15 24 12 8 26 17 

16 37 12 37 4 8 34 7 

17 25 16 10 17 6 49 5 

13 38 18 8 22 13 26 3 

15 25 18 6 13 18 11 6 

5 3 13 9 4 9 10 7 

19 14 15 14 16 8 16 9 

20 13 19 16 22 12 15 7 

17 11 9 11 19 18 11 9 

14 17 14 17 27 15 10 6 

13 9 13 25 35 23 3 15 

18 6 13 39 50 31 8 6 

17 5 14 25 27 46 19 7 

10 7 15 3 12 23 12 15 

13 9 17 9 11 8 11 7 

11 18 24 22 16 7 15 10 

12 19 27 20 13 12 12 5 

14 18 17 19 34 9 33 6 

13 20 17 26 25 30 24 7 

13 5 21 18 20 21 19 5 

27 6 12 15 30 16 29 9 

TABLE II. CONCENTRATION OF ARSENIC IN DIFFERENT CITIES OF PAKISTAN 

Province Area As (µg/L) References 

Sindh 

Sajawal 15.3 [25] 

Ghorabari 50 [26] 

MirpurSakro 80 [26] 

Ketibandar 5–25 [27] 

Khairpur 0.24−315.6 [28] 

Gambat 0.01–126 [29] 

Shaheed Benazirabad 10–200 [30] 

Dadu 8–67 [31] 

Thatta 10–200 [32] 

Jamshoro 13−106 [33] 

Punjab 

Sheikhupura 5–76 [34] 

Rahimyar Khan 20–500 [35] 

Muzffargarh 0.01−900 [36] 

Dera Gazi Khan 1–29 [37] 

Balochistan Sibi 0.3–3.5 [38] 

       

TABLE III. ARSENIC CONCENTRATION IN VARIOUS COUNTRIES  

Country Concentration (µg/L) Reference 

India 44 [39] 

China (Shanxi) 1932 [40] 

Afghanistan 100 [41] 

Taiwan 1800 [42] 

Greece > 20 [43] 

Bangladesh 398 [44] 

Veitnam 3100 [45] 

Nepal 260 [46] 

Cambodia 3500 [47] 

Inner Mongolia, China 4000 [48] 

TABLE IV. DESCRIPTIVE STATISTICS OF ARSENIC IN POTABLE 

WATER OF UPPER SINDH 

Taluka N Min Max Mean Std. deviation 

Daharki 30 5 27 13.3 4.78 

Ubauro 30 3 38 16.0 8.74 

Kashmore 30 9 27 14.7 4.18 

Tangwani 30 3 39 17.6 8.85 

Garhi Khario 30 4 50 18.1 10.11 

Thul 30 5 46 15.2 10.00 

Kambar 30 3 49 17.1 10.11 

Miro Khan 30 3 18 8.5 4.32 
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A. Pearson Correlation Coefficient  

The Pearson correlation of the potable water of the 8 
talukas of upper Sindh is shown in Table V. Positive 
correlation was observed among Garhi Khairo and Daharki 
(0.483). Arsenic in potable water of Thul and Garhi Khairo also 
showed positive correlation of 0.491, whereas the water of the 
Kambar and Ubauro Talukas also displayed positive correlation 
of 0.415. Negative correlation of arsenic in drinking water was 
found among Talukas Thul and Ubauro. All relations were 
observed significant at the level of 0.05, and 0.1 respectively. 

B. Human health risk assessment  

Equation (1) was used to estimate the total arsenic intake 
[33]: 

ADI =
��	�		
	

��
    (1) 

Body weight (BW) and daily water intake for common 
people were supposed to be 65kg and 3 to 3.5L respectively. 
The results of the Average Daily Intake (ADI) are given in 
Table VI. ADI values at alarming levels were found in the 
water of all Talukas of upper Sindh with the exception of Miro 
Khan. The values ranged from 0.46 to 0.97µg/day. 
Comparatively, Tangwani, Garhi Khairo, and Kambar Talukas 
showed higher ADI values. Various problems may be caused 
due to high ADI values such as diabetes, cardiovascular 
problems, hypertension, black foot disease, keratosis, bladder 
and lung cancer, and skin lesions [31] (Tables VI, VII). 

TABLE V. CORRELATION COEFFICIENT OF ARSENIC IN GROUNDWATER OF DIFFERENT UPPER SINDH TALUKAS 

 Daharki Ubauro Kashmore Tangwani Garhi Khario Thul Kambar Miro Khan 

Daharki 1        

Ubauro -0.097 1       

Kashmore 0.057 0.150 1      

Tangwani 0.097 0.023 -0.063 1     

Garhi Khario 0.483** -0.308 0.040 0.319 1    

Thul 0.095 -0.432* -0.132 0.262 0.491** 1   

Kambar 0.306 0.415* 0.092 0.116 -0.004 -0.197 1  

Miro Khan -0.136 -0.217 -0.300 0.159 -0.030 -0.029 -0.074 1 

TABLE VI. AVERAGE DAILY INTAKE OF ARSENIC FROM DRINKING WATER OF DIFFERENT UPPER SINDH TALUKAS 

Daharki Ubauro Kashmore Tangwani Garhi Khario Thul Kambar Miro Khan 

0.27 0.54 0.48 1.13 0.92 2.05 0.59 0.48 

0.59 0.65 0.65 0.38 0.86 0.70 0.16 0.32 

0.75 1.08 0.65 0.48 0.65 0.65 0.86 0.22 

0.59 0.97 0.70 0.97 0.59 0.43 1.13 0.27 

0.27 1.02 0.54 1.02 0.22 0.38 0.65 0.32 

0.54 1.40 0.75 0.86 0.48 0.43 0.16 0.27 

0.59 0.97 0.59 0.65 1.08 0.27 0.81 0.97 

0.75 0.81 0.54 1.08 0.70 0.86 1.13 0.92 

0.81 0.65 0.65 1.78 0.65 0.48 0.97 0.86 

0.27 1.29 0.81 1.29 0.65 0.43 1.40 0.92 

0.86 1.99 0.65 1.99 0.22 0.43 1.83 0.38 

0.92 1.35 0.86 0.54 0.92 0.32 2.64 0.27 

0.70 2.05 0.97 0.43 1.18 0.70 1.40 0.16 

0.81 1.35 0.97 0.32 0.70 0.97 0.59 0.32 

0.27 0.16 0.70 0.48 0.22 0.48 0.54 0.38 

1.02 0.75 0.81 0.75 0.86 0.43 0.86 0.48 

1.08 0.70 1.02 0.86 1.18 0.65 0.81 0.38 

0.92 0.59 0.48 0.59 1.02 0.97 0.59 0.48 

0.75 0.92 0.75 0.92 1.45 0.81 0.54 0.32 

0.70 0.48 0.70 1.35 1.88 1.24 0.16 0.81 

0.97 0.32 0.70 2.10 2.69 1.67 0.43 0.32 

0.92 0.27 0.75 1.35 1.45 2.48 1.02 0.38 

0.54 0.38 0.81 0.16 0.65 1.24 0.65 0.81 

0.70 0.48 0.92 0.48 0.59 0.43 0.59 0.38 

0.59 0.97 1.29 1.18 0.86 0.38 0.81 0.54 

0.65 1.02 1.45 1.08 0.70 0.65 0.65 0.27 

0.75 0.97 0.92 1.02 1.83 0.48 1.78 0.32 

0.70 1.08 0.92 1.40 1.35 1.62 1.29 0.38 

0.70 0.27 1.13 0.97 1.08 1.13 1.02 0.27 

1.45 0.32 0.65 0.81 1.62 0.86 1.56 0.48 

Note: Safe arsenic daily intake in water is 0.66µg/day 
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TABLE VII. MEAN ADI OF ARSENIC IN POTABLE WATER OF THE 

UPPER SINDH TALUKAS 

Taluka Mean (µg/L) ADI Mean (µg/day) 

Daharki 13.3 0.72 

Ubauro 16 0.86 

Kashmore 14.7 0.79 

Tangwani 17.6 0.95 

Garhi Khairo 18.1 0.97 

Thul 15.2 0.82 

Kambar 17.1 0.92 

Miro Khan 8.5 0.46 

 

IV. CONCLUSION 

From the results obtained from the present work, it can be 
concluded that the groundwater of upper Sindh is unfit for 
drinking due to the presence of arsenic in high amounts. With 
the exception of Miro Khan where only 20% of water samples 
were found to be contaminated, the potable water of the 
Talukas was found highly contaminated due to the existence of 
arsenic concentration at alarming levels. Contaminated water 
may cause various health hazards. Therefore, it is suggested to 
the government of Sindh to pay special consideration to the 
matter. It is also recommended that awareness among farmers 
must be increased to use chemicals, particularly pesticides, 
carefully. Also, the government should provide safe drinking 
water by installing Reverse Osmosis (RO) plants in areas where 
people are using unsafe water for drinking and cooking.  
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AbstractIn this study, the theoretical and empirical effects of 

foreign investment, openness to trade, urbanization, and 

economic development on carbon dioxide emission levels (CO2) in 

Pakistan were examined. Annual time series for 38 years 1970-

2018 were utilized. The Auto Regressive Distributed Lag (ARDL) 

bound test has been used to estimate the model which indicates 

the presence of cointegration among the variables. Long-run and 
short-run relationships were observed between Foreign Direct 

Investment (FDI) and CO2 emission levels revealing that increase 

in FDI results in increased CO2 emission levels contributing to 

environmental degradation. This endorses the theory of Pollution 

Haven Hypothesis (PHH) in the case of Pakistan. To achieve the 

goal of sustainable economic development, it is imperative to 

consider the possible negative effects of foreign investment on the 
environment. The study suggests limiting CO2 emissions by 

adopting more advanced low carbon technologies to ensure 

growth and a sustainable environment. Strict implementation of 

environmental laws for foreign and domestic firms both by 

defining CO2 emission limits, installation of proper waste 

management plants, and imposing a pollution tax are crucial 
steps for the improvement of environmental quality. 

Keywords-FDI; Pakistan; CO2; emissions; environment; bound 

test; PHH 

I. INTRODUCTION 

Environmental pollution, climatic change, and global-
warming are some of the most concerned topics in scientific 
research. The last century witnessed a significant change in 
climate as revealed by different indicators. It is reported that 
there is a 0.41° increase in average recorded global temperature 
from 1998 to 2007 as compared to the 1961 to 1990 period [1]. 
This weather change is a big ecological issue that has caught 
the attention of researchers, policy makers, international 
institutions, and environmentalists. According to the 

Intergovernmental Panel for Climate Change (IPCC), increased 
human activity due to the economic liberalization and 
industrialization has warmed the earth by 1° centigrade since 
the pre-industrialization era. Furthermore, the IPCC 2018 
reported that the effects of global warming have been felt in 
many parts of the world. Nonetheless, they are not spread 
consistently over the globe, with different areas experiencing 
the impacts unexpectedly and unevenly. Among various 
effects, it is resulting in heavy rainfall in certain areas, 
especially in the high latitudes of the Northern Hemisphere, 
raising the risk of flooding. Further increase in global warming 
may aggravate the situation due to the rapid melting of glaciers, 
the liquefication of ice masses, and, consequently, the rising of 
the sea level [2]. 

Carbon dioxide (CO2) emerges as a main contributor to 
global warming [3]. CO2 diffuses into the environment through 
the extraction, refining, and consumption of petroleum 
products and fossil fuels. There are several factors which have 
contributed to the rise in temperature over the last century and 
energy demand is one of them. A rapidly growing economy has 
huge energy requirements for power generation, transportation, 
and industrial production. Because of the onset of globalization 
in the early 1990s, free capital inflows along with the increase 
in international trade intensified the movement of foreign 
investment in less developed countries in various sectors [4]. 
There is substantial evidence that Foreign Direct Investment 
(FDI) enhances the productivity of host countries and promotes 
economic growth. Foreign investment brings capital, 
technology, and skill development and provides access to new 
markets and greater opportunities to exports [5]. The industrial 
sector is a key sector of an economy, vastly contributing to 
economic growth. Foreign resource mobilization is crucial for 
industrial production and growth [6]. 
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The existing literature on FDI and CO2 emissions adopts 
two different approaches. The Pollution Haven theory, which is 
the major focus of attention in this study, has a hypothesis 
referred to as "Pollution Haven Hypothesis" (PHH) stating that 
foreign investment moves towards countries with poor 
environmental laws and conditions and less environmental 
taxes. The hypothesis explains that Multi-National 
Corporations (MNCs) relocate the industries which are more 
pollution intensive in nature to Less Developed Countries 
(LDCs) with flexible environmental regulations to avoid high 
environmental costs in terms of environmental taxes. This 
results in increasing pollution level in the host country thus 
becoming a pollution haven [7]. The environmental quality is 
critical for human health. Poor environmental conditions pose a 
serious risk to human wellbeing in various ways [8]. According 
to the World Health Organization (WHO) Global Health 
Observatory, poor environmental quality causes roughly 200 
deaths per 100,000 people in Pakistan. Indoor air pollution 
induced by residential biomass fuel combustion causes about 
30 deaths per 100,000 people, whereas outdoor pollution 
causes around 25 deaths per 100,000 people. Rapid increase in 
population growth, number of vehicles, unplanned and rapid 
urbanization, and industrialization cause air pollution, 
particularly Particulate Matter (PM) pollution. Traffic 
congestion, open air combustion of untreated solid waste, and 
improper management of construction and demolition waste 
are the main sources of air pollution in urban areas [9]. 

Considering the importance of foreign investment in 
development, growth, and prosperity, the objective of the 
current study is to explore if the FDI is a possible major cause 
of environmental degradation, and if so, ways to design a 
policy framework that is sustainable for economic development 
with minimum hazards for the environment. Numerous 
empirical researches often aimed to study the direct 
relationship of economic growth and carbon emission [10-12] 
and FDI and Greenhouse Gas (GHG) emissions [13, 14], while 
in the current study, we analyze the indirect impact of foreign 
investment to GHG emissions through its direct relationship 
with economic growth, urbanization, and trade openness. The 
goal of this study is to look at the evidence of this indirect 
relationship and see if there is a significant effect, and if so, to 
quantify it. This paper contributes to earlier research on foreign 
investment inflow and its possible harmful effects on carbon 
emissions to help policy makers to design policies that combat 
carbon emissions but not at the cost of economic growth.  

II. POLLUTION HAVEN HYPOTHESIS 

Environmental pollution is the result of human activities 
which the environment cannot deal with naturally. FDI is 
considered as a main contributor to this environmental 
destruction as it accelerates economic activity that results in 
economic growth on one hand but it also causes an increase in 
GHG emissions, deforestation, and biodiversity loss on the 
other. Authors in [15] used a non-linear estimation method to 
check if there is any association between environmental 
devastation and foreign investment in the case of the Malaysian 
economy for the 1965-2010 period. The results confirm that 
FDI results in great environmental degradation. PHH asserts 
that a host country with weak environmental regulation attracts 

more foreign investments, as profit-oriented companies try to 
evade costly regulatory compliance in their home countries by 
relocating their dirty industries in developing countries [16]. 
The nexus between weak environmental laws and capital 
inflows of polluting industries is explored in [17]. The authors 
considered cross-sectional data for 7 developing economies and 
15 developed countries for the period from 1985 to 1990 and 
found that poor environmental laws in the host country 
encourage FDI inflow in the industries that pollute 
environment, while for the less polluting sector, the results 
were insignificant. Authors in [18] tried to explore whether 
private sector involvement is beneficial to the environmental 
quality. The study considers CO2 emission as a measure of 
environmental pollution, along with other variables like 
financial market scope, industrial sector composition, and 
foreign investment. The study found that greater involvement 
of the private sector in a developing economy resulted in 
environmental quality improvement. Earlier, authors in [19] 
analyzed the case of ASEAN economies to study the impact of 
capital inflow on the environmental degradation. The study 
used the ARDL model and time series data for 31 years (1970-
2001). Thailand, Malaysia, and the Philippines are the 
countries where a significant relationship between FDI and 
pollution is observed. It has been observed that foreign capital 
inflows do not contribute to increasing pollution levels in 
Indonesia, while for Singapore no significant results were 
found. Authors in [20] studied the long run relationship 
between capital inflows, pollution level, and output for 
Malaysia using the Granger Causality test. The research 
employed annual per capita GDP as a proxy for income and 
annual CO2 emission per capita as a proxy for pollution. The 
study found that FDI Granger-causes GDP growth and 
pollution level in the short run, while in the long run, causal 
relationship was observed for output and FDI inflows. Authors 
in [21] studied the association between foreign investment and 
environmental policy considering 33 countries. The study 
found that foreign investment can influence environmental 
policy only if there is a sincere effort from local government to 
design and implement environmental rules. The study 
concludes that the flexibility of environmental policy depends 
on the degree of corruption of government officials. The 
authors recommended the adoption of a political economic 
model with imperfect product market competition along with 
the application of pollution tax to combat pollution. Authors in 
[22] used data from 112 countries to study the relationship 
between foreign inflows and the level of pollution. Granger 
causality test was employed to test the results. The authors 
report that for lower income groups, CO2-levels Granger-cause 
foreign investment inflows. Also, for middle income groups, 
FDI Granger-causes CO2 emissions, whereas for higher income 
groups there is no evidence of Granger causality. 

To confirm the PHH for ASEAN countries, authors in [23] 
used the ARDL method on time series data for the 1970-2008 
period. In the case of the Philippines, the results indicated that 
all the regression coefficients except for per capita gross 
national income are significant. Mixed results were reported in 
the cases of Thailand and Indonesian economies. Authors in 
[24] found that economies with liberalized trade policies 
contribute more to pollution intensity than those following 
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more restrictive policies. Authors in [25] tried to explore 
whether free trade agreements are affecting the environment of 
the countries that are bound by these agreements. The Gravity 
model framework was used to analyze the impact of free trade 
agreements on bilateral CO2 emissions. The study found that 
weak environmental standards prevailing in low income 
countries result in greater pollution effect of free trade 
agreements, whereas, high income countries shift dirty 
industries to the countries where there is weak or no 
implementation of environmental policy, hence confirming the 
Pollution Haven theory. The export volume of China is a sign 
of greater economic activity, but also generates an enormous 
amount of CO2 [26]. The author calculates the size of CO2 
emission by 18 exporting industries of China from 2001 to 
2010 using the I-O framework. The study concludes that the 
increase in the volume of exports is a major contributor to the 
increment of the CO2 level of a country. The study did not 
confirm China as a Pollution Haven for developed countries. 
Authors in [27] empirically explored the link between energy 
consumed by the transport sector, CO2 emission, economic 
development, foreign investment, and urbanization. ARDL and 
VECM were used for estimation over the period from 1990 to 
2015. The study found transport sector energy consumption as 
a significantly strong determinant of CO2 emissions in 
Pakistan. The study also confirms the contribution of foreign 
investment in CO2 emission, whereas economic growth and 
urbanization were found to be insignificant determinants of 
CO2 emission. The study recommends that the government 
should play a more active role in improving environmental 
quality by providing energy efficient solutions in the transport 
sector with less adverse effects on economic growth. The 
author in [28] selected per capita GDP in real terms, energy 
consumption, urbanization, transport sector intensive-energy 
along with fuel prices as key determinants of pollution level in 
Tunisia during the period from 1980 to 2014. The author 
claimed that the reliance of the road transport system mainly on 
fossil fuel usage is a major cause of CO2 emissions. The study 
supported the EKC theory by confirming the presence of an 
inverse U-shaped curve indicating the relationship between 
economic development and CO2 level from the transport sector.  

III. DATA SOURCES AND MODEL SPECIFICATION 

Data on economic and other key indicators were collected 
from World Development Indicators (WDI) over the time span 
from 1970 to 2018 [29]. As a determinant of environmental 
quality, we have used CO2 emission per capita (CO2PCAP), in 
metric tons. We have also considered other economic 
indicators due to the limited availability of carbon emission 
data. Gross Domestic Product Per Capita (GDPCAP) was used 
to define the level of economic development (in constant 2010 
US $). FDI is the net inflow of investments as a percentage of 
GDP (FDIPGDP). The urbanization variable (Urban) is 
calculated as a percentage of urban to total population. Trade to 
GDP ratio is a proxy for a liberal economy (TOPENESS) and 
was also taken from the WDI. To explore how capital inflows 
affect CO2 emission levels in Pakistan, the following model has 
been specified using EViews. 

log�CO2PCAP
 =
	β�	+β�	�log�GDPCAP
 +	β��log�TOPENNESS
 +

β�	�log�FDIPGDP
 +β�	�log�Urban
+ ϕ    (1) 

ARDL-bound test estimation method, proposed in [30, 31] 
has been used to explore the relationship between CO2 
emissions with foreign investment, GDP per capita, 
urbanization, and trade openness. ARDL estimation generates 
results in two steps. The first is the ECM results and the second 
is the Bounds test results. When co-integration exists, it is 
recommended to also report the ECM results, in case of no co-
integration, we conclude with the ARDL model. 

IV. DATA ANALYSIS AND DIAGNOSTIC TEST 

Tables I and II report the descriptive statistics and the 
correlation matrix for the variables considered in the current 
study. To confirm the robustness of the results, different 
diagnostic tests are employed which are discussed in the 
following section. To examine the stationarity of variables, 
both Augmented Dickey-Fuller (ADF) test and Phillips & 
Peron (PP test) were applied. Table III shows the findings. It is 
revealed from unit roots tests that initially, level following 
variables are non-stationary like per capita CO2 emission, 
foreign investment, and per capita GDP, but become stationary 
after taking the first difference, whereas the remaining 
variables are stationary. 

TABLE I.  DESCRIPTIVE MEASURES 

Variable Mean Std. Dev. Min Max 

FDIPGDP 0.7606914 0.7968646 -0.063242 3.668323 

Urban 31.16394 3.422316 24.81700 36.44200 

GDPCAP 2.191195 2.162259 -2.218736 8.385496 

TOPENESS 32.55893 4.043413 19.93229 38.90950 

CO2PCAP 0.6512522 0.2209307 0.3083813 0.9878324 

TABLE II.  CORRELATION MATRIX 

 FDIPGDP Urban GDPCAP CO2PCAP TOPENESS 

FDIPGDP 1.0000     

Urban 0.5683 1.0000    

GDPCAP 0.0003 -0.0657 1.0000   

CO2PCAP 0.6382 0.9795 -0.0628 1.0000  

TOPENESS 0.2612 0.1392 -0.0446 0.0783 1.0000 

TABLE III.  AUGMENTED DICKEY FULLER UNIT ROOT TEST 

Variable 

ADF at 

level P-

value 

ADF at first 

difference 

(P-value) 

Order of 

integration 

PP test 

at level 

PP test at 

first 

difference 

LnCO2PCAP 0.8561 0.000 I(1) 0.9221 0.0000 

Ln FDI 0.0816 0.0000 I(1) 0.1138 0.000 

Ln Urban 0.0144  I(0) 0.0000  

LnGDPCAP 0.8550 0.0000 I(1) 0.9435 0.0000 

LnTOPENSS 0.0112  I(0) 0.0097  
 

An optimal lag length selection is the first step in ARDL 
estimation. Table IV reports various lag selection criteria 
available in the literature. Except Schwartz Information 
Criterion (SIC) all three-information criteria suggest that we 
should consider a maximum lag length of two in this study. The 
* sign in Table IV defines the selected lag order by the chosen 
criterion. In the second step we proceed with the estimation of 
the ARDL model, which requires the computation and analysis 
of F-statistics using ARDL bound test methodology. 
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TABLE IV.  LAG LENGTH SELECTION 

Lag LogL LR FPE AIC SIC HQ 

0 87.99601 NA 0.001465 -3.688711 -3.487971 -3.613878 

1 100.7045 22.02806 0.000871 -4.209089 -3.968201 -4.119288 

2 103.1279 4.092887* 0.000819* -4.272352* -3.991316* -4.167585* 

3 103.9750 1.393006 0.000825 -4.265557 -3.944372 -4.145822 

4 103.9809 0.009329 0.000864 -4.221371 -3.860039 -4.086670 

 

Table V reports the calculated F-statistic and its critical 
values. The F-statistic (17.773) is found to be greater than the 
upper bound critical value (5.06) at 1% significance level 
which helps us reject the null hypothesis of no long-run 
association at 1% level of significance. Long run elasticities for 
both the dependent variable (carbon emissions) and the 
independent variables (Foreign Investment, Per capita GDP, 
Urbanization and Trade openness) are summarized in Table VI. 
The coefficients for FDI, Urbanization and trade liberalization 
are found to be significant at the 1% level of significance in the 
long run, while the coefficient on per capita GDP is found to be 
significant at the 10% level of significance. As expected, the 
estimated coefficients of all the explanatory variables carry the 
expected positive sign. Foreign investment opens the door to 
infrastructure and technological and human development in the 
host country [32]. A significant and positive coefficient on 
FDFI describes investment opportunities available at the cost of 
environmental degradation. A 1% increase in foreign 
investments causes a 0.0418% increase in CO2 emissions. The 
coefficient on urbanization is also found to be a positive and 
significant determinant of carbon emissions. High urbanization 
means that more people are settled in urban areas resulting in 
increase in human and economic activities. This result is in line 
with the findings in [33]. 

TABLE V.  ARDL BOUND TEST 

F-Statistic 17.773*** 

Critical values bound 

Significance Lower bound Upper bound 

1% 3.74 5.06 

5% 2.86 4.01 

10% 2.45 3.52 

TABLE VI.  LONG RUN ESTIMATES 

Variable Coefficient Std. error t-statistic Prob. 

LOG(FDIPGDP) 0.041811 0.007119 5.873148 0.0000 

LOG(GDPCAP) 0.232906 0.133448 1.745300 0.0895 

LOG(URBAN) 1.951081 0.329676 5.918186 0.0000 

LOG(TOPENESS) 0.186990 0.041948 4.457692 0.0001 

LOG(CO2PCAP) -9.122096 0.480991 -18.965208 0.0000 

 

A continuous growth in urbanization is responsible for the 
increase in the pollution level of a country causing damage to 
the environment, not only in industrialized nations, but also in 
developing economies [34]. People migrate to cities to find 
better health, education, and employment opportunities. This 
growth in urban population creates numerous challenges for 
urban areas due to the increase in demand and the limited 
resources. This unplanned population growth brings new 
challenges in various ways. Better infrastructure and transport 
facilities form a need for growing urban population. To provide 
transport facilities to a large urban population results in 

increase in the number of vehicles, resulting in more vehicular 
emissions. Rapid growth in urban population also exerts 
pressure on the availability of clean water and proper wastage 
and sewerage system [33]. As expected, we observed a positive 
and significant coefficient (0.2329) for per capita GDP growth 
and CO2 emissions in the long run, namely 1% increase in per 
capita GDP growth contributes to 0.2329% increase in CO2 
emissions. This phenomenon may reflect in more economic 
activities and the number of vehicular emissions [35]. The 
coefficient (0.1869) of trade openness is also found to be 
positive and significant determinant of CO2 emission levels. 
This is a significant result explaining why Pakistan experiences 
a comparative advantage in the production of goods that are 
harmful for the environment. This result helps to conclude that 
in the absence of strict environmental protection laws, greater 
trade openness does not lead to the path of sustainable growth 
in the long run. Since we found evidence for a long run 
relationship we further tested for short run relationship by 
adopting the ECM-ARDL approach. The results are given in 
Table VII. The adjustment coefficient (-1.0307) has the 
expected negative sign and is statistically significant. Table VII 
also provides the short run estimates of regressors and CO2 
emissions.   

TABLE VII.  SHORTRUN ESTIMATES  

Variable Coefficient Std. error t-statistic Prob. 

DLOG(CO2PCAP
(-1)) 

0.060852 0.148354 0.410180 0.6842 

DLOG(CO2PCAP
(-2)) 

0.040098 0.106818 0.375383 0.7097 

DLOG(FDIPGDP

(-1)) 
0.017003 0.009797 1.735437 0.0917 

DLOG(FDIPGDP

(-2)) 
-0.000999 0.007147 -0.139768 0.8897 

DLOG(GDPCAP 
(-1)) 

0.425215 0.261891 1.623635 0.1137 

DLOG (GDPCAP 
(-2)) 

0.315363 0.308304 1.022896 0.3136 

DLOG(URBAN 

(-1)) 
-5.003957 9.281719 -0.539120 0.5933 

DLOG(URBAN 

(-2)) 
5.684971 8.876761 0.640433 0.5262 

DLOG(TOPENES
S(-1)) 

0.123089 0.050503 2.437276 0.0202 

DLOG(TOPENES
S(-2)) 

0.017732 0.037870 0.468230 0.6426 

ECM(-1) -1.030749 0.277675 -3.712069 0.0007 

R-square 0.560200    

 

The optimal lag length is found to be 2 for every variable 
thus all the short run estimates given in the Table show 2 lags 
for every variable. All explanatory variables are found to be 
insignificant, except for the coefficient on trade openness, 
which means trade openness contributes significantly to carbon 
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emission only in the short run. The Error Correction (ECM) 
term is found to be significant with the expected negative sign 
(-1.0307) which explains that whenever per capita carbon 
emission is above or below the equilibrium level, it 
automatically adjusts by 103% and the speed of adjustment 
occurs within the first year. The value of R square shows that 
the fitted model is a good fit and explains that the 56% 
variability in the model is due to the included explanatory 
variables. The high p-values of urbanization and trade openness 
coefficients are evident that no short run causal relationship 
exists between the explanatory variables and the dependent 
variable. Whereas a significant value of FDI at 1% and per 
capita GDP at 10% indicates that there is an evidence of short 
run causal relation from explanatory variables to the dependent 
variable. The highly significant ECM term (p-value 0.0007) in 
Table VII is evident of the causality among variables. 
Generally, the co-integration analysis is used to observe the 
possible causal relationship between the variables, at least uni-
directional. But it does not provide the direction of causality. 
Thus, to examine the direction of causality among the variables 
the next step is to run a Granger causality test. Table IX 
provides the results. Two-way causality is observed between 
carbon emission and FDI. A very interesting finding of the 
Granger causality test is the uni-directional causality from FDI 
to CO2 emission per capita GDP growth, urbanization, and 
trade openness. This validates the hypothesis of the study that 
foreign investment stimulates the economic activity reflected in 
terms of urbanization and per capita GDP growth but also 
explains the environmental degradation in terms of hazardous 
emissions.  

TABLE VIII.  WALD TEST 

Variables Probabilities 

FDI 0.000 

GDPCAP 0.0992 

URBAN 0.5730 

TOPENESS 0.1144 

TABLE IX.  VECM GRANGER CAUSILTY TEST 

Hypothesis Probability 

LOG(FDIPGDP) does not Granger-cause LOG(CO2PCAP) 0.0058 

LOG(CO2PCAP) does not Granger-cause LOG(FDIPGDP) 0.0981 

LOG(GDPCAP) does not Granger-cause LOG(CO2PCAP) 0.0002 

LOG(CO2PCAP) does not Granger-cause LOG(GDPCAP) 0.1487 

LOG(URBAN) does not Granger-cause LOG(CO2PCAP) 1.E-05 

LOG(CO2PCAP) does not Granger-cause LOG(URBAN) 0.0433 

LOG(TOPENESS) does not Granger-cause LOG(CO2PCAP) 0.0273 

LOG(CO2PCAP) does not Granger-cause LOG(TOPENESS) 0.4636 

LOG(GDPCAP) does not Granger-cause LOG(FDIPGDP) 0.2950 

LOG(FDIPGDP) does not Granger-cause LOG(GDPCAP) 0.0055 

LOG(URBAN) does not Granger-cause LOG(FDIPGDP) 0.4332 

LOG(FDIPGDP) does not Granger-cause LOG(URBAN) 0.0296 

LOG(TOPENESS) does not Granger-cause LOG(FDIPGDP) 0.7558 

LOG(FDIPGDP) does not Granger-cause LOG(TOPENESS) 0.0003 

LOG(URBAN) does not Granger-cause LOG(GDPCAP) 0.0820 

LOG(GDPCAP) does not Granger-cause LOG(URBAN) 0.1818 

LOG(TOPENESS) does not Granger-cause LOG(GDPCAP) 0.4591 

LOG(GDPCAP) does not Granger-cause LOG(TOPENESS) 0.5039 

LOG(TOPENESS) does not Granger-cause LOG(URBAN) 0.0045 

LOG(URBAN) does not Granger-cause LOG(TOPENESS) 0.7983 

 

In Table IX we also observe that per capita GDP growth 
causes carbon emissions in the long run. This result also 
suggests that a stimulated economic activity may harm the 
environment if certain protective measures are not adopted. No 
long run causality was observed in the reverse direction which 
means that CO2 emission does not Granger-cause economic 
growth, therefore a unidirectional causality is observed. This 
result is in contrast to the findings of [1], who asserted that any 
measure to control CO2 emissions may have different 
implications for developed and developing countries. Measures 
to limit or control CO2 emissions are more harmful for 
developing countries as compared to developed countries. To 
test the stability of the model, the Cumulative Sum of 
Recursive Residuals (CUSUSM) test was applied and the result 
is explained with the help of Figures 1 and 2. The plots of 
CUSUM test explain the stability of the ECM model. The 
straight lines in both Figures describe the critical values at 5% 
level of significance. The CUSUM and CUSUMSQ plots lie 
within the drawn critical values confirming the model is stable. 
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Fig. 1.  CUSUM plot. 
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Fig. 2.  CUSUMQ plot. 

Further diagnostic tests are applied to the ECM model and 
the results are presented in Table X. The results suggest that the 
ARDL model fits well and passes the Breusch-Pagan-Godfrey 
heteroscedasticity test and Breusch-Godfrey LM Test for serial 
correlation.  
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TABLE X.  DIAGNOSTIC TEST RESULTS 

Breusch-Pagan-Godfrey for heteroscedasticity 

F-value 1.034710 Prob. F (14,30) 

Breusch-Godfrey LM test of serial correlation 

F-value 1.178700 Prob. F (2,28) 
 

V. CONCLUSION 

In the neoliberal economic model, foreign investment is a 
major contributor to development through the introduction of 
new knowledge and technology and the creation of 
opportunities for employment and income growth. Therefore, 
the governments in host countries give lucrative offers to attract 
foreign investors. Our results confirm that increasing FDI 
causes an increase to CO2 emissions, thus contributing to 
environmental degradation. A positive association between 
CO2 emissions and FDI corroborates the PHH for Pakistan. The 
study suggests that before signing an agreement with the 
investor, host governments need to consider the possible 
adverse effects of FDI on the environment. Host governments 
should ensure that the investor company/country would adopt a 
clean energy technology that would reduce the pollution level. 
Thus, there is a need to set standards for industrial pollutants 
and emissions. To achieve the object of sustainable economic 
growth and development, governments should focus on strict 
implementation of policies that are more environmentally 
friendly and limit emissions to an ideal level. A sustainable 
approach is one that is low carbon in nature, such as wind and 
solar energy and aimed at reducing emissions but not at the 
cost of economic growth.  

 

 
Fig. 3.  Flow chart of the research. 

This study establishes the understanding that a stimulated 
economic activity coupled with rapid urbanization results in 
more dependence on fossil fuel consumption and ultimately 
results in harmful emissions. Environmental degradation not 
only disturbs human life, but also puts pressure on economic 
activities in the long term. Urbanized activities are more energy 
intensive in nature. Dependence on fossil fuel consumption to 
cater for demands of the urban sector (electricity generation, 
heating, and transport) results in increased levels of pollution. 
With the growing population, it is difficult to limit the energy 
demand, hence awareness programs for the public are needed 
to be designed. To reduce the negative effects of urbanization, 
governments should monitor the technology transfer process 
and set standards to ensure environmental quality. 

Introduction of more ecofriendly and energy efficient 
automobiles and provision of better public transport in the 
urban sector are some steps governments should adopt. There is 
a need to explore long term investment options that are cleaner 
in nature and provide sustainable solutions both for economic 
development and the environment. Moreover, to attract foreign 
investors with more ecofriendly transfer of technology, strict 
environmental policy, improved infrastructure, and human 
capital development are crucial. Figure 3 exhibits the flow 
chart of the research conducted to determine if there is a 
relationship between carbon emissions and FDI.  

APPENDIX 

LIST OF ACRONYMS 
IPCC Intergovernemental Panel for Climate Change 
FDI Forgien Direct Investment 

CO2 Carbon Dioxide 
PHH Pollution Haven Hypothesis 
MNCs Multinational Corporations 

LDC's Less Developed Countries 
WHO World Health Organization 
PM Particulate Matter 

GHG Greenhouse Gas Emissions 
ASEAN Association for South East Asian Nations 
ECM Error Correction Model 
ARDL Autoregressive Distributed Lag Model 

SIC Schwartz Information Criteria 
FDIPGDP Net inflow of investement as a percentage of GDP 
GDPCAP Per Capita GDP 
TOPENESS Trade Openness 
CO2PCAP Carbon Dioxide Emissions per Capita 
Urban Urbanization 

CUSUM Cumulative Sum Control Chart 
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Abstract-Heat and mass transfer in many systems is widely 
accomplished by applying natural convection processes due to 

their low cost, reliability, and easy support. Typical applications 

include different mechanisms in various fields such as solar 

energy, solar distillers, stream cooling, etc. This paper examines 

the turbulent natural convection and mass transfer in an open 

enclosure for different Aspect Ratios (AR = 0.5, 1, and 2) with 

humid air. Mass fraction and local Nusselt number were 
examined to investigate the heat and mass transfer. Heat flux 

boundary conditions were subjected to the lateral walls, the 

bottom one was an adiabatic wall while the top area was a free 

surface. The effects of Rayleigh numbers (106 ≤≤≤≤�������� ≤≤≤≤ 108) on 
natural convection and mass flow behavior were analyzed. The 

governing equations were solved using the CFD Fluent code 

based on the SIMPLE algorithm. Results showed that a cavity 

with an aspect ratio of AR=2 enhanced the rates of both heat and 

mass transfer. Maximum heat transfer rates were observed when 

the Rayleigh number increased due to the more vigorous fluid 

flow. However, mass transfer improved when the Rayleigh 
number decreased. 

Keywords-Rayleigh number; turbulent flow; moist air; CFD; free 

convection 

I. INTRODUCTION  

Thermal turbulent flow is used in multiple applications of 
different mechanisms and systems such as solar energy 
collectors and evaporation, drying, distillation, and cooling 
processes of electronic compounds [1-9]. Mass and heat 
transfers induced by temperature and concentration gradients, 
are generally applied in physical processes that involve the 
convective and diffusive transport of chemical substances. 
Thereby, these heat and concentration gradients are considered 
to assist or oppose the performance of a system, depending on 
the boundary conditions of a problem. Many researchers tried 
to analyze extensively solutions on the heat transfer flow 
within closed or open cavities [10-17]. Some studies used heat 

flux or temperature gradient fields to the cavity walls as 
boundary conditions [18-20]. Several investigations and 
experiments were conducted for various structural 
configurations, such as rectangular and square cavities [21-25], 
and non-structure enclosures such as sinusoidal and inclined 
protuberances [14, 16, 19, 26]. The effects of Rayleigh [17, 24] 
and Reynolds numbers on the behavior of free, forced, and 
mixed convection were studied in [24-29]. Furthermore, 
various studies were conducted on the conditions of mass 
transfer and heat fluid motion for square cavities and 
rectangular shapes in a closed system [7, 30-36]. The heat and 
mass transfer induced by natural convection in a steady-state 
square cavity was studied in [31], proposing a two-dimensional 
cavity with different heated walls. The effects of the solute 
momentum on the rates of heat and mass transfer and Lewis 
number on fluid motion were investigated, suggesting 
correlations between the properties of dimensional quantities 
and rates of thermal and mass transfer. The natural double 
diffusion convection in a square cavity with horizontal walls 
was examined in [32], characterizing the mass transfer 
parameters through the local and global Nusselt and Sherwood 
numbers on all walls. The 3D aspect was compared to the 2D 
in [37], finding a satisfactory agreement for low values of the 
Rayleigh number. 

Several researchers chose the rectangular configuration area 
to study the heat and mass transfer in natural convection [38-
40]. The effect of humidity on the natural heat flow and their 
characteristics between vertical walls in a differentially heated 
cavity was discussed in [4, 41, 42]. A CFD study of heat and 
mass transfer by natural convection in a 2D area with an air-
CO2 mixture was presented in [43-44]. The effect of the 
buoyancy ratio on mass and heat transfer was investigated in 
[44] for different contexts. The thermal air quality behavior of 
higher CO2 concentration in the vertical walls was analyzed 
under assisted and opposite flow conditions, considering 
different values for the Rayleigh number. Τhe temperature 
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gradient inside the cavity for turbulent flow was observed more 
homogeneous for all flow cases. 

The effect of mass on heat transfer with radiation on the 
double diffusion problems has been examined for Newtonian 
and non-Newtonian fluids in [45] and [46] respectively 
concluding that the radiative heat transfer inside the enclosure 
gave better thermal results and did not affect the mass transfer 
process. The humid air transfer for natural convection in a 2D 
rectangular surface with a solid section was investigated in 
[35], dealing with a set of different variables: Rayleigh thermal 
number, partition thickness, inclination, and buoyancy ratio. In 
[47], the impact of a heated plate on double-diffusive free 
convection in a square closed cavity was examined. The 
vertical walls maintained low temperatures while the horizontal 
walls were adiabatic, and the vortex viscosity values reduced 
both heat and mass transfer rates. A new vision on the mass 
transfer behavior of moisture under the buoyancy-driven effect 
for low turbulent flows was carried out in [35], using different 
values of mass fraction and varying temperature gradients 
between 20 and 60°C. The study concluded that the vapor 
content in the humid air had an important impact on heat and 
current fields inside the enclosure, and the variation of the 
vertical wall temperature gradients showed the effect of 
moisture concentration inside the cavity. The percentage of the 
difference in heat transfer changed significantly depending on 
the mass fraction of air moisture and the heat gradient between 
the vertical sides. The air-steam mixture flow of the natural 
convection inside a square cavity with vertical wall temperature 
and concentration gradients was investigated in [48], proposing 
a Prandtl number equal to 1.32 and a Rayleigh number equal to 
4.05×105. The influence of species spread was investigated 
with Soret and Dufour mixture effects, finding that these 
effects had little contribution for this binary mixture. 

A parametric study of a differentially heated enclosure to 
treat the natural convection flows that contained a mixture of 
air and carbon dioxide was conducted in [49], analyzing the 
effect of change in buoyancy rate on the mass transfer for a 
laminar system. A new procedure for a solar system was 
proposed in [3], considering a latent heat source of evaporation 
condensation in the energy equation. The results proved that 
the properties were uniformly distributed. The relative 
humidity was almost 100% in the whole enclosure which 
implied that the air was saturated everywhere. However, the 
sudden change in the temperature or mass fraction was near the 
evaporating surface. The free convection of thermo-solute with 
mass lines and thermal flow in a rectangular area was 
investigated in [36], where the vertical sides were isotherms 
and the others adiabatic. The study examined Prandtl number, 
Rayleigh number, buoyancy ratio, and Lewis number, finding 
that these parameters significantly affect the overall rates of 
heat and solute transfer. In [50], an experimental study was 
conducted to examine the combined thermal flow caused by 
mass transport and buoyancy in an open enclosure for various 
aspect ratios. The results of retained condensate on mass 
movement areas due to water's thermal stability were also 
examined with no remarkable impacts. 

In [51], the heat and mass transfer inside a ventilated cavity 
in laminar flow was examined for fluid of air-CO2 mixtures. A 

comparative study was conducted to examine the thermal 
behavior and the air quality inside a cavity, considering the exit 
space location of the fluid mixture and three different values 
for the CO2 contaminant (1000, 2000, 3000ppm). The air inlet 
space was located below the right vertical side of the cavity, 
and the location of the mixture outlet was considered in four 
different positions. In [33], double diffusion natural convection 
for open square enclosures was investigated with constant 
concentrations and temperatures imposed along the right and 
the left walls. Results showed that the top thermal flow was the 
most effective for heat transfer, while the middle heating was 
the most stable for mass transfer. The effects of buoyancy ratio, 
Rayleigh number, Soret and Dufour coefficients, and Lewis 
number on heat and mass transfer in an open cavity were 
simulated in [52]. The results showed that changing the Lewis 
number had little influence on Sherwood and Nusselt numbers, 
but when the Rayleigh number increased Lewis number 
increased gradually. 

Despite the importance of mass transfer flow, there are only 
a few research efforts on the natural convection of open 
cavities, especially with moist air as a working fluid. This 
paper investigates the natural convection inside an open cavity 
through humid-air passes for turbulent flow to examine the 
impact of Rayleigh number and aspect ratios on the heat and 
mass transfer at heat flux subjected to the vertical walls. 

II. MATHEMATICAL MODELING 

A. Geometrical Description 

The considered physical problem is shown schematically in 
Figure 1. Humid-air occupies a two-dimensional rectangular 
enclosure. The vertical parallel walls are subjected to uniform 
flux (q) and the bottom side is considered impermeable and 
adiabatic. The top domain is defined as a free surface. The 
dimension of the open fluid at the bottom left wall was equal to 
20% of the enclosure's height. Different cases of aspect ratios 
(AR=H/L=0.5, 1, and 2) were proposed. 

 

 
Fig. 1.  A schematic representation of an open cavity. 

B. Governing Equations 

The governing equations for heat and mass transfer inside 
this open cavity are the continuity, momentum, energy, and 
concentration of humid-air liquid equation for natural 
convection [30]: 
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• Continuity equation: 
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where υ is the kinematic viscosity, β is the thermal expansion 
coefficient, P is the fluid pressure, α and D are the thermal and 
mass diffusivity, respectively. All the governing equations of 
heat and mass transfer in the proposed open cavity were solved 
in a turbulent regime using the CFD code. A second-order 
upwind scheme was selected to solve the concentration and 
momentum equations. The computations were simulated to be 
converged at 10−7 of root mean square residual values. 

C. Turbulence Model 

A standard simple model of turbulence was proposed in 
[53], named k−ε, which is based on the turbulent kinetic 
energy equations k and the rate of dissipation of turbulent 
kinetic energy ε. This model was used to analyze the flow and 
heat transfer calculations due to its robustness, and consistent 
precision. The generic form of this model is [16]: 

 #
#$ �%&� +

#
#' �%&� = 

#
#( )*+ +

+�
,-.

#&
#(/ + 0- + 01 − %2 − 34 + 5- 

(6) 

#
#$ �%2� +

#
#' �%2� =

#
#( )*+ +

+�
,6.

#2
#(/ + 

76�. 2& �0- + 76901� − 76:%
2:
& + 56 

(7) 

 

where µt is the Eddy viscosity, σk and σε are the turbulent 
Prandtl numbers for k and ε, Sk and Sε are user-defined source 
terms, Gk  represents the kinetic energy production of 
turbulence due to velocity gradients, Gb is the kinetic energy 
production of turbulence due to buoyancy, YM represents the 
contribution of the expansion of fluctuations, Cµ=0.09, 
Cε1=1.44, Cε2=1.92, σk=1, and σε=1.3. 

D. Boundary Conditions  

The boundary conditions associated with the problem were: 

���� ' = 0; 	0 ≤ ( ≤ 0.1?:													 = � = 0, B = 5D,			7 = 1 
���� ' = 0; 	0.1? ≤ ( ≤ 0.3?:							 = � = 0, B = 0,						7 = 0 

� = �� , F = F�  
���� ' = 0; 	0.3? ≤ ( ≤ ?:											 = � = 0,			B = 5D,				7 = 1 
���� ' = G; 	0 ≤ ( ≤ ?:																		 = � = 0,			B = 5D,				7 = 1 
���� ( = 0; 	0 ≤ ' ≤ G:							 = � = 0,#� #(⁄ = 0,#7 #(⁄ = 0 
���� ( = ?; 	0 ≤ ' ≤ G:																			 = � = 0,			B = 5D				7 = 0 

� = �� , ∆F = %�? 

The following variables are dimensionless: 

J∗ = ' G⁄ ,    3∗ = ( G⁄ , 			�∗ = �� − ��� ��L − ���⁄  

E. Meshing Sensitivity Analysis 

The region was covered with a meshing grid having a 
further refinement in vertical sides. Different grids were used: 
140×140, 160×160, 180×180, and 200×200 for a cavity with 
aspect ratio AR=1. From Table I, it is clear that the 180×180 
mesh produced more satisfactory results than the others, for a 
maximum error of 0.02% and maximum values for the velocity 
components u and v. 

TABLE I.  MESH SENSITIVITY TEST FOR MAXIMUM X, Y-
VELOCITIES, AND TEMPERATURE. 

 140×140 160×160 180×180 200×200 

umax 

(m/s) 

0.100652 
(0.03%) 

0.100668 
(0.01%) 

0.100673 
(0.00%) 

0.100678 

vmax 

(m/s) 

0.087004 
(0.05%) 

0.086937 
(0.03%) 

0.0869814 
(0.02%) 

0.086962 

Tmax 

(K) 

304.914 
(0.005%) 

304.92 
(0.003%) 

304.9246 
(0.001%) 

304.929 

 

III. RESULTS AND DISCUSSION 

The effects of aspect ratios (AR=0.5, 1 and 2) and Rayleigh 
number (106 ≤ �� ≤ 108) on heat and mass transfer of turbulent 
humid-air flow for an open enclosure were investigated 
parametrically. The thermophysical properties of the working 
fluid were [54]: 

• %� = 1.15	MKg.mQ9R 
• 7S� = 1005	MJ. KgQ�. KQ�R 
• U� = 2.65.10Q:	MW.mQ�. sQ�R 
• +� = 1.85.10Q[	MKg.mQ� . sQ�R 
•  = 2.59. 10Q[	Mm:. sQ�R. 
A. Validation  

The flow visualization of isotherms, streamlines, and iso-
concentration results for the heat and mass transfer (Ra=107 
with different buoyancy ratios) were compared with those 
obtained by [49], as shown in Figure 2. A second validation 
was investigated with results from [31, 37, 51], concerning the 
Nusselt number as a function of the buoyancy ratio (N). The 
validations were satisfactory exhibiting good agreement, as 
shown in Table II. 
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 Isotherm Streamlines Isoconcetrations 

N=1 

Present 

work   

   

[49] 

   
N=-5 

Present 

work 

   

[49] 

   
Fig. 2.  Qualitative validation: Comparison of isotherm, streamline and 
iso-concentration contours for Ra=107 and N=1 and -5. 

TABLE II.  QUANTITATIVE VALIDATION; NUSSELT NUMBER AS 
FUNCTION OF BUOYANCY RATIO. 

Nu 

N -0.5 -0.8 -5.0 

Present work 13.6 10.3 23.2 
[51] 13.6 10.6 23.7 
[37] 13.5 10.5 23.5 
[31] 13.6 10.6 23.7 

Err % for [51] 0.7% 1.9% 1.2% 
 

B. Discussion 

Isotherms, streamlines, and mass fraction of Η2Ο 
visualizations are illustrated in Figures 3, 4, and 5 to examine 
the hydrodynamic behavior and the heat transfer characteristics 
for AR=0.5, 1, and 2, respectively. The main flow tended to 
cross the cavity in a semi-vertical direction, creating a strong 
vortex at the bottom right wall of each configuration and 
indicating an accelerating mass transfer. The heat transfer 
efficiency for the natural convection of humid-air inside open 
enclosures was influenced by the Rayleigh number at the 
lateral walls for all aspect ratios. For AR=0.5, the small cell 
found at the middle of the free surface was lost by the effect of 
enhanced buoyancy forces. Another clockwise small rotating 
vortex was created at the left bottom wall, where its size 
became increasingly powerful, while the high temperatures 
were localized in close spaces near the humid left wall, which 
corresponded to the concentration of the thermal boundary 
layer. For the square enclosure, three cells started to develop 
compared to AR=2 geometries. The contours of the H2O mass 

fraction for all aspect ratios showed that the mass transfer 
dominated more as the Rayleigh number decreased. A close 
observation of the isotherms and hydrodynamics contours 
remarks that the mass and heat transfer processes were less 
concentrated at the top free surface. The concentration of H2O 
increased significantly on the left wall of the enclosure, 
especially for AR=2. 

 

 
Fig. 3.  Contours of isotherms (left), streamlines (middle), and mass 
fraction of H2O liquid (right) at AR = 0.5 for different Rayleigh numbers 
(106≤Ra≤108). 

 
Fig. 4.  Contours of isotherms (left), streamlines (middle), and mass 
fraction of H2O liquid (right) at AR = 1 for different Rayleigh numbers 
(106≤Ra≤108). 

The effect of the Rayleigh number with a fixed wall heat 
flux on the enhancement of thermal flow and mass transfer are 
presented in Figures 6 and 7 respectively. The local Nusselt 
number and mass fraction indicate the efficiency of the heat 
and mass transfer processes. As the height of the cavity has a 
significate role, the greater heat and mass transfers were found 
at AR=2. For low values of the Rayleigh number, the mass 
fraction of the humid-air increased while the Nusselt number 
decreased due to the slowly moving fluid. The heat transfer 
increased with the Rayleigh number, showing optimum thermal 
performance due to the vigorous turbulent flow. 
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Fig. 5.  Contours of isotherms (left), streamlines (middle), and mass 
fraction of H2O liquid (right) at AR=2 for different Rayleigh numbers 
(106≤Ra≤108). 

 
Fig. 6.  Evolution of local Nusselt number as a function of Rayleigh 
number with different aspect ratios (AR= 0.5,1, and 2). 

IV. CONCLUSIONS 

This paper examined the effective mass and heat transfer 
efficiency for the natural convection of humid air inside open 
enclosures, concluding the following: 

• Heat transfer efficiency for natural convection of humid air 
inside open enclosures is influenced by the Rayleigh 
number at the lateral walls for all aspect ratio cases. The 
mass transfer decreases because of vaporization. Moreover, 
as the Rayleigh number increased the flow visualization 
revealed that the vortex created in each enclosure had more 
vigorous intensity.  

 

Fig. 7.  Mass fraction of H2O for various Rayleigh numbers with different 
aspect ratios (AR = 0.5, 1, and 2). 

• The opening surface enhanced the mass transfer, while the 
bottom wall was the most stable for a few mass transfers.  

• The mass transfer was reduced for the square cavity 
compared to the preferable enclosure at aspect ratio AR=2. 
Furthermore, higher rates of the Rayleigh number increased 
the thermal enhancement rate and decreased the mass 
fraction of humid air.  

• As a consequence, the thermal and mass transfer 
performance in the cavity with AR=2 was greater than in 
the other configurations for moist air as a working fluid. 
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Abstract-Spatial and temporal analysis of rainfall data were 

carried out along with wavelet analysis for seven rain gauge sites 

of Kosi basin, India during the time period from 1985 to 2017. 

Wavelet spectrum analysis and wavelet coherence analysis were 

performed to fully characterize the time-frequency rainfall 

variability of the rain gauge data in these areas. For all the 
selected gauge stations during the study period, the peak value of 

the wavelet power spectrum was identified for the 8-16 month 

band. The results of wavelet spectrum analysis reveal a good 

correlation of rainfall data in the rain gauge sites lying in the 

southwest of the Kosi basin. The spectrum analysis also 

differentiates the wet and dry periods and it was observed that in 

the majority of the selected sites, a dry period occurred from the 

year 2005 onwards. This was again confirmed with breakpoint 

analysis. The wavelet coherence analysis explicit is a good 

correlation between the rain gauges in the study area. Overall, 

the variability of the rainfall parameters was more vivid with the 

wavelet analysis and this can be extended to other climatological 
parameters. 

Keywords-wavelet spectrum; wavelet coherence; break point; 

rainfall analysis 

I. INTRODUCTION  

The extremes of precipitation and its patterns are affected 
by various climatic factors and the circulation patterns in the 
atmosphere [1-4]. Non-stationary techniques to analyze the 
variation of rainfall with respect to time and space were used in 
[5]. The climate is mathematically defined as the weather 
conditions for a period of 30 years in a particular region, 
however it is not defined for a specific duration. The weather is 
defined on daily basis and is a non-linear dynamic system of 
the atmosphere whereas climate is considered to be the average 
form of weather [6]. There is a huge impact of the rainfall 
variation to the agricultural output in India which thereby 
adversely affects food security [7], Gross Domestic Product 
(GDP), and inflation [8]. Authors in [9] analyzed the temporal 
variation of precipitation in Shaheed Benazir Abad district by 
using the linear regression method. Rainfall events may cause 
the intensification of frequent extreme events which make the 
area more prone to floods and droughts [10]. Precipitation 
plays an essential role in hydro-climatic studies and daily life 
activities prominently in developing countries [11, 12]. Authors 
in [13] focused on models to assess rainfall distribution in 

Kelantan, Malaysia. Authors in [14] focused on drought 
frequency and its intensity in the past decades over Asia and 
Africa. Higher changes in precipitation events may cause 
increase in the span of drought periods [15]. The pattern and 
trend of long term precipitation extreme events are essential in 
the Kosin basin area which is highly prone to hazardous floods 
[16]. The economy and the development are dependent on the 
availability of water resources in the area [16]. 

Wavelet Transforms (WTs) of the hydro-meteorological 
parameters have recently drawn the attention of water resource 
experts. They are commonly used in data analysis and 
modeling [17] of hydrological and meteorological parameters. 
For the modeling of hydrological processes, advanced Artificial 
Intelligence (AI) techniques can act as robust tools [18]. During 
the past decades, it was observed that different AI-based 
models have been applied for time series analysis of rainfall 
data [19]. Authors in [20] used Continuous Wavelet Transform 
(CWT) and the multiscale entropy concept for the time series 
analysis of monthly rainfall data. As similar patterns are 
involved in the rainfall data series and due to the high potential 
of WT in multi-scale analysis of signals, the concept of wavelet 
analysis in the hydro-meteorological field can be used for better 
data pre-processing [21]. The variables are well identified with 
the help of correlation analysis and wavelet coherence [22]. 

In this study, WT was used as it steadily maintains the time-
frequency localization in signal analysis. It also alters the 1D 
time series data into a 2D time frequency image [23]. WT 
analysis is also applied to signals to get detail information, 
which cannot be readily read from the raw signal. The 
objectives of the current study are: (i) to investigate the rainfall 
data periodically and temporally over Kosi basin synoptically 
and (ii) to conduct wavelet coherence analysis between the rain 
gauge stations of Kosi basin in order to check the correlation 
between the rainfall data of the different rain gauge sites for the 

selected time period. 

II. METHODOLOGY 

A. Wavelet Analysis 

This section discusses in detail the analysis of the wavelet 
power spectrum.  

1) Wavelet Transform 
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Engineering, Technology & Applied Science Research Vol. 11, No. 5, 2021, 7578-7584 7579 
 

www.etasr.com Towheed & Roshni: Spatiotemporal Rainfall Dynamics in Kosi Basin Using Wavelet Analysis 

 

The time series data can be analyzed at several frequencies 
using the WT [24]. Assuming a time series data set, xn, where n 
varies from 0 to N-1, a wavelet function ��	���  being the 
function of time as parameter ���. The Morlet wavelet involves 
an exponential wave which is modulated by a Gaussian 
envelope as: 

��	��� = �	
/�����	��/�    (1) 

where ��  is non-dimensional frequency whereas its value is 
taken as 6 in the present work [25]. To be allowable as a basic 
wavelet, function (1) implies zero mean and is localized in both 
time and frequency spaces.  

For a discrete sequence xn, which is separated by a constant 
interval of time �� , the CWT is defined for xn  as the 
convolution with a translated and scaled form of ��	���. It is 
the product of the wavelet function with the original time series 
and is written as: 

����� = ∑ ����∗ ���
�	� !"
# $%	


��&'     (2) 

where s indicates the wavelet scale which is translating along 
the localized time index n, (*) indicates the complex conjugate, 
and N is the number of points in time series data. Using (2) for 
time series analysis, this basic wavelet function is transformed 
to a new wavelet in time. The scaled wavelets s in (3) is used to 
change the scale [22, 25, 26]:  

� ���
�	� !"
# $ = (!"# )


/�
��	 �

���	� !"
# $    (3) 

2) Wavelet Power Spectrum 

Since wavelet function ��	���	 and wavelet transform 
�����	are complex, the WT is divided into a real and an 
imaginary part. The wavelet power spectrum is now defined as 
[�����]2 (detailed description is given in [25]). The parameters 
used for the analysis of rainfall data are �� =1 month, S0=2	��, 
�* =0.25, (shows 4 sub-octaves per octave), j1=7/	�* (7 powers 
of two with �* sub-octaves). 
3) Global Wavelet Power Spectrum 

The global wavelet power spectrum is the square of the 
WT. The time-averaged wavelet spectrum over a period is 
given by: 

��
���� = 


%∑ |�����|�%
�&'     (4) 

4) Scale-Average Time Series 

The time series of scale average is the average variance in a 
certain band. In the present work the selected band is the 8-16 
month band after the analysis. 

B. Wavelet Coherence Analysis (WCA) 

WCA is applied generally in catchment studies, space and 
time analysis, and for model validation. The WCA examines 
the correlation and phase lag between two series of time data as 
a function of both time and frequency [27]. Authors in [28] 
defined wavelet coherence for X(n) and Y(n) as two time series. 
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where S is a smoothing operator and )(sW x

n
and )(sW y

n
 are 

wavelet transforms of X(n) and Y(n) time series. 
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n

X

n

XY

n = is the cross-wavelet transform, 

where (*) represents the complex conjugate and )(sW x

n
 is the 

cross wavelet power [17]. The statistical significance level of 
WCA is estimated with Monte Carlo methods. The value of R

2
 

ranges from 0 to 1, and is conceptualized as a localized 
correlation coefficient with time and frequency space. WCA 
for the signal comparison is carried out using the MATLAB 
functions provided by [28].  

III. STUDY AREA AND AVAILABLE DATA 

The Kosi river enters Bihar near Bhimnagar after draining a 
large area in Nepal. The drainage area (~52,731km2) includes 
parts of Tibet, Nepal, and India [29]. The Kosi river is one of 
the most flood-prone rivers in India and is located in north 
Bihar. The study area extends between 25019’18"N - 
26043’30"N latitude and 8704’35"E - 87012’32"E longitude. 
Some major tributaries of the Kosi river are Kamlabalan, 
Bagmati, and Bhutibalan. The Shuttle Radar Topography 
Mission (SRTM) based Digital Elevation Model (DEM) was 
used for the determination of elevation (maximum 109m) of 
the study area. There are 10 districts within the Kosi river basin 
while the degree of slope varies from 0 to 35

o
. The spatial 

variation of rainfall and subsequently its effect in the soil 
erosion in the Kosi river was well studied in [30]. The main 
reason to choose this study area is that it is very vulnerable to 
the adverse effects of floods. 

The teleconnections of the different regions within the 
study area are quite significant, as India has different climatic 
conditions and rainfall patterns [31]. Authors in [32] utilized 
the precipitation data to look into the effects of teleconnections 
on extreme precipitation for a period of 113 years. For the 
current study, the daily rainfall data were collected from India 
Meteorological Department (IMD), Pune for a duration of 33 
years (1985 – 2017) for 6 raingauge stations (Kursela, Galgalia, 
Murliganj, Nirmali, Bhimnagar, and Bahadurganj) and 1985-
2015 for Birpur station [30]. Concentration of rainfall occurs 
high in the monsoon season (from May to October) within the 
study area. The maximum average annual rainfall is 
2,711.95mm obtained in Galgalia, and the least is 1,249.13mm 
in Bhimnagar [30]. 

IV. RESULTS AND DISCUSSION 

A. Wavelet Transform  

The WT is computed with the help of the MATLAB script 
developed in [25]. In Kosi basin, the CWT is performed for the 
monthly data of 7 gauging stations. For the computation of (3), 
δt and s used were 1 month and 2 months (as s = 2δt), 7 powers 
of 2 with 4 sub-octaves per octave and ‘Morlet’ as mother 
wavelet were used. The time series plots of monthly rainfall for 
the 7 gauging stations are shown in Figures 1(a)-7(a) for 395 
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months (1985-2017), except for the Birpur station (1985-2015). 
Figures 1(b)-7(b) show the power (squared absolute value) of 
the WT for the monthly rainfall data. This provides information 
on relative power at a certain scale and it displays the actual 
oscillations of the individual wavelets. Figures 1(c)-7(c) show 
the global wavelet spectrum and Figures 1(d)-7(d) show the 
variance of the power for a particular band of interest for the 
respective stations. 

Figure 1(b) is evaluated for different frequency bands 
varying from 2 to 256 months for Bahadurganj data. The 
figures with color fill show the variation of rainfall in which the 
ranges of power are from weak (deep blue shades) to strong 
(dark red shades). Thus, the time series differences were 
mapped to wavelet region and to various scales. It is worth 
noting that the power is more for the 8-16 month band 
throughout the selected period and it is confirmed with the peak 

in the global wavelet power spectrum (Figure 1(c)). The scale 
average time series of average variance in the 8-16 month band 
is shown in Figure 1(d). The variance plot shows distinct dry 
and wet periods. The power decreases substantially during a 
dry year and maximum power means a wet year [34, 35]. In 
Bahadurganj, wet periods are observed more than dry periods 
throughout the studied duration. Similarly for Figures 2(b)-
7(b), it is clearly visible that the power is more for the 8-16 
month band throughout the selected time duration for all the 
selected sites and it is also confirmed with the peak in the 
global wavelet power spectrum (Figures 1(c)-7(c)). Hence, the 
scale average time series of average variance is plotted for the 
8-16 month band only for the selected time period (Figures 
1(d)-7(d)). In Bhimnagar, a significant wet period is observed 
during the 200-250 week period. However, wet periods are 
observed up to 240 months (from year 1985), with a few 
breakdowns during the months 60-100 in Birpur.  

 

 
Fig. 1.  Bahadurganj station: (a) Time series plot of monthly rainfall. (b) Analysis of the wavelet power spectrum for monthly rainfall data with Morlet as 

mother-wavelet. (c) The global wavelet spectrum (black continuous line) and significance level 5% (broken red line). (d) 8-16 month band scale-average time 
series of wavelet power (black continuous line). The broken red line is the 95% confidence level. 

 
Fig. 2.  Bhimnagar station: (a) Time series plot of monthly rainfall. (b) Analysis of the wavelet power spectrum for monthly rainfall data with Morlet as 

mother-wavelet. (c) The global wavelet spectrum (black continuous line) and significance level 5% (broken red line). (d) 8-16 month band scale-average time 

series of wavelet power (black continuous line). The broken red line is the 95% confidence level. 
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Fig. 3.  Birpur station: (a) Time series plot of monthly rainfall. (b) Analysis of the wavelet power spectrum for monthly rainfall data. (c) The global wavelet 

spectrum and significance level 5%. (d) 8-16 month band scale-average time series of wavelet power. The broken red line is the 95% confidence level. 

 
Fig. 4.  Galgalia station: (a) Time series plot of monthly rainfall. (b) Analysis of the wavelet power spectrum for monthly rainfall data. (c) The global wavelet 

spectrum and significance level 5%. (d) 8-16 month band scale-average time series of wavelet power. The broken red line is the 95% confidence level. 

 
Fig. 5.  Kursela station: (a) Time series plot of monthly rainfall. (b) Analysis of the wavelet power spectrum for monthly rainfall data. (c) The global wavelet 

spectrum and significance level 5%. (d) 8-16 month band scale-average time series of wavelet power. The broken red line is the 95% confidence level. 
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Fig. 6.  Murliganj station: (a) Time series plot of monthly rainfall. (b) Analysis of the wavelet power spectrum for monthly rainfall data. (c) The global wavelet 

spectrum and significance level 5%. (d) 8-16 month band scale-average time series of wavelet power. The broken red line is the 95% confidence level. 

 
Fig. 7.  Nirmali station: (a) Time series plot of monthly rainfall. (b) Analysis of the wavelet power spectrum for monthly rainfall data. (c) The global wavelet 

spectrum and significance level 5%. (d) 8-16 month band scale-average time series of wavelet power. The broken red line is the 95% confidence level. 

In Galgalia, it is interesting to note that in the 8-16 band, 
the average power variance indicates a wet period throughout 
the time period except a few breakdowns during 240-260 and 
300-320 months (Figure 4(d)). In Kursela (Figure 5(d)), a wet 
period is observed until 280 months and after, until the end of 
the studied duration, a continuous dry period is observed. 
Similarly in Murliganj (Figure 6(d)) and in Nirmali (Figure 
7(d)) a continuous dry period is observed after 240 and 280 
months. It is concluded from the wavelet power spectrum 
analysis for all the selected gauging stations for the selected 
time period shows that maximum power spectrum is observed 
in the 8-16 band. A similar observation in the variance also 
seen towards the southwest of Kosi basin (Kursela, Murliganj, 
Birpur and Nirmali, see Figure 1 in [30]). 

B. Wavelet Coherence Analysis 

Figure 8(a-c) shows the WCA between the Galgalia and 
Murliganj, Galgalia and Birpur, Kursela and Bhimnagar 
stations. It is clearly visible from the Figure that there is a good 
correlation between all the selected sites during the studied 

time period. Even though short breakdowns are visible for 
shorter time periods, the majority shows a very good coherence 
between the signals. This study is also proving the findings of 
[36] that WCA could be a useful tool to detect the relationship 
between rainfall in different sites of the same basin.  

From the above results, it is clear that there is a good 
correlation between the rainfall of the selected gauging stations 
for the selected time period which is averaged and shown in 
Figure 9. It is found that the rainfall months are observed from 
the month of May to October throughout the studied duration 
with peaks during 1985-1990, 1995-2000, and 2000-2005. 
Maximum monthly rainfall reaches 700mm during the selected 
time duration. After 2005, a considerable decrease in the 
rainfall is observed. This is also in accordance with the average 
variance results of the wavelet spectrum analysis. This finding 
can be strengthened by the breakpoint analysis for the basin 
shown in Figure 10. It is found that after 237 months, there is a 
reduction in the mean rainfall from 147.7mm to 116.3mm. 



Engineering, Technology & Applied Science Research Vol. 11, No. 5, 2021, 7578-7584 7583 
 

www.etasr.com Towheed & Roshni: Spatiotemporal Rainfall Dynamics in Kosi Basin Using Wavelet Analysis 

 

(a) 

 

(b) 

 

(c) 

 

Fig. 8.  Wavelet coherence analysis between: (a) Galgalia and Murliganj, 

(b) Galgalia and Birpur, and (c) Kursela and Bhimnagar. 

 
Fig. 9.  Monthly average rainfall over the entire Kosi basin during the 

1985-2017 period. 

V. CONCLUSION 

To study the variability of the rainfall in the Kosi basin, 
wavelet spectrum analysis and wavelet coherence analysis were 
performed. The wavelet spectrum analysis for the monthly time 
series data for all the selected 7 rain gauge stations during the 

1985-2017 period show large power concentration in the 8-16 
month band. This reveals an annual periodicity of events and is 
also confirmed by the peak in the global wavelet spectrum.  

 

 
Fig. 10.  Breakpoint analysis of the monthly average rainfall data of the 

Kosi basin during the 1985-2017 period. 

Scale averaged time series of the selected 8-16 band reveals 
that the regions in the southwest of the Kosi basin show similar 
patterns of dry and wet periods during the studied time 
duration. Wavelet coherence analysis of the rainfall data 
reveals a good correlation between the selected stations. The 
average rainfall data also confirm the considerable reduction in 
the rainfall towards the beginning of the year 2005. Break point 
analyses were also in accordance with the results of the average 
rainfall data and found a breakdown of average rainfall from 
147.7mm to 116.3mm for the selected time duration. 
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Abstract-Power dispatch has become an important issue due to 

the high integration of Wind Power (WP) in power grids. Within 

this context, this paper presents a new Particle Swarm 
Optimization (PSO) based strategy for solving the stochastic 

Economic Emission Dispatch Problem (EEDP). This problem was 

solved considering several constraints such as power balance, 

generation limits, and Valve Point Loading Effects (VPLEs). The 

power balance constraint is described by a chance constraint to 

consider the impact of WP intermittency on the EEDP solution. 

In this study, the chance constraint represents the tolerance that 
the power balance constraint cannot meet. The suggested 

framework was successfully evaluated on a ten-unit system. The 

problem was solved for various threshold tolerances to study 
further the impact of WP penetration. 

Keywords-economic emission dispatch; wind energy; stochastic 

optimization; particle swarm optimization  

I. INTRODUCTION  

Wind energy has expanded rapidly the recent years at a 
global level. Wind power is becoming more and more 
economically competitive compared to conventional energy 
production methods due to improvements in turbine efficiency 
and rising fuel prices [1]. In addition, wind energy sources are 
growing at a rapid pace reaching a technical maturity that 
allows them to become important components of the energy 
industry. On the other hand, the inclusion of wind energy in 
power grids introduced new challenges. The high penetration 
of wind energy has a significant impact on system security due 
to its intermittent characteristics [2]. One of these challenges is 
the power dispatch problem. In general, the dispatch problem 
aims to find the optimal generation of all generators and 

sources minimizing energy production cost and system losses. 
In addition, global warming and increased initiatives to protect 
the environment are forcing producers to reduce the gas 
emissions produced by fossil fuel combustion in power 
stations. The fuels used in thermal power stations (coal, fuel 
oil, natural gas, etc.) produce harmful gases like carbon dioxide 
(CO2), sulfur dioxide (SO2), and nitrogen oxides (NOx) which 
are toxic and cause the greenhouse effect. Thus, the reduction 
of the emission of these gases during electricity production has 
become a primordial task [3].  

Several studies combined the economic and environmental 
aspects in one problem called Economic Emission Dispatch 
Problem (EEDP) [4-5], considering several constraints such as 
generation capacity, power balance, and Valve Point Loading 
Effects (VPLE) [4-5]. Various methods have been suggested in 
the past two decades to solve this nonlinear and nonconvex 
problem. For instance, classical techniques such as dynamic 
programming [6], linear programming [7], lambda iteration [8], 
and interior-point [9] have been widely used for solving the 
dispatch problem. However, in these techniques, the fuel cost 
was approximated by a quadratic, and VPLE constraints were 
neglected. In addition, these conventional methods were 
iterative and required an initial solution which may affect the 
convergence of the employed method and produce only local 
solutions. Various intelligent optimization methods were 
presented to overcome the limitations of classical methods, like 
the Genetic Algorithm (GA) [10], Artificial Bee Colony (ABC) 
[11], Bacterial Foraging Algorithm (BFA) [12], Particle Swarm 
Optimization (PSO) [13], Differential Evolution (DE) [14], and 
Simulated Annealing (SA) [15]. In general, these meta-
heuristic techniques have achieve good results in solving 
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various engineering problems. However, the aforementioned 
techniques minimized fuel cost and emissions by seeking the 
optimal production of the existing thermal units. At the 
moment, wind energy has attracted much attention in the power 
sector due to its zero fuel cost and emissions. Hence, the 
inclusion of wind power in the EEDP formulation has gained 
wide attention.  

In [16], a new mathematical formulation was developed 
based on the here-and-now approach for the stochastic EEDP 
integrating WP sources. The intermittency of wind power was 
described by the Weibull distribution function. The same 
approach was extended for the dynamic EEDP in [17]. Various 
fuzzy membership functions were suggested in [18], taking into 
account that system security may be affected by the 
randomness of wind power, to describe the dispatcher’s attitude 
regarding WP penetration. Two objective functions, based on 
operational cost and risk level, were considered and minimized 
using a PSO-based method, but emissions were not included in 
the problem formulation. The risk level of WP uncertainty was 
considered in [19], incorporating VPLE in the cost function. 
Fuzzy quadratic functions that described dispatcher’s attitudes 
were investigated in [20] to determine the quantity of 
additional WP to minimize generation cost without affecting 
system security. The effect of fluctuations of WP on the EEDP 
was modeled in [21] by over- and under-estimation costs of 
available WP, where a hybrid algorithm combining PSO and 
gravitational search was used to minimize the objective 
functions. In [22], the under- and over-estimation costs of 
uncertain WP were also included in the total production cost, 
using an improved fireworks algorithm to find the optimal 
generation. The randomness of WP was modeled by a chance 
constraint in the dispatch problem formulation to avoid the 
over- and under-estimation costs in [23], where WP was 
represented by a Weibull distribution function, and the impact 
of WP penetration on the total fuel cost and emissions was 
studied and analyzed. 

In recent years, PSO-based techniques have been favored 
by researchers due to their low parameter number, convergence 
rate, and easy implementation. PSO was introduced in [24] as 
an efficient optimization tool for complex optimization 
problems. This study presents a new PSO-based strategy for 
solving the stochastic EEDP incorporating a wind farm. At 
first, the problem is formulated as a stochastic optimization 
problem. Then, the stochastic constraint, which describes 
power balance, was converted to a deterministic constraint. The 
Weibull distribution function was used to describe the 
randomness of WP. The PSO algorithm was used to solve the 
obtained deterministic problem. The effectiveness of the 
proposed method was tested on a 10-unit system, investigating 
the cases with and without WP sources. Moreover, the impact 
of WP penetration rate was studied.  

II. PROBLEM FORMULATION 

The EEDP is treated as a multi-objective mathematical 
programming problem that attempts to minimize both cost and 
emissions simultaneously while satisfying equality and 
inequality constraints. The following objectives and constraints 
were taken into account in the EEDP problem formulation: 

A. Objective Functions 

The thermal units with multi-steam admission valves that 
work sequentially to cover the ever-increasing generation 
increase the nonlinearity order of the total fuel cost due to the 
VPLE, as illustrated in Figure 1. 

 

 

Fig. 1.  Fuel cost function with five valves (A, B, C, D, E). 

The fuel cost function of a thermal generator, considering 
the VPLE, is expressed as the sum of a quadratic and a 
sinusoidal function. Thus, the total fuel cost in terms of real 
power output can be expressed as [23]: �� = ∑ �� + ��	� + 
�	����� + ��� �������	���� − 	����  (1) 
where ai, bi, ci, di, and ei are the cost coefficients of the i-th 
unit, Pi is the output power in MW, and the total cost CT is in 
$/h. The second objective function considered is the 
atmospheric pollutants such as sulfur (SOx) and nitrogen oxides 
(NOx) caused by fossil-fueled generator units. This can be 
modeled as the summation of a quadratic polynomial and an 
exponential function [23]: �� = ∑ �� + ��	� + �� 	�!� + "� �#$ %�	�!���     (2) 

where ai, βι, γi, ηι , and ξi are the emission coefficients, and the 
total emission is in ton/h. In several works, the bi-objective 
EEDPs were converted into a mono-objective optimization 
problem [3], and the Price Penalty Factor (PPF) based method 
was adopted. Thus, the combined economic-emission objective 
function can be described by: &� = '�� +  1 − '!)��    (3) 
where, ' = rand 0,1! , FT will be minimized for each 
generated value of µ to obtain the optimal solution that can be a 
nominee solution in the Pareto front, and λ is the average of the 
PPF thermal units. As shown in (4), the PPF of the i-th unit is 
the rate between its fuel cost and its emission for maximum 
generation capacity, and (5) gives the expression of λ. )� = 0123451234    (4) ) = 	 �� 	∑ )����     (5) 

B. Problem Constraints 

The EEDP can be solved by minimizing the FT defined in 
(3) for the following constraints [23]: 

Generation (MW)
 

 

F
u
e
l 
c
o
st
 (
$
/h
)

Without VPLE

With VPLE

E

C

A

B

D



Engineering, Technology & Applied Science Research Vol. 11, No. 5, 2021, 7585-7590 7587 
 

www.etasr.com Alshammari et al.: A New Particle Swarm Optimization Based Strategy for the Economic Emission … 

 

• Generation Capacity: Because of the unit design, the real 
power output of each unit i should be within its minimum 	���� and maximum limit 	��78: 	���� ≤ 	� ≤ 	��78 				� = 1,… , ;    (6) 

• Real power balance constraints: The total of real power 
generation must balance the predicted power demand Pd 
plus the real power losses PL 

in the transmission lines, at 
each time interval over the scheduling horizon: ∑ 	�< − 	=< − 	><��� = 0				? = 1, . . . , A     (7) 
PL can be calculated using a constant loss formula [4]: 	>< = ∑ ∑ 	�B�C	C + ∑ BD�	� + BDD����C����     (8) 

where Bij, Boi, and Boo are the loss parameters also called B-
coefficients. 

• Prohibited Operating Zones (POZ) constraints: The POZ 
constraints are described as: 

	�< ∈ F	���� ≤ 	� ≤ 	�,�GDH�	�,IJ�KL ≤ 	� ≤ 	�,IGDH�  , N = 2, . . . , P�	�,Q1KL ≤ 	� ≤ 	��78     (9) 

where 	�,IGDH�  and 	�,IKL
 are the down and up bounds of POZ 

number k, and iz  is the number of POZ for the i-th unit due to 

the vibrations in the shaft or other mechanical faults. Therefore, 
the machine has discontinuous input-output characteristics [4].  

C. Description of WP Randomness 

A major challenge in integrating wind power output into a 
power network is its uncertainty, fluctuation, and intermittent 
nature. Hence, WP output should be expressed as a stochastic 
variable utilizing a transformation from wind speed to power 
output. A simplified linear piecewise function can describe the 
actual relationship between them when ignoring some minor 
nonlinear factors. This study adopts the two-factor Weibull 
distribution [16]. The main advantage of this distribution type 
is that if its parameters are specified at a given altitude, they 
can be found for another one. The Probability Density Function 
(PDF) and the Cumulative Distribution Function (CDF) of 
wind speed are described by (10) and (11), respectively: 

RS T! = IU VWUXIJ� �#$ Y−VWUXIZ    (10) 
&S T! = [ RS \!W] �\ = 1 − �#$ ^−VWUXI_ ,   T ≥ 0    (11) 

where, k and c are positive parameters called shape and scale 
factors for a given location, respectively. The speed-power 
characteristic of the wind turbine can be described by: a = b c! = 0,  if  c < T��  or  c > TDK<     (12) 
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( ) , ifφ= = ≤ <r r outW V w v V v     (14) 

Based on probability theories, the CDF corresponding to 
the WP can be described by: &f g! = 	h a ≤ g! = 

1 − �#$ F− iV1 + jHHk X T��
 lIm
+ �#$ ^− VTDK<
 XI_ ,   0 ≤ g < gn  

(15) 

where, ℎ = WkJW1pW1p . Taking into account the intermittency 

characteristic of WP, the power balance constraint given by (7) 
can be modified as: 	hq∑ 	���� + a ≤ 	= + 	>} ≤ s}    (16) 
where Pr(x) is the probability of event x, W is the WP output of 
the wind farm, and σ is the tolerance that power balance 
between total generation, load, and total system losses cannot 
meet. 

III. THE PSO ALGORITHM 

PSO is considered an efficient and robust method that can 
be applied to nonlinear optimization problems and more 
particularly on electrical systems [25-26]. This algorithm 
ignores several conditions, such as differentiability and 
continuity regardless of the objective functions and the 
constraints to be optimized or respected. For an optimization 
problem with n decision variables, the i-th particle at iteration k 

is presented by its position t�I = �t��I , … , t��I �  that is 
considered as a candidate solution and velocity c�I =�c��I, … , c��I �. At the next generation k+1, the velocity and the 
position of this particle will be updated according to: c�Iu� = gc�I + 
�h��$���?�I − t�I� +
�h��v���?I − t�I�  (17) 

t�Iu� = t�I + c�Iu�     (18) 

where, w, c1, and c2 are the PSO parameters, r1 and r2 are 

random numbers in the range [0,1], and $���?�I and v���?I are 
the best solution of the i-th particle and the overall population 
at the k-th iteration respectively. At each iteration k, the inertia 
weight w used for balancing between local and global searches 
can be calculated as: 

g = g�78 − H234JH21p	I234 ∗ N    (19) 
where N�78  is the maximum number of iterations, and g�78  
and g���  are the upper and lower bounds of w. From (19), it is 
clear that g�78  is the initial value of the inertia weight while g���  is its final value. 

IV. SIMULATION AND RESULTS 

Two cases were studied to verify the effectiveness of the 
suggested strategy for solving the EEDP including a wind 
farm. Simulations were carried out on MATLAB R2009a 
installed on a PC with an i7-4510U@2.60GHz CPU. The 
studied cases were: A ten-unit system without a wind farm 
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(Case 1) and a ten-unit system with a wind farm (Case 2). All 
data of both systems were taken from [3, 23]. The wind 
parameters are shown in Table I. 

TABLE I.  WIND PARAMETERS 

K C vin vout vr 

1.7 15 5 45 15 
 

A. Case 1 

Since the EEDP is a multi-objective optimization problem, 
a set of non-dominated solutions is required. Table II shows a 
list of non-dominated solutions obtained for various values of µ 
ranging from 0 to 1. From Table II, it can be noted that as µ 
increases, the total production cost decreases and the total 
emissions increase. The convergence characteristics of the 
proposed PSO-based technique for the economic (µ=1) and the 
emission (µ=0) dispatch problems are shown in Figure 2. The 
Pareto-front resulted from the PSO-based strategy is depicted 
in Figure 3. The best economic dispatch solution correspond to 
111498.49$/h fuel cost and 4567.27ton/h total emissions, while 
the best emission dispatch solution corresponds to 
3932.24ton/h total emissions and 116412.49 $/h total fuel cost. 
Το further test the effectiveness of the proposed method, the 
simulation results obtained using the proposed PSO-based 
method were compared with various algorithms. From Table 
III, it is clear that the proposed PSO method outperforms the 
others in solving power dispatch problems. 

(a) for µ=1 

 

(b) for µ=0 

 
Fig. 2.  Convergence characteristics of the proposed method (case 1). 

TABLE II.  PARETO SOLUTIONS FOR VARIOUS VALUES OF µ (CASE 1). 

λλλλ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

P1 55.0000 55.0000 55.0000 55.0000 55.0000 55.0000 55.0000 55.0000 55.0000 55.0000 54.9736 

P2 80.0000 80.0000 79.9999 80.0000 80.0000 80.0000 80.0000 80.0000 80.0000 79.9980 80.0000 

P3 81.1292 81.1079 81.0693 81.8332 83.0377 84.7423 86.7683 88.4989 90.57678 98.1322 106.2337 

P4 81.3701 81.1322 80.8085 81.2860 82.1286 83.4244 84.9239 85.9500 87.2575 93.1849 100.3274 

P5 160.0000 160.0000 160.0000 160.0000 160.0000 143.7728 126.1284 109.9550 96.7236 88.4957 82.5885 

P6 240.0000 240.0000 240.0000 219.5599 189.0966 164.2697 142.7271 121.8599 103.5178 92.2169 82.98739 

P7 294.4776 292.2409 289.7346 291.3277 294.5846 299.5123 300.0000 300.0000 300.0000 299.9786 299.9923 

P8 297.2982 296.9563 296.5578 300.8168 307.3015 315.4370 321.2987 327.2378 333.8038 340.0000 340.0000 

P9 396.7566 398.0034 399.4279 406.0273 415.3302 427.8233 442.3925 456.2269 469.9842 470.0000 469.9574 

P10 395.5627 397.2015 399.1011 406.2881 416.3488 429.8128 445.6171 461.2196 469.9878 469.9907 469.9736 

CT 116412.49 116399.01 116384.25 115599.76 114608.47 113504.92 112644.77 112023.28 111650.66 111530.31 111498.49 

ET 3932.2432 3932.3162 3932.5799 3961.3722 4014.4321 4105.6762 4210.6645 4325.7406 4434.2593 4501.6670 4567.2691 

PL 81.5947 81.6424 81.6993 82.1394 82.8283 83.7950 84.8563 85.9483 86.8517 86.9972 87.0343 

 

 

Fig. 3.  Pareto-front (case 1). 

TABLE III.  SIMULATION RESULTS OBTAINED FOR CASE 1. 

 Best cost Best emission 

Cost ($/h) Emission (ton/h) Cost ($/h) Emission (ton/h) 

PSO 111498.49 4567.27 116412.49 3932.24 

DE 111565.71 4572.68 116418.34 3946.24 

FA 111500.79 4581.00 116443.05 3932.62 

 

B. Case 2 

In this case, a wind farm with a rated power of wr=1.0pu on 
a 100MVA base was incorporated in the ten-unit system. The 
problem was solved for various values of the tolerance σ to 
investigate the impact of the penetration level of WP on the 
EEDP solutions. Figure 4 shows the convergence 
characteristics of production cost (µ=1) and emissions (µ=0) 
for σ=0.3. 
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TABLE IV.  PARETO SOLUTIONS FOR VARIOUS VALUES OF µ (CASE 2 – σ = 0.3). 

λλλλ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

P1 55.0000 55.0000 55.0000 54.9927 54.9975 55.0000 55.0000 55.0000 55.0000 55.0000 55.0000 

P2 79.3793 79.0572 79.2443 80.0000 79.9935 80.0000 80.0000 80.0000 80.0000 80.0000 79.9671 

P3 79.2368 79.1410 79.1944 95.6866 89.4404 87.6390 86.3276 84.6486 83.0527 81.3265 80.1881 

P4 79.4393 78.8639 79.1835 87.6092 85.3617 84.0826 83.7210 82.7481 81.6908 80.3916 79.6187 

P5 160.0000 160.0000 160.0000 71.2762 80.4537 91.7389 105.7879 120.9868 138.6410 158.8935 160.0000 

P6 240.0000 240.0000 240.0000 70.2414 82.0695 97.1504 116.1033 135.7649 157.5176 180.8750 210.0817 

P7 283.2762 278.7705 281.1587 299.6879 296.3502 294.8372 296.4263 2.9430731 290.9290 285.5700 282.3278 

P8 285.6298 285.0466 285.3679 337.1601 327.7143 319.2092 316.2059 314.8193 306.9338 297.6583 291.2683 

P9 384.6910 387.3684 385.9387 470.0000 469.9934 459.1521 444.9970 431.0097 418.3983 405.4202 396.0864 

P10 383.5466 387.0554 385.1589 469.9973 469.9908 466.8807 450.0184 434.2659 420.3902 406.4300 396.3520 

CT 113553.68 113527.38 113541.18 108361.08 108398.65 108566.61 108947.91 109504.42 110317.96 111457.33 112401.88 

ET 3752.5080 3752.8219 3752.5756 4411.1741 4341.4299 4251.0979 4136.8332 4033.7302 3934.7089 3841.9554 3791.0480 

PL 77.4441 77.5478 77.4915 83.8963 83.6103 82.9351 81.8324 80.7956 79.7983 78.8100 78.1351 

 

 (a) µ=1 

 

(b) µ=0 

 
Fig. 4.  Convergence characteristics for case 2 (σ=0.3). 

The Pareto solutions for various values of the weight factor, 
ranging from 0 to 1, are presented in Table IV. Meanwhile, the 
Pareto-front for this case is shown in Figure 5. Figure 6 
illustrates the impact of the variation of the tolerance on the 
minimum fuel cost and the total emission functions. From this 
Figure, it is obvious that the more the tolerance that power 
balance constraint cannot meet is, the less the cost and 
emissions are because the more the tolerance is, the more the 
WP penetration is. 

V. CONCLUSION 

This study presented a PSO-based strategy for solving the 
multi-objective EEDP incorporating wind energy sources. The 
power balance constraint was converted into a chance 
constraint and the intermittency of WP was described by the 
Weibull distribution to consider the stochastic characteristic of 

WP. This chance constraint represents the probability that the 
power balance constraint cannot meet.  

 

 

Fig. 5.  Pareto-front for case 2 (σ=0.3). 

 

 
Fig. 6.  Impact of the tolerance on the EEDP solutions (case 2). 
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The EEDP was solved using a PSO-based method 
depending on several operating constraints such as generators, 
limits, valve point loading effects, and real power losses. 
Simulation results, performed on a 69-bus ten-unit system, 
showed that the level of available wind power (WP) was highly 
dependent on the threshold tolerance. The results also showed 
the effectiveness of the proposed optimization method for 
solving the non-convex EEDP. 
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Abstract-Distributed Generators (DGs) are incorporated in the 

power distribution systems to develop green energies in 

microgrids. Islanding is a challenging task in a microgrid. 

Different types of islanding methods, e.g. local and remote 
methods, have been developed for handling this task, with local 

methods being easier to implement, while remote methods are 

communication-based and costly. The local methods are classified 

as passive, active, and hybrid, out of which the passive methods 

are more simple and economical. In this paper, a passive 

islanding detection method is proposed to detect single line to 

ground fault. This fault is considered to represent the 60 to 70% 

of the total un-intentional faults of this category. The available 

passive methods cannot detect islanding at lower power 

mismatches as the variations in voltage and frequency fall within 

thresholding values. In this method, the voltage signals are first 

retrieved at the targeted DG output and then the phase angle is 

estimated. Finally, the phase angle is differentiated to get Rate Of 
Change Of Voltage Phase Angle (ROCOVPA) to detect islanding, 

and then it is compared with the Rate Of Change Of Frequency 

(ROCOF) at zero percent power mismatch. Simulation results 

depict that the ROCOVPA is more effective than ROCOF. The 

proposed method not only reduces detection time and Non-

Detection Zone (NDZ) but is also stable during non-islanding 

cases like load connection and disconnection to avoid nuisance 
tripping. 

Keywords-distributed generation; non detection zone; point of 

common coupling; ROCOVPA; ROCOF; line to ground fault 

I. INTRODUCTION  

During the normal mode, a microgrid is in synchronism 
with the main grid feeding the connected loads and importing 
the mismatch power of the load from the grid. Based on load 
demand, the mismatched power is supplied by the grid. But 
during unintentional unsymmetrical faults on the system, the 
microgrid has to detect the fault condition and isolate itself 
from the main grid within 2s as per IEEE-1547-2018 
regulations. There are symmetrical and unsymmetrical faults, 
but in this paper only unsymmetrical single line to ground fault 
was tested as the majority of faults are of this nature. The 
different islanding detection methods have their own 

advantages and disadvantages. The active methods affect the 
power quality due to perturbations during testing. The passive 
methods fail to detect islanding at lower power mismatches due 
to the smaller variation in voltage and frequency above 
threshold. The hybrid methods are good to detect islanding but 
power quality problems arise due to injections of perturbations. 
Communication methods are good with a smaller Non 
Detection Zone (NDZ) but are costly. The implementation of 
such methods depends on the size of the microgrid and the 
criticality of loads. 

To mitigate these problems, in this paper the Rate Of 
Change Of Voltage Phase Angle (ROCOVPA) method is 
proposed which detects islanding at zero percent mismatch 
power and also avoids nuisance tripping during non-islanding 
operations like load connection and disconnection. A simple 
methodology is used. At first, the voltage phase angle is 
calculated at the output of DG and then differentiated to get the 
ROCOVPA to detect islanding. In normal conditions, when 
there is no fault, the variations are within the threshold values 
but during fault conditions the variations exceed the threshold 
values to island the microgrid safely from the main grid within 
2s. The DG feeds the connected load in droop control in 
islanded mode, without any power interruption to load. 

The proposed ROCOVPA methodology can be extended to 
detect symmetrical and unsymmetrical faults. In this paper, the 
ROCOVPA is tested and compared with the Rate Of Change 
Of Frequency (ROCOF) method in Matlab/Simulink, in which 
ROCOVPA is proved to perform better. As per the result 
analysis, the proposed ROCOVPA method detects islanding at 
even zero percent mismatch power (0% NDZ). The testing is 
extended for non-islanding cases during load connection and 
disconnection for stability. The ROCOVPA method is proved 
to be stable during non-islanding cases and also avoids 
nuisance tripping. 

The comparison of the proposed ROCOVPA method with 
ROCOF proves that it is better in discriminating islanding and 
non-islanding operations with less NDZ and detection time.  

Corresponding author: L. Bangar Raju
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II. NETWORK AND MATHEMATICAL MODEL 

The network model is shown in Figure.1. The ROCOVPA 
islanding detection method is tested on a DG with 2.5KW with 
an interfaced inverter. A parallel RLC load is connected to the 
DG with a quality factor of 1.8 at the Point of Common 
Coupling (PCC). The DG inverter is connected to the main grid 
to the PCC through a 3-phase circuit breaker. The inverter is 
connected to the PCC with filter values: ��=2��	,��=2�	, 
and 
�=10�.	

 

 
Fig. 1.  Network model of the islanding detection ROCOVPA method. 

The mathematical model of the islanded microgrid in the 
abc frame is given by the following equations: 

�,���  �  �� � ��,���  
�� �  
���,��� � ���      (1) 

��,��� �  �  ��� /R � �!,��� � � �
��  ���    (2) 

���  ��  �  � �"# �  �$,��� � 
$ �$,���     (3) 
where �,��� , Vabc, it,abc, and iL,abc are the terminal's phase 
voltages and currents respectively of the inverter at the PCC . 

These three-phase instantaneous voltages and currents are 
to be transformed to the synchronous rotating frame dq0 in 
order to have control of active power (d-axis) and reactive 
power (q-axis), to keep mutual inductance constant, to achieve 
the desired output, to have infinite gain control on PI, PID, by 
adjusting integrators, and to make steady state error to zero to 
make computations easy. 
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A, B, C, and D are constants given by: 
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These equations give the transfer functions of

td

d
V

V , 

where dV  and tdV are the input and output components of the d 
axis. 

III. NON DETECTION ZONE 

The efficacy of islanding detection depends on minimizing 
the NDZ [4, 5]. The method depends on the percentage of 
active power mismatch, which as per IEEE-1547 has to be 
smaller than 15% and the detection time has to be less than 2s. 
The network for the study of NDZ is shown in Figure 2. The 
DG is connected to the grid through an interfacing inverter, the 
PCC, and a utility switch [6]. The 3-phase parallel RLC load is 
connected at the PCC [7]. 

 

XDG Grid
P+JQ P+JQ

Circuit
Breaker Local

Load

Utility
Switch

R

P J Q∆ + ∆

L

L LP jQ+

C

 
Fig. 2.  DG network connected with the grid system. 

Equations (12) and (13) give the voltage and frequency at 
the PCC: 
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In islanding conditions, Δ+	and Δ, become zero, as there is 
no main grid. The under/over voltage protection (UVP/OVP) 
and under/over frequency protection (UFP/OFP) methods are 
very simple and incorporated in all grid connected inverters 
and relays connected with DG system protection. In these 
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methods, the voltage and frequency are both constantly 
monitored at the PCC [1, 8], where: 

∆P = +$-./ − +/0     (16) 
∆Q = ,$-./ − ,/0   (17) 

If ∆P 1 0, then the voltage at PCC will fluctuate from the 
normal level, which is an indication of islanding condition. If 
∆Q 1 0, then the frequency at PCC will fluctuate from the 
normal level, which is an indication of islanding condition. 
Both these islanding detection methods leave behind a large 
NDZ. The islanding detection may fail, when ∆P and ∆Q are 
close to zero [8]. 

Voltage  3  and frequency �3 under islanding mode are 
given by: 

3 �  4
5+6    (18) 
�3 �  738

9:$5;6  �  <=
9:$5;6    (19) 

With these, the voltage and frequency deviations due to 
power mismatches are given by: 

> �  V’ – V �  4
5+6  - C
5+ � >+6    (20) 
>� � �3 D  � � 738

$5;6 - 738
$5;EF;6�<G=

$G;  - <G5=EFH6
$G5;EF;6    (21) 

Equations (20) and (21) show the variations in voltage and 
frequency due to power mismatch [2]. If the power mismatch is 
substantial, the variations in voltage and frequency can be 
identifiable. If the mismatch is too small (less than 15%) the 
islanding cannot be detected and hence the formation of the 
NDZ. Figure 4 shows the NDZ for different power mismatch 
percentages [8, 9]. When the reference value is 88% and 110% 
(as per Table I), under / over voltage and grid RMS Voltage I 
= 415V, then Vmax = 456V and Vmin = 365V. The schematic 
diagram of the grid-connected microgrid is shown in Figure 3. 
The inverter gate pulses take the feedback grid voltage and the 
set reference. The trigger pulses are given to the inverter 
accordingly and the output voltage is controlled. The PV is 
connected to the buck/boost converter to have control on DC 
reference voltage. The DC/DC converter is connected to the 
interfacing inverter. The inverter is connected to the PCC via a 
low pass filter LCL. The microgrid is connected to the grid via 
a circuit breaker, so that the microgrid can be islanded during 
faults. A local parallel RLC load is connected to the microgrid 
at the PCC and the microgrid feeds this local load from the DG, 
even in the absence of grid. 

 

 
Fig. 3.  Schematic diagram of the grid-connected micorgrid. 

NDZ is the operating region in which islanding detection 
methods cannot detect islanding as specified by IEEE-1547. It 
is expressed in terms of % power mismatch or in terms of 
parameters of the load like R, L, and C. The NDZ of OVP/UVP 
and OFP/UVP islanding schemes are shown in Figure 4 [10, 
11]. These techniques fail to detect islanding in mismatched 
power less than 15%. In a distribution network, voltage values, 
as per standards are between 0.88p.u. and 1.1p.u. for voltage 
relays. These voltage levels are equivalent to DV = 0.12p.u. 
and DV = 0.1p.u. respectively. The calculated power mismatch 
for our test network (the inverter rated output power is 2.5KW) 
are 0.3KW and 0.25KW respectively. 

 

 
Fig. 4.  Mapping of the NDZ in ∆P versus ∆Q for OVP-UFP relays. 

In grid mode, the load consumes the reactive power [12]. 
But in islanding mode, DGs cannot inject reactive power to the 
load, as DGs operate at unity power factor, because the load 
behaves like a resistance [13], since the load resonance 
frequency is equal to the system frequency at the PCC. Hence, 
to find more deviations in frequency, the load selected is 
parallel RLC with a high quality factor of 1.8 in islanding mode 
[14, 15]. The quality factor is given by: 

,J � KL
� � M
NO$ � 
CP

$    (22) 

where KL  � 2R�L � S
√$P. 

Equation (20) gives the energy stored in the RLC circuit. 
High quality factor loads have high capacitance and small 
inductance with or without a high parallel resistance [16, 17]. 
The islanding detection is complex with resonant frequency 
loads of higher quality factor [18, 19]. The percentage 
mismatch is not the criterion for load parameters [20, 21]. The 
load reactive power is given by: 

,$U�� � V�W9 X S
N$ D K� Y  �  Δ,    (23) 

Equation (21) depicts the variation in reactive power for 
different values of L and C. The % mismatch power for 
OVP/UVP and OFP/UFP relays is shown in Figure 3 and is 
given by the equations for active power imbalance: 

∆P = 3VGI–35 � ∆6 G [ � D3 G∆VG [    (24) 
∆Q = 3

]8
N^		$ 51 D K9��6=3 ]8

N^	$ `1 D
N8̂
Na8b    (25) 

where		Kc		and		Kd		 are system and resonance frequencies [22, 
23]. The system frequency varies until it reaches the resonant 
frequency of the load in islanding mode and is given by: 
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Kde		 S
√$P    (26) 

and the reactive power imbalance is given by: 

∆Q = 3
]8
N^		$ f1 D

Ĵ8
gJ^h∆i8jk    (27)	

where �c is the nominal frequency. 
The different islanding standards are shown in Table I. The 

frequency range as per IEEE-1547-2018 is between 49 and 
51Hz, the voltage is between 365 and 456V and the range of 
the parameter ∆V= V’ – V is not considered as the case of zero 
power mismatch is considered [24]. In this case, the voltage 
fluctuations will not cross the limits. But in other cases, when 
load active power PL > generated active power PG,(-15%) or  
PL < PG (+15%) the voltage suddenly goes down or up 
respectively. 

TABLE I.  ISLANDING STANDARDS 

Standard 
Detection 

time (s) 

Quality 

factor 

Trip frequency range, 

nominal frequency lm  

(Hz) 

Trip voltage 

range (V) 

IEC 62116 t < 2 1 �L D15n � n �L+1.5 0.88 n  n1.15 
Korean t < 0.5 1 59.3 n �L n 60.5 0.88 n  n 1.10 

IEEE-1547-
2018 

t < 2 1 58.8 n �L n	61.2 0.88 n  n 1.10 
IEEE-929-
2000 

t < 2 2.5 59.3 n �L n	60.5 0.88 n  n 1.10 
 

IV. THE PROPOSED METHOD OF ISLANDING DETECTION 

The proposed method can detect islanding at zero % power 
mismatch and the detection time is less than in ROCOF. In this 
method, at first the voltage phase angle is measured at the 
targeted DG and then the rate of change of voltage phase angle 
is calculated to detect the islanding phenomenon. In non-
islanding condition, the rate of change of the phase angle is 
negligible after certain time but in islanding this becomes 
substantial and the islanding is detected. ROCOVPA also 
avoids nuisance tripping, thus protecting the stability of the 
microgrid.  

 

 
Fig. 5.  Current controller block diagram. 

The ROCOVPA method is tested with the 2.5KW DG with 
a current control mode inverter connected to an RLC load with 
1.8 quality factor. Figure 5 shows the current control mode to 
control the active and the reactive power of the load. In the 
proposed method, the variation of voltage phase angle is 
monitored at the specified DG. If there is a change in the 
voltage phase angle, the rate with respect to time is calculated. 
During the islanding, the deviations of the rate of change of the 
phase angle exceed the threshold in order to detect the 
islanding condition. If the relay threshold is fixed, then the trip 
command to circuit breaker can be initiated. 

The algorithm of the proposed ROCOVPA method of 
islanding detection is shown in Figure 6. The voltage phase 
angle at the DG is measured first. After the measurement of the 
phase angle of the voltage, the rate of change of voltage phase 
angle is calculated. In a normal situation this value is smaller 
than 1deg/sec (fixed threshold value) but during islanding, the 
value suddenly crosses the threshold, depending upon the fault 
severity, by means of which the islanding is detected. During 
the non-islanding mode this value is in limit, hence nuisance 
tripping is avoided. 

 

 
Fig. 6.  Flow chart of the proposed ROCOVPA. 

V. DESIGN PARAMETERS OF THE INVERTER 

The proposed ROCOVPA method was tested on the 
network shown in Figure 1 with the parameters given in Table 
II. The DG capacity with interfaced inverter is 2.5KW. The 
interfaced inverter is connected to the main grid through a 
breaker via the PCC. A 3-phase parallel RLC load is connected 
at the PCC. The input DC Voltage to the inverter is 500V. The 
output line to line voltage of the inverter is 380V. The line 
resistance and inductance are 1.5mΩ and 2mH respectively. 
The nominal grid frequency is 50Hz. The inverter carrier 
frequency is taken as 1KHz. The load parameters with a quality 
factor of 1.8 are: 	
$ = 1.76mΩ, LL =3.2mH,	�$ = 3.2µF. The 
load resonant frequency is 50Hz. Current controller gains are 
op = 0.4 and o� = 500. 
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TABLE II.  SIMULATION INVERTER PARAMETERS  

Component Value and units 

DG power 2.5KW 
Switching frequency 10KHz 
DC input voltage 500 
Line voltage 440V 
Filter capacitance �J  2µF 
Filter inductance �J  5mH 
Damping resistance 
J  10hms 
Nominal frequency 50Hz 
Load resistance RL 1.76mΩ 
Load inductance LL 3.2 mH 
Load capacitance CL 3.2µF 
Load quality factor Q 1.8 
Load resonant frequency fr 50Hz 
Current controller proportional gain, qp 0.4 
Current controller integral gain,	q�  500 

 
VI. RESULTS, ANALYSIS, AND DISCUSSION 

The designed network was tested in Matlab/Simulink for 
the islanding case of unintentional unsymmetrical L-G fault 
and non-islanding cases of connection and disconnection of 
non-linear load. The Matlab Simulation results of ROCOVPA 
and ROCOF were compared. It was proved that ROCOVPA is 
better than ROCOF. The proposed method was tested and 
compared with ROCOF for the islanding case of unintentional 
unsymmetrical L-G fault at 0% power mismatch. In this section 
the simulations are discussed for both ROCOVPA and 
ROCOF. 

A. Islanding Case for Unsymmetrical Fault 

An L-G unsymmetrical fault was initiated on the system at 
the PCC at 0.4s at 0% power mismatch. +$  = +0  is the 
condition for 0% power mismatch and at that load, a single line 
to ground fault was initiated on the grid side at 0.4s. The 
simulation graph is shown in Figure 7. 

 

 
Fig. 7.  Islanding detection of ROCOVPA for a L-G fault on the system. 

The proposed ROCOVPA detected islanding in 10ms 
within a fixed threshold of 1deg/s and the relay exactly 
detected and sent command to trip the circuit breaker to bring 
the microgrid to islanding mode from the grid mode. The total 
time is the sum of relay time and breaker time. Any type of 
fault is to be cleared within 4 cycles (2 cycles, i.e.0.5s of relay 
operation plus 2 cycles, 0.5s). Hence the ROCOVPA can detect 
the fault condition within less than a cycle and island the 
microgrid in around 1s by tripping the circuit breaker, which is 

less than the 2s of the IEEE-1547 and UL-1741 standards. The 
same fault conditions were applied and tested with ROCOF in 
Matlab as shown in Figure 8 and the islanding was detected in 
30ms. If the threshold value is fixed at 0.02Hz/sec, the tripping 
of the circuit breaker can be actuated in around 1s which is 
below the 2s of the standards. The detection time of ROCOF is 
more than that of ROCOVPA. As the ROCOF is dependent on 
frequency, at lower % power mismatches, the threshold value 
cannot be fixed exactly. Hence, the detection time varies 
inversely with % power mismatch. To mitigate these issues, 
ROCOVPA was proposed and proved to be a better islanding 
detection method for unsymmetrical faults.  

 

 
Fig. 8.  Islanding detection of ROCOF for a L-G fault on the system. 

B. Non-Islanding Case for Non-Linear Load Connection and 

Disconnection at the PCC on the System 

System stability has been studied for different transient 
conditions during load connection and disconnection at the  
PCC with non-linear load for both ROCOVPA and ROCOF in 
Matlab/Simulink. Both methods proved their stability by 
avoiding nuisance tripping within the threshold values. The 
ROCOVPA threshold value is 1deg/s and that of ROCOF is 
0.02Hz/sec. 

 

 
Fig. 9.  Non-islanding case of ROCOVPA for non-linear load connection 
and disconnection. 

A non-linear load was connected at the PCC at 0.4s and 
was disconnected at 0.8s. The results of non-islanding 
scenerios of ROCOVPA and ROCOF are shown in Figures 9 
and 10. The readings of ROCOVPA and ROCOF show that the 
thresholds are much higher. Hence, the system is stable without 
any nuisance tripping of the circuit breaker. 
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Fig. 10.  Non-islanding case of ROCOF for non-linear load connection and 
disconnection. 

VII. CONCLUSIONS 

Islanding detection is a major challenge when considering 
microgrids. The most common unintentional faults on the 
system are supposed to the be unsymmetrical L-G faults, in 
which one phase snapping and making phase to ground is 
involved. The proposed ROCOVPA passive islanding detection 
method was tested for islanding detection at 0% power 
mismatch (0% NDZ) along with the widely used ROCOF and 
proved to be a better alternative having less detection time. The 
ROCOVPA method was also tested for its stability to avoid 
nuisance tripping during load connection and disconnection 
and found to be quite effective. It is also simple and faster in 
discriminating between islanding and non-islanding operations 
of the microgrid. The detection is more accurate as the phase 
angle does not depend on mismatched power like voltage and 
frequency relays. In the future, the proposed ROCOVPA 
method can be extended for the detection of symmetrical faults 
with hybrid DGs. 
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Abstract-Paraphrase identification is a crucial task in natural 
language understanding, especially in cross-language information 

retrieval. Nowadays, Multi-Task Deep Neural Network (MT-

DNN) has become a state-of-the-art method that brings 

outstanding results in paraphrase identification [1]. In this paper, 

our proposed method based on MT-DNN [2] to detect similarities 

between English and Vietnamese sentences, is proposed. We 
changed the shared layers of the original MT-DNN from original 

the BERT [3] to other pre-trained multi-language models such as 

M-BERT [3] or XLM-R [4] so that our model could work on 

cross-language (in our case, English and Vietnamese) information 

retrieval. We also added some tasks as improvements to gain 

better results. As a result, we gained 2.3% and 2.5% increase in 

evaluated accuracy and F1. The proposed method was also 
implemented on other language pairs such as English – German 

and English – French. With those implementations, we got a 

1.0%/0.7% improvement for English – German and a 0.7%/0.5% 
increase for English – French. 

Keywords-MT-DNN; BERT; XLM-R; English; Vietnamese; 

cross-language; paraphrase identification  

I. INTRODUCTION  

Paraphrase Identification (PI) is a task in Natural Language 
Processing (NLP) that concerns detecting a pair of text 
fragments that has the same meaning at different textual levels 
[1]. PI has a relation with the way we would quantify the 
number of mutual semantics between two text fragments. 
Measuring how two text fragments are semantically related is 
essential. The example in Table I was taken from the MRPC 
(Microsoft Research Paraphrase Corpus) dataset and was 
translated to Vietnamese. PI applications can be found in 
search engines, legal matters, or, especially, plagiarism check. 
A few solutions have been proposed for the mentioned problem 
such as the Fuzzy-based method and the BabelNet semantic 
network [5] or Siamese LSTM (Long-Short Term Memory) [6] 
but they are still limited. 

TABLE I.  AN EXAMPLE OF TWO ENGLISH PARAPHRASED 
SENTENCES AND THEIR TRANSLATION INTO VIETNAMESE 

Sentence 

A 

Singapore is already the United States' 12th-largest trading 
partner, with two-way trade totaling more than $ 34 billion. 

Singapore đã là đối tác thương mại lớn thứ 12 của Hoa Kỳ, với 
tổng kim ngạch thương mại hai chiều hơn 34 tỷ USD. 

Sentence 

B 

Although a small city-state, Singapore is the 12th-largest trading 
partner of the United States, with trade volume of $ 33.4 billion 

last year. 
Mặc dù là một thành phố nhỏ, Singapore là đối tác thương mại 
lớn thứ 12 của Hoa Kỳ, với kim ngạch thương mại đạt 33,4 tỷ 

USD vào năm ngoái. 
 

With the use of transfer learning by applying the pre-trained 
model in machine learning models, NLP tasks in general or the 
PI task in particular had significant improvements in their 
results. Among many pre-trained models, Bidirectional 
Encoder Representation Transformer (BERT) [3], used to be 
considered as a state-of-the-art model, with impressive results 
in many NLP tasks. In this paper, the MT-DNN model was 
applied which is a combination of pre-trained models like 
BERT [3], Multilingual BERT (M-BERT) [3], or Cross-
Language Model RoBERTa (XLM-R) [4] with Multi-Task 
Learning (MTL). The objective of this study is to improve the 
PI task between pairs of multilingual documents (namely 
English and Vietnamese) through applying transitional learning 
from a better pre-trained language model, with an MTL 
approach, including adding new improved tasks. 

II. LITERATURE REVIEW 

A. Pre-Trained Model and Transfer Learning 

Transfer learning is a method of using pre-trained models 
and then optimize them for our purposes. A pre-trained model 
is a model that has been previously trained with a large dataset 
or with advanced methods to reduce the effort of training from 
scratch [8]. The model can then be further trained to fit the 
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actual data set or used directly in a machine learning problem. 
Between the pre-trained models, BERT [3] which was a state-
of-the-art model in 2019, is still a solution worth considering. 
Specifically, BERT was constructed based on transformer (or 
attention's mechanism), which is a deep learning model having 
combined inputs and outputs where the model calculates their 
weights. BERT was trained on 2 main tasks: MLM (Masked 
Language Modeling) and NSP (Next Sentence Prediction). 
BERT has been applied in many applications [9, 10]. M-BERT 
is a single language model pre-trained from 104 languages 
(including English and Vietnamese). It showed abilities to not 
only generalize cross-lingual but also to transform scripts 
between many languages without having lexical overlap [3]. 
XLM-R was trained with MLM only, but with much more data 
and was based on Large-BERT. The solution used in XLM-R 
to deal with the burden of multilinguality was to increase 
model capacity by learning much more data than before. 
Authors in [4] showed that for the first time we can have a 
single large model for all languages without losing 
performance for any language. 

B. Paraphrase Identification Methods 

Before the rising of deep learning, the most common 
solutions were lexical, syntactic, semantic, or hybrid 
techniques. After that, some sophisticated approaches have 
been applied by supervised or unsupervised learning. 

 

 
Fig. 1.  The original architecture of the MT-DNN. 

By using supervised learning, many traditional techniques 
were applied [10-13] or more advanced, using pre-trained 
models, specifically BERT and its improved models such as 
M-BERT, XLM-R, etc. MTL is an approach that achieves the 
generalization of results by using the inductive transfer method 
[14]. With MTL, we assume that knowledge gained from 
previous tasks could help us achieve better results when 
learning a new task. The main benefits from MTL are: It helps 
us build a platform from the previous task in order to gain 

better results and it does not need a big dataset with labeled 
data (which is hard to get) as the Deep Neural Networks 
(DNNs) do [15]. Furthermore, this approach creates a universal 
presentation without getting bias in any particular tasks. It 
could be achieved by regularized effects thus minimize 
overfitting error [15]. In the original MT-DNN architecture, we 
have two main layers: Shared and Task-specific. The first layer 
type takes the input and encodes them using Lexicon Encoder 
and Transformer Encoder (through the Attention mechanism) 
to create embedding context vectors. These vectors are shared 
through all tasks. After that, the Task-specific layer (depended 
on the tasks we use) will take these embedding vectors and 
process them to get the final results (e.g. with the PI problem, 
MT-DNN's task-specific layers will use the formula 
������, ��	 
 	��

� . �  with �� , ��  being the input pair and 
��  the weight matrix) 

III. THE PROPOSED METHOD 

A. Schematic Overview 
The overview of the proposed method can be seen in Figure 

2. 

 

 
Fig. 2.  The proposed solution. 

B. Updating the Pretrained Model 

With the change of subject in our model from a single 
language to cross-language, we need to change the shared 
layers of the original MT-DNN in Figure 1 due to two main 
reasons: 

• The original BERT used in MT-DNN only can be used for 
English but for no other languages. 

• With many other multi-language pre-trained models, we 
can achieve not only better embedding but also have a 
positive effect on our results from the transfer learning 
method. We replaced BERT with M-BERT and XLM-R to 
be able to work on the English-Vietnamese language pair. 
M-BERT was not trained specifically for having shared 
presentations through languages.  
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Fig. 3.  The proposed model. 

C. Adding More Tasks 

1) CoLA-Vie (Corpus of Linguistic Acceptability in 
Vietnamese) 

The existing CoLA [16] dataset was added to our model. 
Translating the original dataset to Vietnamese and training our 
model on this dataset could create a mapping in grammaticality 
between Vietnamese and English. The CoLA dataset in the 
original language (English) helped the model to learn and get 
many unacceptable sentences for various reasons such as 
pragmatical anomalies, unavailable meanings, syntactic or 
semantic violations, etc. [16]. By translating the original CoLA 
dataset to Vietnamese, we want our model to be able to learn 
when to accept a sentence in Vietnamese with the same 
reasoning, which creates mappings in how we include and 
exclude sentences between Vietnamese and English. With our 
evaluation task, which is MRPC, if two sentences in 
Vietnamese and English are both acceptable, they will be more 
likely to be similar or paraphrased. 

2) SST-Vie (Stanford Sentiment Treebank in Vietnamese) 
Contrary to the original SST, this dataset instead of using 5 

classes (very negative, negative, neutral, positive, very 
positive), only uses 2 classes (positive and negative) which 
allows us to create easier and more accurate mapping. It does 
not only look for specific words such as love or hate (which 
can be wrong in cases of sarcasm or negative words being 
positive) but checks the whole sentence. With this, we can 
make use of pre-trained models presenting the context much 
better than only considering some words. The dataset was 
translated to Vietnamese because: 

• It can help the model learn the presentation of context and 
vocabulary in Vietnamese in order to improve accuracy 
when doing tasks that involved Vietnamese. 

• To create class mapping in order to make our model able to 
differentiate negative or positive in Vietnamese. Thus, if 
two sentences in Vietnamese and English are both in the 
same class, the chance they are paraphrased is higher. 

3) NER-Vie (Named Entity Recognition in Vietnamese) 
We used the datasets from CoNLL (English) [17] and 

VLSP (Vietnamese) [18] in order to recognize the named 
entities – which can help us extract information and get tags for 
words in a sentence - in both languages and create the mapping 
between them. When the classes between CoNLL and VLSP 
datasets were compared, it was found that they had the same 
labels. With that, we added this task to: 

• Help our model to learn how to recognize the named 
entities in both Vietnamese and English so it can extract 
information more efficiently (which is the original purpose 
of this task). 

• Create mappings of the named entities between two 
languages. If two sentences in cross-language have several 
same-named entities, they are more likely to be relevant 
than those that do not. 

4) PoS-Vie (Part-of-Speech Tagging in Vietnamese)  
With the same idea of NER, we tried to make our model 

recognize PoS tags. When checking the dataset of CoNLL and 
VLSP, we saw differences in quantity (49 to 35) and the 
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number of similar tags (approximately 80%). The reasons 
behind this utilization are: 

• Learning how to tag PoS for sentences in both Vietnamese 
and English could not only help our model to extract 
information but also to check the grammar in both 
languages. 

• If we have more identical part-of-speech tags in both 
sentences, the chance of being relevant will be higher. 
Because the number of similar tags is little, we want our 
model to be able to create mappings between different tags 
in both languages. 

5) WiC (Word in Corpus) [19]  

The dataset of this task included 3,832 samples with 4 
attributes. Originally, this task is a binary classification 
problem that wants to define whether some words are the 
hypernyms of another word or not. We only used the labels 
combined with the hypernyms and the original words and 
removed the definitions of that word. As well as extending our 
vocabulary in English, we assume that if our model can learn 
the connection and the hierarchy between words, so it will not 
only be able to detect the link between a word in English and 
Vietnamese but also to expand to its hypernyms in English as 
well. Consequently, when we compare two sentences in 

Vietnamese and English, not only words having the same 
meaning are checked but also any hypernyms, if they exist in 
English sentences, will influence the result. 

6) SemEval Task 8 – 2010 [20] 

This dataset includes 8,000 samples with 3 attributes. By 
adding this dataset, we tried to expand MNLI (Multi-Genre 
Natural Language Inference) and SNLI (Single Natural 
Language Inference). While MNLI only has some simple 
relationships (contradiction, neutral, and entailment), this task 
will specify the relationships with more details by increasing 
the number of relationships (19 classes in the dataset which 
includes 9 pairs of active or passive relationships and 1 class 
for others) and the positions of relationship’s subjects in the 
sentences. By using this task in the proposed model, we are 
able:  

• To use the benefit from NER and PoS tasks if they improve 
our result, especially the specified pair of subjects in 
sentences so we can specify the relationship between them. 

• To expand the benefits from MNLI and SNLI for a more 
specific classification of relationships. If two words belong 
to the same classification, they will be more likely to be 
paraphrased. 

TABLE II.  THE CONFIGURATION OF MT-DNN ARCHITECTURE OF BOTH XLM-R AND M-BERT 

 num_embeddings embedding_dim padding_idx 
 

Embeddings 

Word_embeddings 250002 768 1 
adding NormLayer: size(768,) and 

Dropout(p=0.1) 
Position_embeddings 514 768 1 

 
Token_type_embeddings 1 768 1 

 
 

in_features out_features bias 
 

Encoder: Include 

11 linear BERT 

layers 

BertSelfAttention 768 768 TRUE 
3 linear layers for query + key + value 

and dropout layers (p=0.1) 

BertSelfOutput 768 768 TRUE 
adding NormLayer: size(768,) and 

Dropout(p=0.1) 
BertIntermediate 768 3072 TRUE 

 
BertOutput 3072 768 TRUE 

adding NormLayer: size(768,) and 
Dropout(p=0.1) 

Pooler Dense layer 768 768 TRUE With activation function = Tanh 
Scoring list: 

Number of layers = 

number of tasks 

Linear 768 
number of 

classes of this 
task 

TRUE 
 

 

IV. IMPLEMENTATION 

A. Preparing the Dataset 

We started with the original GLUE (General Language 
Understanding Evaluation) dataset [21]. We used 9 out of 10 
tasks in our dataset (excluding the AX dataset for format 
reasons). These 9 datasets represent 4 tasks that will be learned 
in our model. To make it more appropriate with our problems, 
we translated the dataset as follows: 

• Single-Sentence Classification (CoLA and SST-2): We 
translated all to Vietnamese and used both versions 
(Vietnamese and English) to create Single-Vietnamese-
Sentence Classification (SVSC). 

• Pairwise Text Classification (MNLI, RTE, WNLI, QQP, 
and MRPC dataset) and Text Similarity (STS-B - Question-

Answering Natural Language Inference): We kept the 
question in English and translated the answer to 
Vietnamese. The AX (diagnostic in GLUE) dataset was 
excluded because we should create labels by using a model 
trained on MNLI. 

• Relevance Ranking (QLNI - Question-Answering Natural 
Language Inference): We kept the question in English and 
translated the answer to Vietnamese. 

Then, NER and POS from CoNLL for English and from 
VLSP for Vietnamese were added to make a mapping in 
entities from English to Vietnamese and backwards. 

In the end, we added the WiC-TSV and SemEval-Task8 
2010 datasets to enhance the connection of words and 
relationships in English. We also translated SemEval-Task 8 
2010 to Vietnamese for learning relationships in this language. 
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After translation, we used preprocessing scripts to encode our 
data with XLM-R (or M-BERT) to make input for our model. 

So, our model inputs and outputs were: 

• Inputs: A pair of sentences in English - Vietnamese  

• Output: Whether they are paraphrased or not 

Example: Inputs: There are 103 Democrats in the Assembly 
and 47 Republicans - Đảng Dân chủ chiếm ưu thế trong Quốc 
hội trong khi Đảng Cộng hòa kiểm soát Thượng viện. Output: 
Not paraphrased (True – in original methods they are marked 
as paraphrased)  

B. Training 
For each time of traning, we selected the task we wanted to 

add to our original model and the hyperparameters. After many 

epochs, we got the checkpoint model which had best results on 
our MPRC dataset 

C. Fine-Tuning 

In the fine-tuning stage, we striped the task-specific layers 
(included other tasks which are not MRPC) and trained our 
model (which has the best checkpoint from training) with the 
MRPC dataset again to achieve as best results as possible. The 
reason for our fine-tuning step is that it improves the result 
significantly with a little consumption of time and resources. 
As in the training step, we got the checkpoint model which had 
the best results on the MPRC dataset after many epochs. 

D. Configuration 

We used Google Colaboratory Pro configuration with: Intel 
Xeon R (2 cores) 2.20 Ghz CPU, NVIDIA V100-SXM2 (16GB 
VRAM HBM2) GPU, 12.72GB RAM, and 150GB Hard Disk. 

TABLE III.  RESULTS OF VIETNAMESE-ENGLISH PAIRS 

Task 
No finetuning With finetuning 

Accuracy F1 Score Accuracy F1 Score 

Original Architecture (XLM-R) – Standard result 82.8 87.6 84.3 88.5 
Original Architecture (XLM-R) + SVSC 80.1 86.2 85.7 89.6 
Original Architecture (XLM-R) + SVSC, NER (English), POS (English) 79.1 85.2 84.8 88.8 
Original Architecture (XLM-R) + SVSC, NER (English) 77.9 84.3 81.6 86.3 
Original Architecture (XLM-R) + SVSC, POS (English) 80.6 86.4 83.8 88.3 
Original Architecture (XLM-R) + SVSC, NER (English, Vietnamese), POS (English, Vietnamese) 80.6 86.3 85.5 89.6 
Original Architecture (XLM-R) + SVSC, POS (English, Vietnamese) 82.1 87.3 83.3 87.3 
Original Architecture (XLM-R) + SVSC, NER (English, Vietnamese) 79.4 85.4 85.2 89.2 
Original Architecture (XLM-R) + SVSC, WiC-TSV 83 88.1 87 91 

Original Architecture (XLM-R) + SVSC, WiC-TSV, NER (English, Vietnamese) 80.6 86.7 86 89.7 
 

When configuring the pre-trained models, we used M-
BERT and XLM-R with the following hyperparameter 
specifications:  

• Batch-size: 8 

• Learning rate: 5×10-5 

• Gradient accumulation step: 4 (for making training more 
stable and faster)  

• While they have a different number of parameters, both 
XLM-R and M-BERT have the same structure as presented 
in Table II. 

TABLE IV.  SPECIFICATIONS OF M-BERT AND XLM-R 

 

V. RESULT AND DISCUSSION 

The results from Table V indicate that XLM-R shows an 
outstanding performance when compared to M-BERT with a 
9% and 6% increase in Accuracy and F1 Score respectively 
before the finetuning stage. After the finetuning stage, that gap 
expanded to 11% and 7%. That result could be explained by 
the way M-BERT was trained, since it did not have shared 
presentations through languages specifically. 

TABLE V.  RESULT OF THE ORIGINAL MODEL WITH M-BERT AND 
XLM-R 

Dataset 
Pretrained 

model 

No finetuning With finetuning 

Accuracy F1 Score Accuracy F1 Score 

All Dataset 
in Glue 

M-BERT 73.2 81.4 73.7 81.3 

All Dataset 
in Glue 

XLM-R 82.8 87.6 84.3 88.5 

 
On the other hand, XLM-R was trained with Common 

Crawl [4] which helps in gaining data from languages with low 
resources. With the result of 84.3% in Accuracy and 88.5% in 
F1 score, we chose that result as our standard to compare when 
adding the improvement tasks. In Table III, when we look at 
the Accuracy and F1 score in adding CoLA-vie and SST-vie, 
the results were all decreased by approximately 1-4% 
(Accuracy) and 0.5-3% (F1 score). Only the model with the 
additional WiC task had a slightly higher result. After the 
finetuning stage, the results improved. The accuracy increased 
by 0.5-2.7% and the F1 score by 0.3-2.5% (with the highest 
result firmly belonging to the model which the WiC task). In 
the final model, we had 83% and 88.1% before finetuning 
(Accuracy and F1 score respectively). After the finetuning 
stage, those numbers increased to 87% and 91%. Besides this 
increase, adding NER-en and POS-en tasks made our model's 
performance decrease. 

While the change of the evaluation's result after the 
finetuning stage was proved in the paper, adding PoS-en and 
PoS-vie did not improve the result. When looking at the data 

Name Number of layers Detail name (in Huggingface) 

M-BERT 177865744 bert-base-multilingual-cased 
XLM-R 278060566 xlm-roberta-base 
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from CoNLL (English) and VLSP (Vietnamese), they have 
differences in the number of total and identical tags. Due to 
this, we must transfer those data to a universal PoS tag. 
Because of the differences in sentence structure, accurate 
mappings could not be created between the two languages and 
the context of learning was different, which incommodated our 
model. When we added NER-en and NER-vie, we also found 
that the result did not improved because the units in the 
vocabulary of English and Vietnamese have differences. In 
English, a word is a single unit while in Vietnamese, a word 
can be formed by many units (e.g in English we have 
"toothbrush" whereas in Vietnamese will be "bàn-chải"). 
Adding the WiC task made the difference in terms of Accuracy 
and F1 score. Because this task did not care about the way 
words are built like NER or POS but concerned more about the 
meaning of the sentence or the connection between words, 
which improved our model significantly. In Table VI, by 
applying the above improvements (SVSC + WiC-TSV) in 
German and French, we proved that adding this task not only 
worked for the original pair but also for other language pairs. 
More specifically, the result for English – German increased by 
1.0% in terms of Accuracy (from 86.2% to 87.2%) and 0.7% in 
F1 score (from 90.1% to 90.8%). In English – French, those 
numbers were 0.7% (from 85.5% to 86.2%) and 0.5% (from 
89.7% to 90.2%). 

TABLE VI.  RESULTS OF VIETNAMESE-ENGLISH PAIRS 

Language pair 
No finetuning With finetuning 

Accuracy F1 Score Accuracy F1 Score 

English - French 
83.5 88.4 85.5 89.7 
80.3 86.4 86.2 90.2 

English - German 
81.8 87 86.2 90.1 
82.1 87.3 87.2 90.8 

 
For further improvements, many pre-trained models with 

better results could be applied to the model. Another 
improvement is to standardize the dataset in the translation step 
so it could make the mappings more accurate. 

VI. CONCLUSION 

In this paper, the application of MT-DNN with transfer 
learning (by using a pre-trained model improved from BERT, 
M-BERT, and XLM-R), combined with modified MTL for the 
cross-language English - Vietnamese pair to achieve 
competitive performance in paraphrase identification task, was 
studied and presented. The result evaluation stage confirmed 
the suitability of the proposed model which includes XLM-R, 
SVSP, and TSV of WiC which helped obtaining better results, 
such as 87% and 91% in Accuracy and F1 Score. Besides the 
original language pair, our proposed method also had a good 
performance for English – German and English – French pairs 
with Accuracy and F1 Score of 86.2% and 90.2% and 87.2% 
and 90.8% respectively. Our model can be improved by 
changing the pre-trained models with a state-of-the-art model 
in the future. 
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Abstract-Automatic TV ad detection is a challenging task in 
computer vision. Manual ad detection is considered a tedious job. 

Detecting advertisements automatically saves time and human 

effort. In this paper, a method is proposed for detecting repeated 

video segments automatically, since generally, ads appear in TV 

transmissions frequently. At first, the user is allowed to browse 

the advertisements needed to be detected, and the video in which 
they are to be detected. The videos are then converted into a text 

file using the Base64 encodings. In the third step, the 

advertisements are detected using string comparison methods. In 

the end, a report, with the names of the advertisements is shown 

against the total time and the number of times these 

advertisements appeared in the stream. The implementation was 
carried out in python. 

Keywords-TV ads; ad detection; base64 

I. INTRODUCTION  

Advertisements displayed in TV broadcasts are a very 
important part of a transmission as most of the revenue of a 
broadcaster is generated by advertising. Fast and accurate 
advertisement discovery is an important issue in the computer 
vision field. The main challenge of ad detection is the lack of 
information about the TV transmission structure and the 
unpredictable appearance of advertisements in the 
transmissions. In this paper, a novel approach is developed for 
TV ad detection. An algorithm has been developed for TV 
commercial (ad) detection. The proposed algorithm breaks the 
videos into frames. The sub-regions of frames take part in the 
comparison. The pixel values of the middle region of the 
frames of the TV transmited video and the ad segment are 
compared. This approach results in TV ad detection with a 60% 
precision. Meanwhile, it suffers from the problem that the 
results rely heavily on the size of the video file. Another factor 
that significantly influences ad detection is the quality of the 
video. The proposed algorithm does not provide good results 
on grainy and poor-quality videos. The developed system based 

on the novel approach for TV ad detection can be used by the 
PEMRA (Pakistan Electronic Media Regulatory Authority) to 
identify particular ads and their statistics. The framework is 
also usable for advertisement’s agencies to compute and 
visualize the air time used for different ads. The experimental 
results confirm the importance of the proposed framework. 
This study may be helpful to (Figure 1):  

• TV ad detection and identification: Many companies in 
marketing research and advertisement are keen on 
identifying commercial segments from TV broadcasts to 
verify the number of times a particular ad has been aired.  

• TV advertiser concerns: A product owner has to keep a 
close eye on their competitors’ marketing tactics by 
knowing the number of advertisements being aired per day 
and the total amount spent for advertising the products of a 
particular vendor. 

• TV consumer woes: To give viewers an uninterrupted 
service is an expensive luxury nowadays as the 
bombardment of ads in every program is taking a toll on 
audience viewing. A viewer may find it easier to avoid any 
such occurrence in advance if the system is equipped with a 
consumer-friendly tool that reduces the ads' nuisance in the 
future. 

• Market analysts inspection: In relation to the revenue 
aspect, a media monitoring agency such as PEMRA may 
need to know the broadcasted time ratio for ad and non-ad 
transmission of a TV channel. The resulting information 
may help the agency answer questions such as how much 
revenue a TV channel is generating through advertisements 
and which advertiser is paying higher for advertisements. 

• Government regulatory body surveillance: Government 
agencies have to ensure that there should be no breaching in 
regulationg of enforced laws during channel transmission. 
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One such agency would find useful a video segment 
identification application. On the other hand, many media 
observatory and regulatory bodies, want to know the real 
revenue generated by the various media channels. 

 

 
Fig. 1.  The possible applications for TV commercials detection.  

Many approaches based on different features have been 
discussed [1, 2] for video detection and classification tasks. 
Authors in [3] investigated the problem of retrieving ads 
depending on their salient semantics. Semiotic is the 
knowledge of signs, associating signs with their meaning by 
communal conventions and particular cultural context. 
Identifying cuts, dissolve, and rhythm is used for video 
segmentation. Hough transform is used for calculating 
significant line slopes for describing shot content cluster 
analysis. Practical, playful, topic, and critical were recognized 
as semiotic categories of commercials. Evaluation was 
conducted on 150 ads from different Italian channels in 
compliance with the one conducted by human experts. The 
system showed best results on playful and worst results on 
practical ads. Authors in [4] explored the problem of real-time 
commercial detection using MPEG features in MPEG 
compressed videos. Black frame, unicolor frame, and change in 
aspect ratio were used for ad detection. It was shown that the 
least duration for any ad is one minute. Also, it was found that 
the strongest ad detecting parameter is the presence of black 
frames in commercial breaks. Authors in [5] proposed a new 
learning-based approach for ad detection. The approach uses 
several audio and visual features for classification based on 
Support Vector Machine (SVM). Average of edge change ratio, 
the variance of edge change ratio, average of frame difference, 
and variance of frame difference were used as visual features. 
NBC, ESPN2, and CNN TV channel transmissions of 10.75 
hours was recorded for the evaluation, including different 
genres, i.e. movies, sports, and news. Recall values of 88.21% 
and 91.77% were observed without and with post-processing 
respectively. The respective precision values were 89.39% and 
91.65%. Authors in [6] investigated the problem of 
identification and categorization of ads from TV transmission. 
Boundary detection was performed through a multi-modal 
approach. The ads were separated through black frame and 
silence features. Classification was conducted through text 

detection. In addition, the absence of a channel logo was also 
used for ad segmentation from the normal transmission. Hidden 
Markov model based on audiovisual features was used for 
training. The results showed a precision value of 90% and a 
recall value of 80%. 

Authors in [7] proposed a commercial detection that is 
depending on cookery/cooking programs. Audio-visual 
features were used for ommercial boundary detection, 
including zero crossing rate, short time energy, edge detection, 
and corner detection. Furthermore, the logo of the program 
name was matched with a commercial break. Authors in [8] 
proposed a signal-based approach that uses an automatic 
unsupervised method for the segmentation of TV transmission. 
Using the general likelihood ratio and the Bayesian information 
criterion ,this approach can be applied to audio signals, visual 
signals, or their combination. The evaluation was performed on 
recordings from French TV and the TRECVid dataset with 
recall values of 93% and 89% respectively. The respective 
precision was 93% and 91%. An approach based on Optical 
Character Recognition (OCR) and Automatic Speech 
Recognition (ASR) techniques for the classification of TV 
commercials was proposed in [9]. The output transcripts 
generated by these technologies normally produce a small 
number of keywords. These keywords are used to perform 
searching which results in semantically relevant information 
from the web. After that, retrieved information from the web 
was used to develop a feature vector based on text, and the 
commercial classification was performed based on text. The 
experimental results show that combining external resources 
improved the classification accuracy and helped avoiding 
speech recognition issues in TV commercial videos. A 
methodology based on subtitle detection to detect TV 
commercials in videos was presented in [10]. Many constraints 
were used to distinguish subtitles and other text that appeared 
in a frame. After detecting subtitles, a scheme was presented 
that decides whether a TV commercial exists or not, based on 
the appearance of subtitles. Then, the genetic algorithm was 
used to point out the mark-in and mark-out points. The reported 
precision and recall values were more than 90%. Authors in 
[11] evaluated an algorithm for the detection of text that 
normally cannot be detected easily in a video. This algorithm 
performs text detection in cases like a scene with high texture 
background. The reported results were 96% and 82% for 
precision and recall respectively. 

Authors in [12] introduced a framework for the automatic 
semantic annotation of unconstrained videos. The framework 
helps to minimize the semantic gap, i.e. the difference between 
the low-level visual information and the corresponding human 
perception. It was also proposed that integrating visual 
similarity matching with common sense semantic relationships 
is a highly effective approach to automated video annotation. 
Authors in [13] investigated the problem of automatic 
management of videos taking into account syntactic and 
semantic features for TV NEWS programs. Authors in [14] 
presented an innovative solution of a smart emotional system 
for impaired people. They aimed to accompany the cognitive 
information contained in a movie, with the affective content for 
emotion recognition. The author in [15] described the TV 
stream as a collection of programs (P) and breaks 
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(advertisements) (B) [15]. A TV stream is a collection of 
program segments and break segments where C.1, C.2, and C.3 
represent the different type of program segments having an aim 
of information or entertainment (Figure 2 in [15]). Each 
category of program segments is separated by breaks 
represented through C. 

II. METHODOLOGY  

In this research work, Base64  Encoding and Decoding 
technique has been used to detect TV advertisements. The 
following section defines the technique first and the steps 
carried out to perform the advertisement detection. 

A. Base64 Encoding and Decoding 

It is an encoding style that uses 64 numbers of characters to 
represent the binary data. Initially, data were sent over the 
network, i.e. via email through only a set of text characters but 
after the advancement in multimedia technology, it was 
expected to send other data types, i.e. images (binary data), 
attachments, and executables as well. Thus the need emerged 
for some encoding techniques for binary data to transport over 
the network. The encoding of binary data is needed to avoid the 
problem caused by the existence of null characters in binary 
data. The encoding Table of Base64 is shown in Figure 2. 

 

 
Fig. 2.  Base64 encoding and decoding values. 

B. The Followed Approach for TV Advertisement Detection. 

The first technique that we tried was to compare and count 
the times the frames of an ad appear in the main broadcast 
video. Drawbacks such as high storage utilization, due to the 
splitting of videos into frames and more time, occurrred. The 
second technique that we tried to use was to detect the 
advertisements during a live broadcast. The main problem that 
occurred was more time utilization although less storage was 
needed. The third technique was to encode all the pixels of all 
the frames, of all the videos, and then perform the comparison. 
This required more storage utilization as the size of the 
produced file was large, and more time in performing the 
comparison. The final approach chosen for this project was to 
encode only selected pixels belonging to sub-regions of the 
frames of the videos and then perform the comparison in order 
to reduce the computation cost. The time and the storage 
capacity required in this approach were comparatively lesser 
than the approaches mentioned above. The proposed 
methodology is shown in Figure 3. In Figure 3, the "Main File" 
is the video file that contains both advertisements and other 
program segments whereas the "Ad File" denotes the separate 
categories of advertisements that may exist in the input video 

file. Both advertisement files and the Main File are converted 
into encoded text files using the Base64 encoding. The 
resulting text files are compared line by line to find the match 
of any advertisement file in the Main File. Each line of the text 
file corresponds to a set of pixel positions in a frame. These 
pixel positions are picked from the middle region of the frame 
only. 

 

 
Fig. 3.  The proposed approach for TV advertisement detection. 

The obtained results were further presented in both textual 
and graphical forms. When the user selects the advertisements 
to be detected and the video they are to be detected in, instead 
of encoding each pixel of every frame, only selected pixels are 
encoded and saved into a text file and the file size remains 
small even for long videos. When the user hits the detect 
button, each pixel in each advertisement file is compared to 
each pixel in the Main video File until a match is found. When 
each pixel in the advertisement file is found in the main video 
file in sequence, the count of the comparison for that specific 
advertisement increases. Once the comparison is done for all 
selected ads, a table consisting of the ads against the time 
(seconds) they have appeared in the main video is shown to the 
user, with a graphical donut chart representation of the obtained 
results. Details are given in the result section of this paper. The 
steps of the algorithm are: 

Step 01: Break the input videos (Main video and ad videos) 
into frames. 

Step 02: Select the set of pixel values from each frame 
belonging to the sub-region of the selected frames. 

Step 03: Convert the set of pixel values into base64 type. 
Step 04: Compare all pixel values of an advertisement 

frame with the frame of the Main video 
If the pixel points match then 
Take the frame as an Ad frame and move to the next frame 
Repeat the process until the Ad frame matches with the 

frames of the Main Video 
Return the Total Number of Frames matched 
Else 
Select the next frame in the sequence 
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C. End-User System 

A system has been developed for the end-user to evaluate 
the performance of the devised algorithm. The developed 
system is mainly comprised of four steps. 

Step 01: In this step, the end-user is provided with the Ad 
Detection screen. The Select Main File button allows the user 
to select the video file which contains advertisements and non-
advertisement content. The Select Ad Files button allows the 
user to either select a single advertisement segment or set of 
advertisement videos to be searched in the Main File (Figure 
4). 

Step 02: In this step, after providing the Main File and the 
Ad file, the end-user is provided with the Upload button. The 
button converts the videos into frames and then converts these 
frames into Base64 encoded strings (Figure 5).  

Step 03: In this step each file is converted into a Base64 
encoded text string (Figure 6). 

Step 04: The screen in Figure 7 appears when the binary 
images are successfully converted into text files using the 
Base64 encoding. The end-user is provided with the Detect 
button to start the advertisement detection process with the 
developed algorithm. The system will produce two different 
forms of detection results, one in text form and another in 
graphical form.  

 

 
Fig. 4.  Main screen of the system. 

 
Fig. 5.  Selecting the main video file and the advertisement file. 

 
Fig. 6.  Converting the main video file and the advertisement file into text 

files. 

 
Fig. 7.  After the successful conversion, the Detect button appears. 

D. Dataset 

The Video dataset was recorded from National TV channel 
transmissions, including ARY Digital 1, and Hum TV. The test 
data composed of three segments of transmission that were 
recorded from ARY Digital and Hum TV. The two segments 
from ARY had 2.5 hours length and the HUM TV segment had 
a length of 1 hour 40 minutes. All three segments were 
recorded from a local cable provider and were sampled at 25 
frames per second. 

III. RESULTS AND DISCUSSION 

The detection results were obtained in two ways: single ad 
and multiple ad detection as shown in Figures 8-11. Figure 8 
shows the text file output of the results and Figure 9 the 
produced graphical representation. They shows the detection of 
a KFC advertisement which lasts for 10 seconds in a given 152 
second video file. 

 

 
Fig. 8.  Single ad detection text results. 

 
Fig. 9.  Single ad detection graphical results. 

Figure 10 shows the text file output of the results of 
multiple ad detection and Figure 12 their graphical 
representation. They show the number of detected 
advertisements. Moreover, the name of each detected 
advertisement is given in the adjacent column along with their 
duration in seconds in another adjacent column. To the best of 
our knowledge, this is the first time the Base64 encoding 
technique is used for TV advertisements detection. The 
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technique results in TV advertisement detection with 60% 
precision. On the other hand, it suffers from the problem that 
the results rely heavily on the size of the video file. One more 
factor that influences advertisement detection is video quality. 
The proposed algorithm does not provide good ad detection 
results on grainy and poor-quality videos. 

 

 
Fig. 10.  Multiple ad detection text results. 

 
Fig. 11.  Multiple ad detection graphical results. 

IV. CONCLUSION 

Many attempts have been made to find suitable features for 
TV commercial detection. It had been observed that some 
features that have been used by other researchers, such as 
silence, blank frame, and absence of TV channel logo during 
advertisement breaks have no use in Pakistani TV 
transmissions. It had been noticed that silence may appear not 
only at the beginning and the end of an advertisement but also 
at several intervals during the shot transitions in an 
advertisement. The blank frame that exists in TV transmission 
in Australia and European countries has been used by some 
researchers to detect the advertisement breaks, but Pakistani 
TV transmission does not contain such information due to the 
lack of media industry legislation in Pakistan. Another 
technique that is widely used in American TV channels is to 
detect the TV advertisement by finding the absence of the TV 
channel logo during the advertisements. Also, this is not true in 
Pakistani TV channel transmission, since the channel logo 
remains during the advertisement. In this paper, TV 
advertisement detection with Base64 encoding of the video 
segments was used. This saves computations as the ad 
detection is performed on text rather than on each pixel of an 
image. It also saves memory as only a very small set of pixels 
is used each time. The results can be improved by further 
reducing the sub-regions of images while converting them into 
text files. This can save memory and further reduce the 

computation cost but it also causes the loss of important 
information needed for ad detection. 
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Abstract-An electroporator is an instrument used for delivering 

electrical pulses to a tumor. In this work, an electroporator 

consisting of three main system blocks, namely High Voltage 

(HV) source, nanosecond (ns) switching, and pulse generation, 

was designed, developed, and evaluated to generate high voltage 

ns pulses to treat tumors. The high-voltage source block was used 
to convert the 9.6V DC from the battery to a variable HV output 

and store this charge for later use. The ns switching block 

contained a MOSFET-based low-side switch which applies short 

ns pulses to the load. The pulse generation block generates short 

ns pulses and supplies the adequate current to turn on the 

MOSFET at a quicker rate aiding the application of these pulses 
to the load. This process was simulated using PSpice software and 
the results are presented. 

Keywords-electroporator; electrochemotherapy; boost converter 

microcontroller; 

I. INTRODUCTION  

Cancer is the second most lethal disease, as it is responsible 
for almost the 13% of all human deaths. The extra economic 
burden related to cancer complicates the administration of 
presently adopted remedy strategies [1]. Reversible 
electroporation is the process where a short electric field on a 
cell retains the membrane's ability to recover at a quicker rate, 
while the cell remains viable. On the other hand, irreversible 
electroporation is the process where longer and high-intensity 
pulses are applied breaking down the cell membrane 
irreversibly [2]. Reversible electroporation can be further 
improved or optimized [3]. It is also feasible to electroporate 
using very brief and very strong electric pulses [4]. In this 
study, a new electroporator to produce nanosecond (ns) high 
voltage pulses for treating abnormalities of skin cells is 
designed, developed, and evaluated. The electroporator 
instrument consists of a pulse generator and an electrode for 
delivering the pulse to the tumor's location. The pulse generator 

produces an electric pulse of predetermined magnitude, width, 
and frequency. The basic principles used in almost all pulse 
generators are the capacitor charging and discharging 
mechanisms. Three system blocks make up the miniature high 
voltage ns pulse: The High-Voltage (HV) source block 
converts the battery's 9.6V DC into a variable high voltage 
output, and this charge is stored to use when creating the pulse. 
The ns switching block is a low-side switch with a MOSFET 
that sends brief ns pulses to the load. The pulse generation 
block generates the ns pulses and provides sufficient current to 
turn the MOSFET on quickly enough to deliver them to the 
load. 

II. MATERIALS AND METHODS 

The following materials were used: 

• Pulse generator: A logic-based PIC controller was used for 
creating the ns pulses using a program written in mikroC, 
converted into hex code, and loaded to the microcontroller. 

• Programmable Integrated Circuit (PIC) Controller: The PIC 
controller featured program memory, SRAM, EEPROM, 
analog comparators, and Pulse With Modulation (PWM). 
All these characteristics make it appropriate for more 
advanced analog to digital applications. Using a PIC as a 
master controller to generate the PWM and interface with 
the LCD and the keypad reduced the required components 
and made the electroporator more compact. 

• HV source block: 0-12V DC was converted to 0-1000V DC 
using the HV module. The 230V AC supply was connected 
to an adjustable voltage regulator, which fed the HV 
module. A potentiometer was used to set the regulator 
voltage around 9VDC and obtain a 1000V output. Two 
diodes were utilized to safeguard the HV module's output 
from transient spikes and damage. As the HV module was 
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rated at 10W, a 150k resistor was used to limit the current 
to 6.6mA and not exceed the module's rated output power. 
When the module was pulsed, it charged a 1uF capacitor 
which gave energy to the load. 

• Ns switch block: The source of the MOSFET was 
connected to the ground, and the drain was connected to the 
load's negative side. A fast switching diode was placed 
across it to reduce ringing on the load. A 150Ω resistor was 
connected in parallel with the load to aid in measurements 
using an oscilloscope. 

• LCD: An LCD 4×16 display was used (Figure 1). 

 

 
Fig. 1.  4×16 LCD. 

• Keypad: The keypad interfaced with the PIC for obtaining 
input from the user. A 4×4 keypad was used, having the 0-9 
digits and four keys for other operations. The keypad was 
used to select the parameters and protocols according to the 
program in the PIC microcontroller. 

III. PROPOSED ELECTROPORATOR DESIGN 

In this work, a programmable electroporator using the 
PIC16F877A microcontroller was designed and developed [5]. 
Figure 2 shows the schematic arrangement of the 
programmable electroporator. The designed electroporator 
consists of a microcontroller, a power circuit as an 
electroporator, and an LCD. The electric supply is given to the 
electroporator through a boost converter. A logic-based PIC 
controller is used for programming the pulses using embedded 
C. The program was written in MikroC Integrated 
Development Environment (IDE), converted into hex code, and 
loaded to the microcontroller. The pulses were generated at the 
output PORTB pin. The microcontroller can store up to 16 
programs for different applications, and the user can select 
which fits its needs. Figure 3 shows the boost converter's 
control diagram used for generating the high voltage supply for 
electroporation. The AC input is converted to a high voltage 
AC supply using the HV transformer and rectifier [6-8]. There 
are many ways to achieve a 1000V potential. One could be to 
transform 120VAC and then rectify it to 1000V. This was not 
chosen because of the large size and weight of the needed 
transformer and rectifier. This study's motive was to keep the 
pulser small and portable using a high voltage DC-DC 
converter module (0-12VDC to 0-1500VDC). The battery 
voltage was applied to the variable voltage regulator and the 
high voltage module. A potentiometer was used to adjust the 
regulator voltage up to 8VDC to obtain an output voltage of 
around 1000V. Figure 4 shows the booster voltage display and 
Table I presents a comparison between an existing and the 
designed electroporator. 

 
Fig. 2.  Schematic diagram of the programmable electroporator. 

 
Fig. 3.  Boost converter control diagram. 

 
Fig. 4.  Boosted voltage displayed in voltmeter. 

TABLE I.  COMPARISON BETWEEN EXISTING AND DEVELOPED 

MODELS OF ELECTROPORATOR DESIGN 

Existing model ECM 830 [9] Developed model 

Has more components for pulse 

generation. 
Uses a PIC controller 

Uses an RC network and flip flops 

before sending the pulses to the IC 

driver 

Uses an isolator between the 

pulse and the driver 

Costs about 800,000INR Costs about 50,000INR 

Cannot use display and input device 

without having a separate processor 

which further increases its cost. 

Already uses a controller so 

LCD and keypad can be easily 

attached. 

Must be changed manually. 

Logically controlled so multiple 

programs can be executed in a 

single device. 

 

A. Switch Block Description 

Pulses having a duration as low as 20ns were required in 
the design specifications; therefore an extremely fast RF 
MOSFET was used, as shown in Figure 5. A 5ns rise time 
1200V MOSFET was chosen as a switch. A high current driver 
was used to switch the MOSFET. The 1960pF capacitance of 
the MOSFET was charged through an initial high current draw 
using this driver. The 4ns rise time MOSFET driver was used 
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to make the driver act very fast. The battery was used to charge 
the MOSFET driver with no specific regulations. The 
Complementary Metal-Oxide-Semiconductor (CMOS) and the 
Transistor-Transistor Logic (TTL) were the inputs of the 
MOSFET driver, which were connected to the pulse generation 
circuit output. 

 

 
Fig. 5.  ns switch design. 

Two CMOS digital Integrated Circuits (ICs) were used to 
construct a ns pulse generator circuit. Those two ICs were re-
triggerable monostable multivibrator and D flip flop. The 
pulses were produced by the re-triggerable monostable 
multivibrator, determined by the value of one external 
capacitor and resistor. The multivibrator was a dual IC, so 
using one multivibrator two pulses can be generated, and the 
pulses can be shifted by increasing the external resistor of the 
multivibrator. A variable resistance was connected in series 
with the external resistor for allowing pulse duration 
adjustments. These pulses were then used to clock and preset 
the D flip flop. Separating the pulses by 20ns allows the D flip 
flop to be clocked high and then preset low 20ns later. The re-
triggerable monostable multivibrator needs a clock signal to 
repeat the pulses. A 555 timer was used to create a CMOS 
clock of 1.5kHz. The 555 timer was also built with 
potentiometers to allow adjustment of frequency and duty 
cycle. All three ICs were powered using a simple 5VDC 
regulator. 

 

 
Fig. 6.  Interfacing PIC with LCD. 

B. Interfacing PIC with LCD 

The PIC was interfaced with the LCD, as shown in Figure 
6, for displaying the output after the pulse. Simple code was 

used for the interface, as the interfacing of an LCD and a 

keypad to a PIC is simple. The number of delivered pulses was 
displayed in the LCD through software. 

C. Hardware Circuit Testing and Modeling of Electroporator 

All hardware components (pulse generator, PIC controller, 
HV source block, ns switch block, LCD, and keypad) were 
connected and tested in the laboratory, as shown in Figure 7, 
and the results were evaluated. 

 

 
Fig. 7.  Testing and modeling of the electroporator. 

D. Steps for the Electroporator Using Various Applications 

• Display the parameters to control the output of the 
electroporator. 

• Choose a parameter, give an in-range value, and press OK. 

• Pulses are applied through the electrodes. 

• The number of pulses applied will be displayed. 

• Similarly, repeat for all the parameters and press OK. 

IV. RESULTS AND DISCUSSION 

A. Output Waveforms  

The results depicted in Figures 8-12 show the effect of 
electric pulses of 50mV magnitude, in both positive and 
negative, in cancer cell HEP using the patch-clamp technique 
and obtained a single ion channel output which proves the 
electroporation effect. This technique provides knowledge on 
the permeability and the changes that occur while electric 
pulses are delivered to the cell membrane [10]. The 
electroporator consists of electrodes delivering high voltage 
pulses to the affected site, and other electronic components 
such as power converters to convert the low voltage to high 
[11, 12]. 
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Fig. 8.  Transient Voltage graph of the HV block. 

 
Fig. 9.  The obtained output without the capacitor to reduce noise. 

 
Fig. 10.  The output of BTX ECM 830. 

 
Fig. 11.  Single pulse output of RAPKVISS. 

 
Fig. 12.  The output of RAPKVISS for skin cancer. 

V. CONCLUSION  

Electrochemotherapy is an effective technique that uses 
high voltage electrical pulses to build up the drug transport 
across the plasma cell membranes. Moreover, it controls the 
drug proliferation rate by cancer cell apoptosis, as their 
morphological properties are identical to that of a human stem 
cell. In this paper, an electroporator was designed and 
developed to enhance the drug delivery in 
electrochemotherapy, using a PIC microcontroller and a high 
voltage boost converter. The proposed electroporator had an 
LCD to display the parameters of the pulses delivered to the 
cancer cells. The effect of electric pulses was analyzed and a 
single ion channel output that proves the electroporation effect 
was obtained. The main advantages of the proposed 
electroporator are its low cost and its controllability, as 
multiple programs can be executed in a single electroporator. 
Thus, the proposed electroporator was proved to be more 
advantageous over existing models and had additional features, 
like displaying the applied pulses with their parameters and a 
4×4 keypad for data input to control its output. Furthermore, it 
produced a more squarely output than any other electroporator 
existing to date. Thus, the proposed design can be a cost-
effective and efficient pulse generator for electroporation in 
many applications such as gene transplantation, 
immunotherapy, and food processing for protection against 
microbes. 
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Abstract-A permanent magnet Brushless DC (BLDC) motor has 

been designed with different rotor configurations based on the 

arrangement of the permanent magnets. Rotor configurations 
strongly affect the torque and efficiency performance of 

permanent magnet electric motors. In this paper, different rotor 

configurations of the permanent magnet BLDC motor with 

parallel the Halbach array permanent magnet were compared 

and evaluated. Many applications of electric drives or air-crafts 

have recently preferred the surface-mounted permanent magnet 

design due to its ease of construction and maintenance. The finite 
element technique has been used for the analysis and comparison 

of different geometry parameters and rotor magnet 

configurations to improve efficiency and torque performance. A 

comprehensive design of a three-phase permanent magnet BLDC 

35kW motor is presented and simulations were conducted to 

evaluate its design. The skewing rotor and Halbach magnet array 

are applied to the permanent surface-mounted magnet on the 

BLDC motor for eliminating torque ripples. In order to observe 

the skewing rotor effect, the rotor lamination layers were skewed 

with different angles and Halbach sinusoidal arrays. The 

determined skewing angle, the eliminated theoretically cogging 

torque, and the back electromotive force harmonics were also 
analyzed. 

Keywords-BLDC; permanent magnet; finite element method; Ansys 

Maxwell; SPEED; magnetic flux density  

I. INTRODUCTION 

Permanent magnet (PM) Brushless DC (BLDC) motors are 
widely used due to features such as compactness, low weight, 
high efficiency, and easy assembly [1, 2]. The reliability of 
BLDC motor is high since it is easy to mount the PM and has a 
robust structure. Different rotor configurations are available for 
the PM BLDC motor, e.g. the surface mounted PM design with 
the interior/exterior rotor, the interior PM design with buried 
magnets due to specific strengths and weaknesses [3-5]. 
Among these, there are the radial-flux motors, the surface 
mounted types with different magnet arrangement that have 
been used for electrical drives. This paper introduces a novel 
design of the BLDC35kW-Z36P12 rotor with high efficiency 
and low torque ripple. The electromagnetic performance of the 
PM BLDC with 36 stator slots and 12 rotor poles is discussed 
in this paper. 

II. ELECTROMAGNETIC TORQUE ANALYSIS 

The aim is to lower the cost with high overload efficiency 
and reliability. High efficiency and torque density for electric 
vehicle applications are the first priorities of this design 
program. The calculation process of the proposed BLDC motor 
conducted with the SPEED software is presented in Figure 1. 
The geometry specifications of the motor used for the analysis 
are given in Table I. 

 

 
Fig. 1.  Design calculation process. 

TABLE I.  GEOMETRY SPECIFICATIONS OF THE PM BLDC MOTOR 

No Parameters Unit 

1 Outer diameter 218 mm 

2 Rotor diameter 142 mm 

3 Slot length 112 mm 

4 Normal torque 200 Nm 

5 Maximum torque 350 Nm 

6 Speed 3600 rpm 
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The geometry dimensions of the PM BLDC motor are 
saved in a database in matrix form. When the export command 
is generated, the drawing process will be executed. The 
program is developed with the MATLAB DXF library shown 
in Figure 2. For the drawing circle line, rotating object of stator 
slots, 2D modeling is implemented to get geometrical formulas 
of the circle lines. The algorithm needs to satisfy two 
requirements: the shape of these lines must be similar to the 
desired curves and the least possible points must be used. 
Using the minimum number of lines will help the system 
because it will not have to store a lot of data, which will slow 
down speed and present difficulties at exporting the drawings. 
On the other hand, rotation and mirroring are difficult tasks in 
programming. The strategy is to use a loop function to redraw 
several times and trigonometric function with angle steps was 
applied returning good results. 

 

 
Fig. 2.  MATLAB DXF drawing. 

The system will export separate drawings of the motor, the 
rotor, and the stator. These drawings can be used in several 
simulation programs and in the design and manufacturing 
progress. The detail parameters are shown in Table II. 

TABLE II.  DESIGN PARAMETERS OF PM BLDC MOTOR 

Parameters Values Unit 

Stator bore 142 mm 

Tooth width 7 mm 

Slot depth 29 mm 

Tooth tip depth 1 
 

Slot opening 3 
 

Tooth tip angle 30 degrees 

Pole number 12 
 

Magnet thickness 4 mm 

Housing dia 228 mm 

Stator lam dia 218 mm 

Stator bore 142 mm 

Airgap 1 mm 

 

Programs can support the material weight and volume 
calculation because the power and torque density are also 
important factors in each motor design. From the geometry 
parameters, the material weights of two PM BLDC motors 
were obtained and are shown in Table III. The two PM BLDC 
motors with the parallel magnet and the Halbach magnet array 
are presented in Figure 3. The magnet thickness of the 
conventional design is 4 mm and the electric angle is 150

0
 

while the Halbach magnet array has a thickness of 3.5 mm and 

175 electric embraces. The total weight of a novel design of the 
Halbach magnet is lower with the same magnet weight. 

TABLE III.  WEIGHT DETAILS OF THE PM BLDC MOTORS 

Parameters Material Parallel Halbach 

Stator lam (back iron) M350-50A 3.947 3.947 

S tator lam (yooth) M350-50A 4.967 4.317 

Stator lamination [total] 
 

8.913 8.263 

Armature winding [active] Copper (Pure) 3.23 3.621 

Armature EWdg [front] Copper (Pure) 1.273 0.4767 

Armature EWdg [rear] Copper (Pure) 1.273 0.4767 

Armature winding [total] 
 

5.777 4.575 

Rotor lam (back iron) M350-50A 8.811 8.811 

Rot inter lam (back iron) 
 

4.02E-05 4.02E-05 

Rotor lamination [total] 
 

8.812 8.812 

Magnet N30UH 0.9613 0.9613 

Total 
 

25.42 23.57 

 

  
Fig. 3.  BLDC motor p=12, Z=36 parrallel magnet (left) and Halbach 

magnet (right). 

Electro Magnetic Force (EMF) and torque, calculated by a 
MATLAB analytical coupling program with the Finite Element 
Method (FEM) are expressed as [11, 12]: 

�� � �� �
���	
�

�
    (1) 

� �
��

�
�������    (2) 

�� � √�

�
������������    (3) 

where Tph is the turn per phase term, Te is the electromagnetic 
torque and Ea is the back EMF. 

The electromagnetic performances based on this design are 
shown in Table IV. The most important parameter is the 
efficiency of 93.792%. The efficiency of Halbach magnet and 
skewed rotor with 5 slices is optimized by the control current 
of 250A with 200VDC. 

TABLE IV.  ELECTROMAGNETIC PERFORMANCE COMPARISON 

Parameters Parallel Magnet Halbach Magnet Unit 

Average torque 226.42 243.41 Nm 

Torque ripple 24.635 13.081 Nm 

Torque ripple [%] 10.815 5.3608 % 

Cogging torque ripple 20.709 4.4287 Nm 

Input power 38555 96326 W 

Output power 35389 90347 W 

Total losses 3165.9 5979.7 W 

System efficiency 91.789 93.792 % 

Shaft torque 225.3 239.65 Nm 
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In order to evaluate the maximum torque of the motor, a 
maximum current is applied to determine when the permanent 
magnetic is irrecoverable. The maximum torque is 350 Nm at 
the speed of 1500 rpm with a current of 500 A. Efficiency is 
calculated based on copper and iron losses. Those losses 
depend on the stator and rotor teeth dimensions. An efficiency 
map of the Halbach magnet array with rotor skewed slices is 
shown in Figure 4.  

 

(a) 

 

(b) 

 

Fig. 4.  Efficiency map of (a) Power and (b) Torque. 

The torque and speed operation areas have been plotted 
with different efficiency values. The maximum torque acquired 
is 350 Nm at the speed of 1000 rpm with low efficiency of 
79%. A 2D BLDC motor model is solved and simulated by 
FEM [13-15]. After meshing the geometry model including the 
magnetic, the silicon steel, and the insolation materials, the flux 
density distribution of rotor and stator, is shown in Figure 5. 

 

 
Fig. 5.  Flux density results. 

The flux density of the air gaps is investigated in one pole. 
Many steps of rotor position, currents, torque, and flux density 
were recorded and saved in Matlab files to plot those 
characteristics. The leakage flux lines are enclosed to air gap 
areas, which also helps to increase the flux density and reduce 
the rotor yoke iron loss. 

III. TORQUE RIPPLE ANALYSIS OF ROTOR SKEWED SLICES 

Skewing slices of rotor are frequently used in PM BLDC 
motors for eliminating the cogging torque. For the optimum 
skew angle of those slices, the cogging torque can be 
eliminated theoretically. The skewed slots for the rotor slices 
are illustrated in Figure 6.  

 

 
 

Fig. 6.  Rotor skewing slices. 

The torque ripple results are shown in Figure 7. The 
cogging torque can be calculated by the stored energy in the air 
gap. The variation of the co-energy given the cogging torque is 
expressed as [6-8]: 

�� �
��

��
    (4) 

where Tc is the cogging torque, ∂θ is the displacement with 
mechanical degree, and ∂W is the stored co-energy in the air 
gap. 

 

 
Fig. 7.  Torque ripple analysis. 

The cogging torque is periodic along the air gap. By using 
this periodicity feature, the Fourier series of the cogging torque 
can be obtained [6, 7]: 

� ���!"# � ∑ % �
&
'() . �' . sin	!�/�"� 0 "'#    (5) 

where Ksk is the skew factor that is 1 for non-skewed motor 
laminations, Cp is the least common multiple of the number of 
poles and number of stator slots, Ti is the absolute value of the 
harmonic i, θm is the mechanical angle between the stator and 
the rotor axis while the motor is rotating, and	"' represents the 
phase angle. The skew factor Ksk is defined by: 

% � �
1'2!

3456	�
7	

#

'8�9	�/;	
    (6) 

where αsk is the skew angle and Ns is the number of the slide. 
The average values of load torques are nearly the same values 
for even one slot pitch skewed motor result in terms of average 
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load torque that are coherent with the non-skewed motor 
model. The relative torque ripples can be defined as: 

�<'��=� �
!>?@AB>?3C#

>@DE
    (7) 

If the skew angle is increased, the torque ripple is reduced 
along with the average torque, so for optimal torque 
performance the ratio of magnetic pole/stator slots needs to be 
increased. 

IV. CONCLUSION 

In this paper, a comprehensive design of the PM BLDC 
motor for electric vehicles has been presented. The design was 
computed by the analytical method, it was optimized by the 
SPEED software and the electromagnetic characteristics were 
evaluated by FEM. In particular, the parallel and Halbach PM 
array rotor with skewed slides have been compared in terms of 
efficiency, torque, and cogging torque. The torque ripple is 
minimum with a skew angle of 8 degrees. The best skewing 
angle is determined by a stator slot angle of 10 degrees. For the 
electrical drive, the PM surface mounted motor is easy to 
arrange Halbach and skewing structures. 
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Abstract- Portland cement is considered the most involved 

product in environmental pollution. It is responsible for 

about 10% of global CO2 emissions [1]. Limestone dust is a 

by-product of limestone plants and it is produced in 

thousands of tons annually as waste material. To fulfill 

sustainability requirements, concrete production is 
recommended to reduce Portland cement usage with the 

use of alternative or waste materials. The production of 

sustainable high strength concrete by using nanomaterials 

is one of the aims of this study. Limestone dust in 12, 16, 

and 20% by weight of cement replaced cement in this 

study. The study was divided into two parts: the first was 

devoted to the investigation of the best percentage of 

replacement of waste lime. The second part of the study 

evaluated the performance of concrete when adding 

nanomaterials. Three percentages of cement replacement 

0.5%, 1%, and 1.5% with nano-Al2O3 were used. The most 

efficient content of hydrated lime used in this study which 

achieves sustainability and maintains the quality of 

concrete was (16%). On the other hand, it was found that 

the best percentage of nano-Al2O3 as a partial replacement 

of cement is 1.5%. 

Keywords-green concrete; limestone dust; nano Al2O3 

I. INTRODUCTION  

Concrete is a widely used construction material, with an 
annual production that exceeds 10 billion tons [2]. Durability, 
fire resistance, water impermeability, cost efficiency, energy 
efficiency, and the ability to produce on-site are some of its 
advantages. However, cement manufacturing, which is the 
primary binder in concrete, necessitates a significant quantity 
of natural resources and energy. Approximately 1.5 tons of raw 
ingredients are required to produce one ton of cement [3]. The 
need to reduce CO2 emissions makes the search for alternative 
binders necessary. The necessity for more economical and 
environmentally friendly cement materials expanded the 
interest in other materials which can be used as substitutes to 
partially replace Ordinary Portland Cement (OPC) [4-6]. The 
cost of natural resources is increasing constantly, leading to the 
search for alternatives, such as recycled materials, rice husk 

ash, sawdust ash, tile powder, wood waste ash, silica fume, fly 
ash, coal bottom ash, limestone dust, Porcelinite, etc. [7-12]. 
Also, OPC is related to several diseases [13-17]. Limestone is 
the most prevalent type of calcium carbonate, often used in 
cement production. Calcium carbonate (CaCO3), magnesium 
carbonate (MgCO3), silica (SiO2), alumina (Al2O3), iron oxide 
(Fe2O3), and sulphate (SO3), are the principal components of 
limestone, with CaCO3 and MgCO3 being its major components 
[18]. Cements are primarily created by calcining a mixture of 
about 75% limestone and 25% clay to produce a calcium 
silicate clinker, which is then crushed and combined with a tiny 
amount of gypsum [19]. Nanomaterials are important due to 
properties such as the high surface to volume ratio. As the 
surface area per mass of a material increases, a larger amount 
of the material can come to contact with neighboring particles, 
therefore nanomaterials have high reactivity [20]. The inclusion 
of ultrafine nanomaterial particles fills the holes in the concrete 
microstructure. The nanopowder increases the surface area of 
the pozzolanic reaction, resulting in a more cementitious 
product [21, 22]. In the present research, the effects of nano-
oxide (alumina) and limestone dust on concrete microstructure 
and mechanical properties are investigated. 

II. MATERIAL CHARACTERIZATION 

OPC produced by the Tassloja Cement Factory, confirming 
to Iraqi Specification No.5/2019 was used in this research [23]. 
Natural fine sand zone 2 (Table I ), which is within the limits of 
the Iraqi Specification No. 45/1984 [24], was used as fine 
aggregates. Coarse aggregates with size of 5-14mm were used 
to prepare concrete samples. The physical and chemical 
properties of fine and coarse aggregates are shown in Tables II 
and III respectively. All concrete samples were produced with 
the same water to cement ratio (w/c) of 0.3. The concrete 
ingredients were mixed using 1:1.4:1.8 mixing ratio for 
cement, fine aggregates, and coarse aggregates respectively 
according to the British method for concrete mix design. 
Limestone dust was obtained from a limestone quarry in 
Karbala. It was finely ground in the form of dust, most of it 
passing the No.100 sieve. The chemical composition of the 
dust is given in Table IV. It was used to partially replace 
cement in concrete. Three different percentages (12%, 16%, 
and 20%) by weight were used to replace cement. 
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TABLE I.  NATURAL FINE SAND GRADING 

Sieve size 

(mm) 

Accumulative 

passing (%) 

Accumulative passing (%) according to the 

limits of I.Q.S No.45/1984 

10 100 100 

4.75 100 90-100 

2.36 88.7 75-100 

1.18 66.9 55-90 

0.6 51.8 35-59 

0.3 18.8 8-30 

0.15 3.4 0-10 

TABLE II.  PHYSICAL AND CHEMICAL PROPERTIES OF FINE 

AGGREGATES 

Properties of sand Test results of sand Limits of IQS No. 45/1984 

Fineness modulus 2.76 - 

Specific gravity 2.63 - 

Absorption 0.8% - 

SO3 0.23% ≤ 0.5% 

Dry rodded density 1604kg/m³ - 

TABLE III.  PHYSICAL AND CHEMICAL PROPERTIES OF COARSE 

AGGREGATES 

Properties of gravel  Test results of gravel 
Limits of IQS No. 

45/1984 

Specific gravity 2.652 - 

Absorption 0.7% - 

SO3 0.05% ≤ 0.1% 

Dry rodded density 1640kg/m³ - 

TABLE IV.  CHEMICAL ANALYSIS OF LIMESTONE DUST 

Chemical composition Constituent % 

Silicon dioxide (SiO2) 5.15 

Calcium oxide (CAO) 52.1 

Aluminium oxide (Al2O3) 0.66 

Ferric oxide (Fe2O3) 0.08 

Magnesium oxide (MgO) 0.51 

Sulphur oxide (SO3) 0.0 

Loss on ignition 41.49 

 

 

Fig. 1.  Nano Al2O3 used in the research. 

The nanomaterial Al2O3 shown in Figure 1 was used as the 
partial replacement of cement. It was purchased from 
Skyspring Nanomaterials Ltd and its physical analysis is shown 

in Table V. Three different percentages of 0.5, 1, and 1.5wt% 
of cement were used. 

TABLE V.  PHYSICAL PROPERTIES OF NANO Al2O3 

Property Specifications 

Appearance Milky white 

Crystal structure and type Alpha 

Purity % 99 

Form Powder 

Density 3.5-3.9g/cm
3
 

 

III. EXPERIMENTAL PROGRAM 

The experimental part consisted of 7 concrete mixes as 
shown in Table VI (the concrete ingredients were mixed using 
1:1.4:1.8 mixing ratio for cement, fine aggregates, and coarse 
aggregates respectively, according to the British method for 
concrete mix design). 

TABLE VI.  MIX DESIGN DETAILS FOR CONCRETE MIXES 

Mix 

symbol 
w/b 

HRWRA 

(lt/100kg 

cement) 

Cement 

(kg/m
3
) 

Limestone 

dust 

(kg/m3) 

Nano 

Al2O3 (%) 

MR 

0.3 2.5 

500 0 0 

ML1 440 60 0 

ML2 420 80 0 

ML3 400 100 0 

MN1 417.9 80 0.5 

MN2 415.8 80 1 

MN3 413.7 80 1.5 
 

IV. SPECIMEN PREPARATION  

Specimens in the shape of cube, prism, and cylinder were 
prepared to test compressive strength, flexural strength, and 
splitting tensile strength respectively. The steel molds were 
cleaned and their internal surfaces were lubricated with oil to 
prevent adhesion with concrete after hardening. The molds 
were filled with concrete in layers, and each layer was 
compacted by a vibrating table according to ASTM C- 
192/C192M [25], which is sufficient to remove any entrapped 
air. After compaction, the specimens were leveled by hand 
troweling, then left for 24 hours. The specimens were then 
removed from the molds, and were cured in water until the 
time of test. All specimens were cured in laboratory 
environment conditions according to ACI 308R-01 [26]. 

V. RESULTS 

The tests performed on hardened concrete were the slump 
test, the compressive strength test, the flexural strength test, the 
splitting tensile strength test, and the SEM test. 

A. Workability (Slump Test) 

The workability of concrete mixes was measured directly 

after mixing, according to ASTM C143 [27]. The results are 

shown in Table VII. 

B. Compressive Strength Test 

The compressive strength of the concrete mixes was 
determined according to British Standard BS 12390-3:2019 
[28] on 100×100×100mm cubes. The cubes were tested as 
shown in Figure 2 at the age of 7, 28, and 90 days. The average 
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result of three tested cubes was taken for each mix. The 
compressive strength for each cube was calculated as shown in 
(1): 

Fcu = P/A    (1) 

where Fcu is the compressive strength (MPa), A the face area of 
the cube (mm

2
), and P the compressive load at failure (N). The 

results are shown in Table VIII. 

TABLE VII.  SLUMP TEST RESULTS 

Mix symbol Slump (mm) 

MR 102 

ML1 116 

ML2 122 

ML3 125 

MN1 117 

MN2 111 

MN3 107 

 

 

Fig. 2.  Compressive strength test. 

C. Flexural Strength Test 

Flexural strength was determined according to ASTM C 
293-07 [29] by the center point method. The prism specimens 
with dimensions of 100×100×400mm were simply supported 
with 300mm span and were tested at the age of 7 and 28 days. 
The average of three prisms was taken for each mix. Modulus 
of rupture was calculated with:  

Fr. = 3PL/2bd²   (2) 

where Fr. is the flexural strength (MPa), P the maximum 
applied load indicated by the test machine (N), L the average 
length of the specimen (mm), b the average width of the 
specimen (mm), and d the average depth of the specimen 
(mm). The results are shown in Table VIII. 

D. Splitting Tensile Strength Test  

Concrete cylindrical specimens with dimensions of 
150×300mm were used in this test to determine the splitting 
tensile strength according to ASTM C 496-04 [30] using a 
compressive machine. In this test method, a diametric 

compressive force is applied along the side of a concrete 
cylindrical specimen until tensile failure occurs. The steel plate 
of the compressive machine is used to distribute uniformly the 
load applied along the length of the cylinder. The cylinders 
were tested at the age of 7 and 28 days, and the average of 
three cylinders was taken as the final result. Splitting tensile 
strength was calculated by: 

τ = 2P / π LD    (3) 

where τ the splitting tensile strength (MPa), P the maximum. 
applied load (N), L the length of the specimen (mm), and D its 
diameter (mm). The results are shown in Table VIII. 

 

 
Fig. 3.  Compressive strength for all concrete mixes at the age of 28 days. 

 
Fig. 4.  Flexural strength for ML2 and MN3 mixes at 7 and 28 days. 

 
Fig. 5.  Splitting tensile strength for ML2 and MN3 at 7 and 28 days. 

E. Dry Density 

The specimens were tested according to the Iraqi Guide 274 
[31]. The average result of three samples was calculated at 7, 
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28, and 90 days for each mix after picking the cubes out of the 
curing water and drying their surfaces with a cloth. Density (ρ) 
is the mass of a unit volume of hardened concrete expressed in 
kg/m

3
. The density was calculated from the specimen mass 

with volume of 100×100×100 mm obtained after air dry by: 

ρ = M / V     (4) 

where ρ is the density(kg/m³), M the mass of specimen at the 
time of test (kg), and V the volume of the specimen calculated 
from its dimensions (m3). The results are shown in Table IX. 

TABLE VIII.  SUMMARY OF COMPRESSIVE, FLEXURAL, AND TENSILE 

STRENGTH TEST RESULTS 

Mix 

symbol 

Compressive strength 

(MPa) 

Flexural 

strength (MPa) 

Splitting tensile 

strength (MPa) 

7 days 28 days 90 days 7 days 28 days 7 days 28 days 

MR 43.8 56.6 68.5 - - - - 

ML1 40.6 53.3 66.0 - - - - 

ML2 39.1 51.3 63.6 6.2 8.6 3.5 5.4 

ML3 34.2 44.7 60.1 - - - - 

MN1 40.4 51.8 64.9 - - - - 

MN2 44.0 53.2 65.8 - - - - 

MN3 46.1 55.5 69.0 8.3 11.8 4.9 6.1 

TABLE IX.  DRY DENSITY RESULTS 

Mix 

symbol 

Dry density(kg/m
3
) 

7 days 28 days 90 days 

MR 2511 2525 2536 

ML1 2452 2476 2484 

ML2 2449 2472 2481 

ML3 2437 2459 2470 

MN1 2523 2534 2541 

MN2 2540 2548 2557 

MN3 2556 2569 2580 
 

F. Scanning Electron Microscopy (SEM) 

SEM was used to observe the products of nanomaterials. 
Figures 6 and 7 show the SEM results of a sample from the 
MLN concrete mix. For this observation, samples were taken 
from the cracked surface of the specimens of the concrete 
mixes. In Figures 6, 7 the samples prepared with nano Al2O3 
show more density at C-S-H gel. 

G. Result Summary 

When adding limestone dust to the green concrete 
production, there was an improvement in workability and a 
slight decrease in the mechanical properties of concrete, but 
after adding nanomaterials, the properties begun to increase 
again, so green concrete containing waste material with high 
properties can be produced. The importance of this research 
lies in the possibility of replacing a good percentage of cement 
with waste material while maintaining the same properties. The 
results of this study are similar with the findings in [21, 32]. 

VI. CONCLUSIONS 

Based on the results obtained from the experimental 
investigation, the following conclusions can be drawn: 

• Within certain ranges of strength and workability criteria, 
finely ground limestone dust can be recommended as a 
partial alternative for cement to produce green concrete. 

• The dry density of concrete with limestone dust is always 
lower than that of normal concrete made with OPC only. 
When adding nano Al2O3, the dry density increases with the 
increase in nano Al2O3. 

• From all the tested mixes, 16% dust by weight was found to 
be most satisfactory as it exhibits optimum compressive, 
tensile, and flexural strength, and a remarkable increase in 
workability. 

 

 
Fig. 6.  SEM image of concrete hydrated for 28 days with 1.5% nano-

alumina. 

 
Fig. 7.  SEM image of concrete hydrated for 28 days with 1.5% nano-

alumina with different scale. 

• The compressive strength result of samples with nano 
alumina showed that the combination of nano-particles and 
micro-particles of limestone dust increased the compressive 
strength of concrete samples compared with the 
compressive strength of concrete with only limestone dust. 
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This observation indicates that nano alumina has a good 
filler effect and further distribution of the particles in the 
remaining voids lead to a more homogeneous concrete 
matrix which increases the compressive strength of the 
produced concrete. 

• Homogeneity was found to be increased with nano particle 
addition. This was due to the smaller size of the particles 
leading to an improvement in the surface characteristics of 
concrete by smoothening the grain and closing the pores 
thus increasing concrete strength. 

• The addition of nano-alumina with limestone dust to the 
concrete mixture improved concrete properties and allows 
the production of high strength green concrete. 
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Abstract-The current work tries to valorize the bottom ash from 

Municipal Solid Waste Incineration (MSWI). The bottom ash 

from waste incineration consists of atypical granular materials. 

They are industrial by-products resulting from the incineration 

of domestic waste and the way of the considered valorization is 

road gravel. In this paper, we present the state parameters of 

bottom ash taken from a recycling company in the North of 
France. These features can help us evaluate our bottom ash 

according to the technical guide of realization of embankments 
and subgrades. 

Keywords-bottom ash; compaction characteristics; valorization; 

incineration; road gravel 

I. INTRODUCTION  

Municipal solid waste management technologies include 
landfilling, recycling/recovery, and incineration. In many 
countries such as France, Sweden, Denmark, and Taiwan, 
Municipal Solid Waste Incineration (MSWI) for energy 
recovery represents the most common waste management 
technology [1]. The incineration reduces the mass and volume 
of the solid waste dramatically, thus the requirement for 
landfilling is decreased [2-7]. However, there is still a 
considerable amount of solid incineration residue, generated 
after the combustion, typically bottom ash, fly ash, boiler ash, 
etc. of which bottom ash accounts for about 80% [8]. In the 
past, MSWI bottom ash was mostly treated by sanitary 
landfilling. Possibilities other than landfilling have been sought 
since MSWI started, and reutilization of incinerator bottom ash 
has already been considered many years ago. In civil 
engineering, the road field consumes a significant quantity of 
aggregates [9]. However, the aggregate reserves are not always 
exploitable for various reasons: they are often inaccessible, 
they must be integrated into an urban area, in classified or 
protected sites, and they have too expensive exploitation and 
risks of environmental impact. In this context, the valorization 
of the bottom ash in road field is an interesting alternative. 

Bottom ash is mainly used in civil engineering for constructing 
embankments, road layers, and parking areas [9, 10]. In France, 
about 3 million tons of bottom ash are produced annually [11]. 
The use of bottom ash began during the late '50s. The 
expansion of its use throughout the country occurred in the late 
'80s-'90s [12]. This article presents the state parameters by 
particle size distribution, moisture content, absolute density, 
Proctor compaction and bearing capacity index tests. These 
tests results are evaluated according to the technical guide of 
realization of embankments and subgrades. 

II. THE MATERIAL 

The MSWI bottom ash used in this study originated from 
the platform of recycling of the PréFerNord Company located 
in Fretin, France. PréFerNord recovers "slag" resulting from 
the combustion of 5 incineration plants. To calibrate the 
materials, pre-treatment of this bottom ash like sifting, removal 
of ferrous, and non-ferrous elements, was carried out on site. 
After, the bottom ash was left to mature for 3 months (Figure 
1). The particle sizes range from 0 to 20mm and approache the 
size range of natural aggregates which are usually used in the 
road field. 

 

 
Fig. 1.  Bottom ash. 
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III. THE EXPERIMENTAL METHOD 

The particle size distribution was obtained by sieving at 
80µm of diameter three samples that were taken after 
quartering and washing. Moisture content, absolute density and 
compaction characteristics are the state parameters of bottom 
ash. The moisture content is equal to the ratio of the mass of 
water contained in the sample and the dry mass of the sample 
and is expressed in %. The samples were dried in an oven for 3 
days at a temperature of 105oC. The moisture content 
corresponds to the natural moisture content of the collected 
bottom ash. The absolute density of bottom ash was determined 
by using a helium pycnometer of AccuPyc 1330 type. This test 
is to measure the volume of solid grains from the change of 
helium pressure by applying the perfect gas law: PV = nRT. By 
knowing the mass of the sample, the absolute density is 
determined by the ratio between the mass of the solid grain and 
volume. The measurement was carried out on ground and dried 
bottom ash. 

The compaction is the densification of the soil by applying 
pressure to it. It contributes in particular to translate or 
eliminate compaction risk, increase the resistance of soil and 
slope stability, improve the bearing capacity of road, limit 
unwanted volume changes, for example, by the action of frost, 
swelling, or shrinkage [13]. The compaction capacity of the 
material is assessed through the Normal Proctor and the 
Modified Proctor tests. Both trials are identical in principle, 
apart from the difference of the parameters defining the applied 
compaction energy. The principle of the test is to compact the 
material at varying moisture content and process energy. For 
every moisture content, wet and dry masses were determined 
and compaction characteristics (dry density and optimum 
moisture content) were determined. The Bearing Capacity 
Index is the quantity used to assess the capacity of a material to 
bear directly on its surface the movement of construction 
equipment. In conjunction with Modified Proctor testing, 
punching action on compacted specimens was performed to 
estimate the Bearing Capacity Index. 

IV. RESULTS 

A. Particle Size Distribution 

The results of the particle size distribution presented in 
Figure 2 show that the bottom ash is characterized by a spread 
out size distribution (coefficient of uniformity Cu = 35.5) along 
with the too many coarse elements which generate much 
vacuum (coefficient of curvature Cc = 2,3). The Cu and Cc are 

defined by:  
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where Dx is the diameter of particles for x% of cumulative 
passing. 

Table I represents the useful parameters for the 
classification of the acquired bottom ash. The tested bottom ash 
is a granular material with continued grain size distribution and 

low proportions of non-plastic fine (< 63µm,) and coarse (> 
20mm) fractions. Therefore, this may be easily compacted to 
obtain a higher resistance. Bottom ash could be considered a 
well-graded material. The obtained remarks are similar to those 
obtained by [14, 15]. 

 

 
Fig. 2.  Particle size distribution by sieving. 

TABLE I.  PARTICLE SIZE NECESSARY FOR CLASSIFICATION 
Dmax 20mm 

Passing to 80µm 6.3% 
Passing to 2mm 33.2% 

 

B. Moisture Content 

Table II represents the moisture content of the studied 
bottom ash. The main cause of this high moisture content is the 
influence of rain before samples were taken from storage. 

TABLE II.  MOISTURE CONTENT VALUES 

  Wet mass (g) Dry mass (g) Moisture content (%) 

Sample 1 643 542 18.6 
Sample 2 697 602 15.8 
Sample 3 810 675 20 
Average     18.1 

 

C. Absolute Density 

The obtained value of the absolute density of the studied 
bottom ash is about 2.70t/m3 (Table III). This value is similar 
to that of quartz-based sand. The obtained density lies in the 
range of values measured by [16, 17]. This value classifies 
bottom ash as an aggregate that is lighter than natural ones like 
sand and gravel. The density is an added benefit that may 
reduce settlement in use, due to the lower normal stresses 
caused by the self-weight [18]. 

TABLE III.  ABSOLUTE DENSITY  

 
Sample 1 Sample 2 Sample 3 Average 

Absolute density 

(g/cm3) 
2.70 2.70 2.69 2.70 

 

D. Proctor Compaction 

Figures 3 and 4 show the Normal and Modified Proctor 
compaction curves. Table IV shows the obtained characteristics 
with Optimal Normal Proctor (OPN) and Optimal Modified 
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Proctor (OPM). The obtained values of compaction 
characteristics of bottom ash fall within the variability of the 
field defined by information note of SETRA on the use of 
bottom ash in road construction. Based on Proctor test results, 
bottom ash may be considered as a highly compactable 
material, which is desirable for preventing future settlements 
and for increased strength and stability of the layer. 

 

 
Fig. 3.  Normal Proctor compaction curve. 

 
Fig. 4.  Modified Proctor compaction curve. 

TABLE IV.  COMPACTION CHARACTERISTICS 

  OPN OPM 

Optimal moisture content (%) 15.0 12.5 
Optimal dry density (g/cm3) 1.78 1.87 

 

E. Bearing Capacity Index 

 
Fig. 5.  Bearing Capacity Index curve. 

Figure 5 shows the variation of the Bearing Capacity Index 
with moisture content. According to the recommendations of 
the French standard (NF P 98 115) [19], to ensure the normal 

circulation of the machines on a construction site, the desirable 
values of the Bearing Capacity Index are at least 45 for the base 
layers and 35 for the foundation layers. This standard also 
defines the minimum values that must not be less than 35 for 
the base layers and 25 for the foundation layers. With Bearing 
Capacity Index of 102 (Figure 5), bottom ash can be considered 
stable. 

V. CONCLUSIONS 

The state parameters of the studied bottom ash were 
analyzed and presented in this paper. From the analysis, the 
following conclusions can be drawn: 

• The bottom ash is characterized by spread out size 
distribution. Bottom ash can be considered a well-graded 
material. 

• The main cause of its high moisture content is the influence 
of rain. 

• Bottom ash is lighter than natural ashes like sand and 
gravel. The density is an added benefit that may reduce 
settlement in use, due to the lower normal stresses caused 
by the self-weight. 

• The obtained values of compaction characteristics of 
bottom ash fall within the variability of the field defined by 
information note of SETRA on the use of bottom ash in 
road construction. Based on Proctor test results, bottom ash 
may be considered as a highly compactable material, which 
is desirable in order to prevent future settlements and to 
increase the strength and the stability of the layer. 

• With Bearing Capacity Index of 102, bottom ash can be 
considered stable. 
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Abstract-The rapid increase of the electrical power demand gave 

rise to many challenging situations for power system control 
engineers as the transmission lines are operating at their 

maximum capacity in most developing economies. To solve this, 

Distributed Generation (DG), i.e. the generation of electrical 

power in a distribution network that provides clean energy, is 

gaining popularity. There are several challenges the protection of 

distribution networks faces after DG installation, such as 

variations in short circuit levels, protection blinding, reverse 

power flow, protection coordination, change in fault impedance, 

recloser-fuse coordination, selectivity, unsynchronized reclosing, 

false tripping, etc. In this paper, an IEEE 13-Bus System Radial 

Distribution System is simulated using Electrical Transient 

Analyzer Program (ETAP), various scenarios of DG placement 

are considered, their impact on the protection system is analyzed, 

and different techniques are proposed to minimize the effect on 
protection coordination. The use of directional relays, current 

limiting reactors, and small magnitude DGs is tested and 

analyzed. The way this effect varies by changing the location of 
DG is also analyzed. 

Keywords-distributed generation; protection coordination; 

relays; radial distribution network  

I. INTRODUCTION  

In traditional power generation, large central generators at a 
remote end control the flow of power in transmission and 
distribution networks. Duting the '90s, a revolution caused by 
the connection of power generators in the distribution network 
as Distributed Energy Resources (DERs) or Distributed 

Generators (DGs). DGs can be connected to voltages from 
230V to 150kV. Small power generators are coupled at smaller 
voltage networks. Larger generators of capacity ranging around 
100MW are connected to high voltage buses. With the 
insertion of DGs, the electricity supply by central generators 
reduces. DGs need additional facilities for the power system to 
function with fewer central generators being utilized [1]. There 
are several types of DGs, e.g. solar, wind, fuel cell, small 
hydro, and rotating machines [2].  

The addition of Distributed Generation in a distribution 
network effects the power system protection coordination in 
several ways, e.g. fault currents and short circuit currents from 
the DG increase, but there are changes in power quality, 
increase of reliability, and changes in losses and the voltage 
profile. The contribution of short circuit current depends on the 
DG location and the location of the fault. The fault current 
supplied by the substation is decreased and relays are not able 
or take longer time to detect the fault, which reduces relay 
sensitivity. Fault currents caused by rotating machine DGs are 
higher but those by inverter-based DGs are lower. To maintain 
power quality, Line Drop Compensators (LDCs) or 
Programmed Timer Distribution Transformers (PTDTs) are 
used to control voltage of distribution lines. Step Voltage 
Regulators (SVRs) are used to compensate the line voltage for 
dense power flow. These voltage regulators work properly if 
the feeder load is balanced. However, if many DGs are located 
on a particular line, the power flow gap widens between the 
feeder lines due to back power flow and results in voltage 
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fluctuations. The reliability of system increases due to the 
addition of DG sources as they locally inject power into the 
system. However, DGs' power flows in reverse direction and 
affects usual power flow, which can cause under- or over- 
voltage problems in the network. On the other hand, reduction 
in losses is one of the major positive impacts. The location of 
Distributed Generation units is a major issue that needs 
consideration in order to result in performance enhancement of 
the system with fewer losses. In general, the placement of DGs 
in the network is like placing capacitors, the only difference is 
that DGs provide both active and reactive power unlike 
capacitors that provide reactive power only [3]. 

In this work, the impact of the addition of DGs to a 
distribution network is analyzed mainly with regard to 
protection coordination of relays and the sizing and placement 
of DGs in IEEE 13-bus system is suggested with regard to the 
demand that there is minimum impact on protection 
coordination. 

II. LITERATURE REVIEW 

Authors in [4] proposed an expert system, tested it on a 
22kV distribution network, and proposed multiple coordination 
settings to prevent the ill effects of DG placement. The system 
operates on Microsoft Windows, the interface modules and 
knowledge base are in Microsoft Access via Open Data Base 
Connectivity (ODBC). The expert system is used for the 
modification of protection settings. The method of "Adaptive 
Inverse Time Over Current Protection" was proposed in [5]. 
The authors suggested the calculation of newer values of Plug 
Setting Multiplier (PSM) by taking information from over 
current, fault current, voltage drop, and zero sequence fault 
current in the network. However, their results are not valid in 
changing network conditions. Authors in [6] simulated the 
Tunisian distribution network using directional relays and 
changing coordination settings on ETAP. Directional over 
current relays were used for correct tripping and to ensure time 
grading between primary and backup relay and the settings of 
over current relays were revised. To avoid the miss 
coordination problem of relays after the DG insertion, a 
directional feature was employed in relays. Relays and recloser 
settings were updated. The 11kV distribution feeder of El-
Gharbia was simulated on ETAP in [7]. The directional 
protection scheme with relays of microprocessor type offered 
in [8] was used and the islanded mode with Distributed 
Generation was discussed. For achieving least-disturbance 
optimal protection settings and failure timings, the Time 
Coordination Method was introduced. With the new DGs, a 
new relay setting is generated and proposed every time on the 
ring system for achieving zero interruption frequency and 
supply failure rate [9]. Voltage sag coordination technique is 
based on disconnecting the DG when the voltage falls in the 
system to 0.5pu in less than 6 cycles. This technique is limited 
to small DGs [10, 11]. A method based on neutral networks 
and fuzzy logic was proposed in [12]. The neuro-fuzzy 
protection scheme was based on finding the optimal settings of 
Inverse Definite Minimum Time (IDMT) relays constructed on 
the position of DG and also on power system network 
conditions. By this technique, the results were improved 
through a current and voltage phasor-based Discrete Fourier 

Transform (DFT) algorithm. A Genetic Algorithm (GA) 
method based on finding the optimum Time Multiplier Setting 
(TMS) values of over current relays and circuit breaker’s 
operating time for proper coordination of relays after DG 
insertion was proposed in [13]. This method is not suitable if 
the relays are conventional and they should be replaced by new 
relays which are costly. In [14], sizes and locations of DGs 
were found on MATLAB by using the GA on a 33-node 
system by allowing the relays to work on their conventional 
settings. The effect of three different sources (induction 
machines, wind turbine, and synchronous machines) on 
distribution network’s fault current was checked on ETAP. By 
adding DGs, "Blind Zones" are created and different fault 
currents by different DGs were observed on a 4-bus system in 
[15]. Some major challenges in distribution systems were 
discussed in [16], including protection blinding, false tripping, 
fuse-recloser coordination, impedance variations during fault, 
unsynchronized reclosers, change in power flow’s direction, 
loss of mains, deviations in levels of short-circuit currents, and 
the selection of a protection device. Fault Current Limiters 
(FCLs) were added to the system to limit the level of fault 
current and to avoid miss coordination issues [17]. 

In a nutshell, some methods that have been proposed work 
on changing protection device’s settings after the DGs' 
insertion in the system. Methods that are used for solving 
coordination issues like Directional Relays, and FCL work with 
small DGs and will be discussed in detail below. 

III. RESEARCH METHODOLOGY 

We used the ETAP 12.6 simulation software to analyze the 
impact of the addition of DG units on the protection 
coordination of the network. ETAP

 
is specialized software used 

for the analysis, monitoring, simulation, control, automation, 
and optimization of electrical systems. ETAP software in 
electrical engineering has the most complete collection of 
combined power system enterprise solutions. An IEEE 13-bus 
radial test system, as shown in Figure 1, is used in this study. 
The system is first modeled on ETAP and Load Flow Analysis 
is executed on the network to find out the power ratings of 
system. Short Circuit Analysis is done for finding the systems’ 
behavior during fault conditions. Standard IEEE 13 bus is a 
radial feeder system with a small number of components, 
however it contains numerous features and can be used as an 
exemplary to find out the performance of power system. This 
system contains underground and overhead lines, distributed 
and spotted loads, a 500 KVA transformer, and capacitor 
banks. The following assumptions are considered: 

• The Voltage regulator at bus 650 is not considered. 

• The loads that were distributed between bus 671 and 632 
are not considered. 

• All the loads are three phase and constant impedance loads 
differentiate from one motor load. 

For the protection of IEEE 13 bus system, fuses and over 
current relay devices are used. Current Transformers (CTs) are 
used for current measurement. High Voltage Circuit Breakers 
(HVCBs) and Low Voltage Circuit Breakers (LVCBs) are used 
as interrupting devices at 4.16kV and 0.4kV respectively. To 
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find the overall behavior of the system, and for the selection of 
ratings of fuses, relays, and circuit breakers, load flow analysis 
and short-circuit analysis is performed. Maximum 3-phase and 
minimum single line-to-ground short circuit currents are 
considered and further studied because maximum short circuit 
current is used for protection device’s selection (devices should 
be capable to withstand short circuit current without damage). 
Minimum values are used so that protection devices should not 
mal-operate at minimum short circuit current. The pickup 
current of relays should be more than the overload current in 
the system and less than Single Line-to-Ground (SLG) fault 
current. For the selection of protection devices SLG and 3-
phase fault current values are calculated on the buses as shown 
in Figure 2 [17]. 

 

  
Fig. 1.  Standard IEEE 13 bus system. 

 
Fig. 2.  Fault current at different bus. 

As per calculations, maximum short circuit current is seen 
at Bus 634. Bus 634 is the bus with the 500KVA transformer 
4.16/0.48 and is rated at 0.48kV while all the remaining buses 
are operating at higher voltage of 4.16kV. Fault current level is 
low at higher voltage levels. Inverse time over-current relays 
are used for feeder protection. Fuses are used for load 
protection. These relays operational time is inversely 
proportional to the fault current as shown (1)-(3). The different 
types of IEC curves are shown in (1), (2), and (3). Standard 
Inverse (SI) relays are used for the coordination of relays and 
the time of operation can be found with (1) [17]. ALSTOM 
P125 relay is used in the network. As PSM is required in (1), it 

can be calculated by (4) whereas the pickup current in (4) is 
calculated by (5). Relays should operate when current in the 
CTs exceeds the 25% of normal current. Time Dial Setting 
(TMS) varies from 0.025 to 1 in steps of 0.025. The operating 
time of the circuit breaker is considered as 0.4s and 10% 
overshoot is considered for proper coordination between the 
primary and the backup relay. The time of operation of backup 
relays should be greater than the time of operation of the 
primary relay and the operating time of circuit breaker [18, 19]. 

TABLE I.  IEC 60255 CHARACTERISTIC CURVES 

Relay types Equation 

Standard Inverse (SI) top �
0.14 ∗ TMS

PSM�.�� � 1
 (1) 

Very Inverse (VI) top �
13.5 ∗ TMS

PSM � 1
 (2) 

Extremely Inverse (EI) top �
80 ∗ TMS

PSM� � 1
 (3) 

 

PSM �
�����	�������	��	�����	� ��

!��"�#	�������
	    (4) 

Pickup	current � Rated	secondary	current	of	CT ∗ PS (5) 

PSM � top2p3 4 0.4 4 10%top2b3 4 	0.4    (6) 

In (6), top(p) is the primary relay's operating time and 
top(b) is backup relay's time of operation. An arrangement of 
thirteen over-current relays is used on ETAP. The TMS of 
relays that are closest to the load is 0.1s and the TMS of other 
relays is found by (1) and (6), making sure that the difference 
of 0.4s is maintained between the primary and the backup 
relay. In order to find out the impact of DG on the power 
system, different scenarios will be considered. 

• Scenario 1: The impact on protection coordination of 
distribution network with the addition of DGs in the 
system. 

• Scenario 2: The impact on protection coordination of 
distribution network with non-directional relays replaced 
by directional relays.  

• Scenario 3: The addition of small DGs in the system 
instead of larger DGs. 

• Scenario 4: The use of current limiting reactors or fault 
current limiters to limit the impact on protection 
coordination. 

IV. RESULTS AND DISCUSSION 

The standard system with supply from the grid only is 
considered. The protection of the IEEE 13-bus system is done 
by fuses and over current relays. Setting of fuses and relays is 
done on ETAP. System is perfectly coordinated before the 
placement of DGs in the system as verified on ETAP.  

A. Scenario 1: The Effect on Protection Coordination when 

Adding DGs 

Directly connected motors and generators are spinning as 
usual and supply a high amount of fault current. This extremely 
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high short circuit current is dangerous because it may over 
stress equipment that is being used in the network to break the 
current, such as circuit breakers. If the value of short circuit 
current is very small, then it is also of concern, because fault 
will not be detected if this is too low and there is a possibility 
that protection devices will not operate correctly. Reliable fault 
detection from GDs can be difficult due to their small ratings. 
Designing the scheme of DG protection should be done 
carefully [1]. When the size of DG increases, the contribution 
of upstream fault current from grid will decrease which can 
cause a decrease in protection device sensitivity. Short circuit 
current increases in the downstream network as the size of DG 
increases or location of the DG is moved closer to the fault 

location. This may cause false tripping of relays. Some such 
examples are considered below. The relay settings are the 
same. 

1) 3 MW DG at Bus 611 

In this case, when a fault occurs at Bus 692, Relay 12 
should operate primarily to isolate the fault. However, what 
happens in the system is that Relay 16 is operated first as 
shown in Figure 3 [16] because of the DG interconnection at 
Bus 611. Maloperation of relays has occurred, and protection 
coordination is lost. The Coordination Time Interval (CTI) 
between relays is below 0.3s.   

 

 
Fig. 3.  3MW DG at Bus 611. 

 
Fig. 4.  4 DGs at three different buses. 

2) Three 1.5MW DGs at Bus 611, 675, and 646 

In this case, 3 different DGs, each of 1.5MW are placed at 3 
different points, 611, 675, and 646. A fault near Bus 692 is 
shown in Figure 4. False tripping occurs in this case as fault 
current is coming from 4 different points (the grid and the 3 
DGs). The condition worsens by increasing the number of DGs 
in the system. Selectivity and sensitivity between the relays is 
disturbed. It is concluded that by the addition of DG in the 
system, the protection system is no more perfectly coordinated 

and some changes in relay settings are required. The following 
three techniques can be used for solving the protection 
coordination issues. 

• Conventional (non-directional over current) relays should 
be replaced by directional relays. 

• Adding small DGs in the network in order to have 
minimum effect on the protection. 

• Use of fault current limiter.  
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B. Scenario 2: Conventional (Non Directional Over Current) 

Relays Replaced by Directional Relays 

Electromechanical relays were used for protection in the 
above scenario. With the advancement of technology, 
microprocessor (numerical) based devices are utilized today 
but there are still a lot of conventional power systems utilizing 
electro-mechanical relays. A directional feature can be added in 
modern microprocessor-based relays, but our simulation 
system doesn’t have this capability. Hence, we used digital 
relays: three 1.5 MW Synchronous (diesel) DGs at Buses 611, 
675, and 646. The rest of the scenario is the same with the one 
considered above. Conventional non-directional relays were 
replaced by directional relays. The system is perfectly 
coordinated during the fault. For the 3-phase fault in the system 
between fuse 9 and lump 5 as shown in Figure 5, fault current 
is as high as 7.5kA in Fuse 9 which operated primarily at 
15.8ms, then Relay 12 at 680ms, and finally Relay 11 at 
1138ms. This can make relays insensitive for fault detection or 
to distinguish between load and fault current. By the addition 
of the directional feature in over current relays, the selectivity 
and all other protection issues are solved. There are certain 
situations where coordination interval can be disturbed. To 
correct this, relay settings need to be changed if there is any 
such coordination issue.  

 

 
Fig. 5.  Fault placed at Bus 692. 

C. Scenario 3: Addition of Small DGs in the Network 

Replacement of conventional relays by the addition of each 
DG in the network is not possible sometimes due to cost and 
system redesign issues. Another solution is adding small DGs 
that have overall very small impact on the fault currents of the 
system. In order to penetrate Distributed Generation into the 
network for this scenario, power flow is performed on the 
network so that the voltage range is not violated. As it is 
discussed above, over-voltages occur on the nodes by the 
addition of DGs in the network. Thermal limits should not be 
violated, any of the equipment should not be overloaded by the 
addition of DGs. Protection coordination and CTI should not 
be violated. We analyzed DGs in the range of 100kW~10MW 
with a step size of 100kW. Bus 632 cannot be considered for 
the addition of DG because of it is connected to the grid. 
Maximum increase, of the order of 100%, in short circuit 
current is observed on Bus 634, hence it is also not considered 
for the addition of DG. The required conditions to maintain 
power quality and system integrity are: 

• Voltage range should be within limits, i.e., 95%-105%. 

• The thermal limit of equipment should not be exceeded. 

• The protection devices should be perfectly coordinated. 

Small synchronous DGs are installed in the system at Buses 
611, 633, 645, 692, and 671 simultaneously. The total load 
connected in the distribution system is of 3.5MW. To meet the 
total load demand, 3.5MW of generation which consists of 
small DGs are added in the system and the impact on 
protection coordination is checked and verified as shown in 
Figures 6 and 7. Small DGs are installed at distant buses having 
low TMS values as the fault current of DG increases. Increased 
fault current has maximum impact on the relay that has low 
TMS because the time of operation of the relays is proportional 
to TMS as shown in (7). 

 

 
Fig. 6.  Fault near Bus 675. 

 
Fig. 7.  Sequence of operation for the fault near Bus 675. 

Time	of	Operation	2TOP3 � 	TMS ∗ PSM    (7) 

DGs are installed at 4.16kV Buses and should not be 
installed at 0.48kV Bus 634 as it shows the highest impact on 
the system. This is because of the placement of the step down 
transformer between Buses 633 and 634. The over-voltages on 
buses are within the allowed range. The system is coordinated 
as observed in the two different examples discussed above and 
the operating time of protection devices is checked. 

D. Scenario 4: Use of Fault Current Limiter (FCL) 

Working with small DGs is costly and technically 
challenging. Large DGs can be placed in the system in the 
presence of FCLs. We used Current Limiting Reactors (CLRs) 
that limit the fault current. A CLR is used for limiting current 
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because it produces small loss in real (active) power. However, 
the use of FCL has limitations because of the power loss it 
causes in normal conditions. An example is considered, and the 
results are shown below with and without the presence of FCL 
in the system. In Figure 8, a DG of 3.5MW at Bus 684 with a 
reactor is shown. For a fault near Bus 611, the time of 
operation without FCL is shown in Figure 9. Relay 17 operates 
as a backup of Relay 16. After Relay 16 any other relay should 
operate after a time interval of 0.4s but in this case Relay 12 is 
operating simultaneously with Relay 17. This can be restricted 
by using FCL in series with the DG. When we did this, the 
relays operated sequentially as shown in Figure 10. 

 

 
Fig. 8.  8 DGs of 3.5MW with CLR. 

 
Fig. 9.  Sequence of operations without the CLR. 

V. CONCLUSION AND RECOMMENDATIONS 

In this paper, the effect caused by DGs on the power 
system’s protection network is analyzed and possible 
techniques for the addition of DGs to the distribution network 
have been proposed that result in minimum impact on 
protection coordination in the IEEE 13-bus system. Since it is 
costly and technically challenging to improve the settings of 
original relay systems or to upgrade the relays, the proposed 
techniques would help network operators install DGs with 
minimum impact on the distribution network. Different 
scenarios have been established in order to investigate the 
effects of DG and to find solutions to the emerging issues. 

 
Fig. 10.  Sequence of operations with the CLR. 

Coordination issues and other problems related to 
protection can be solved by the use of directional over current 
relays in the network. The drawback is the difficulty of 
replacement of the conventional electromechanical relays that 
are already installed in the system. This will not be the case for 
numerical relays. Another solution is using small DGs with 
very low power ratings and low fault currents. This will have 
minimum impact on protection system coordination and very 
few protection coordination issues will arise. However, it can 
be economically and technically challenging due to the issue of 
protection blinding. The third method proposed is using FCLs 
to limit the current from the DG. FCLs can be used in the 
network for limiting the fault current from the DGs. For this 
optimal value, CLRs need to be calculated as they produce 
power loss in normal conditions also. By using FCLs in the 
network, DG selection is based on the trade between minimum 
impact on protection coordination with low real power loss in 
normal conditions. 

VI. FUTURE WORK 

Simple CLRs were analyzed in this work and their effects 
on protection coordination of relays were studied on ETAP 
software. By the use of limiters in the network, working with 
DGs of different types and sizes will have minimum impact on 
system in terms of current injection from the devices. However, 
it results in a tradeoff in terms of power loss in usual network 
operation. With the recent advances in conductor materials, 
advanced technologies have been introduced for limiting 
currents from DGs such as the use of superconducting 
materials. Super conducting FCLs have very small resistance 
and have almost no impact on normal real power flows. 
However, in order to use such current limiters in the system, a 
comparison between the cost of power loss and the cost of 
changing of relays should be analyzed before implementing. In 
future work, we aim to study and analyze limiters that operate 
in fault conditions only and do not cause any power loss during 
normal operating conditions. 
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Abstract-A MANET (Mobile Ad-hoc Network) is a group of 

mobile network nodes dynamically forming a network without 
any pre-existing infrastructure. Multi-path routing protocols in 

MANETs try to discover and use multiple routes between source 

and destination nodes. Multipath routing is typically used to 

reduce average delay, increase transmission reliability, provide 

load balancing among multiple routes, and improve security and 

overall QoS (Quality of Service). In this paper, the Cluster Based 

Routing Protocol (CBRP), which is a single path MANET 

protocol is enhanced to use multiple paths. The traffic will be 

distributed among multiple paths to reduce network traffic 

congestion and decrease delay. An analytical model is used for 

multipath and single path CBRP routing protocols in MANETs 

to estimate the end-to-end delay and queue length. The analytical 

results show that the average delay and average queue length in 
multipath CBRP are less than the average delay and queue 
length in single path CBRP. 

Keywords-MANET; routing protocols; single path; multi path; 

CBRP 

I. INTRODUCTION  

A Mobile Ad-hoc Network (MANET) is a collection of 
wireless mobile nodes/routers. The nodes dynamically form a 
temporary network without the use of any existing network 
infrastructure or centralized administration. The mobile nodes 
are equipped with wireless interfaces that utilize radio channels 
to communicate with each other, without the need for 
centralized management [1]. MANETs can be used in 
classrooms, battlefields, and disaster recovery situations [1, 2]. 
Routing protocols are an important part of any network. They 
play the main role for any communication in the network and 
they are used to establish and correct efficient routes among a 
pair of network nodes and to deliver messages in a timely 

manner [3-5]. Routing protocols in MANETs are differentiated 
in terms of hop-by-hop or source routing, reactive or proactive 
approach, single path or multipath, distance vector or link state, 
and unicast or multicast [6]. Multipath routing is a technique to 
overcome the problems of frequent topological changes and 
link instability because the use of multiple paths could diminish 
the effect of possible link failures between the nodes [7, 8]. 
Thus, multipath routing protocols of wireless ad-hoc networks 
are superior over conventional single-path ad-hoc routing 
protocols [9] because the multipath routing protocols reduce 
end-to-end delay, provide more reliable network services, 
allow load balancing among multiple routes, provide higher 
aggregate bandwidth, improve security, and overall they 
improve the Quality of Service (QoS) [10, 11]. Various 
multipath routing protocols have been proposed for wireless ad 
hoc networks. A multipath routing protocol based on the source 
routing protocol DSR is the Salvage capable opportunistic 
Node-disjoint Multipath Routing (SNMR) [12]. A multipath 
routing protocol based on the Ad hoc On-demand routing 
scheme is the Ad hoc On-demand Multipath Distance Vector 
(AOMDV) [3, 10]. 

II. MANET ROUTING PROTOCOLS 

MANET routing protocols based on the schemes of 
discovering and maintaining paths are classified into three 
classes: reactive, proactive, and hybrid [13, 14] (Figure 1). In 
terms of reactivity, they are classified as reactive or proactive, 
and regarding the number of paths as single or multi-path. The 
reactive method is more efficient than the proactive method. 
The most common-known reactive routing protocols in 
MANETs (single-path and multipath) are described below. 
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A. MANET Single-Path Routing Protocols 

MANET single path routing protocols mainly intend to 
maintain a single route between a source and a destination 
node. The most popular routing protocols of this type are 
AODV, DSR, and CBRP. 

 

 
Fig. 1.  MANET routing protocol taxonomy. 

1) Dynamic Source Routing (DSR) 

DSR [15, 16] is an on-demand routing protocol that is 
based on the concept of source routing. It is a simple and an 
efficient routing protocol, specifically designed for use in 
multi-hop wireless ad hoc networks. It consists of two 
mechanisms, Route Discovery and Route Maintenance, that 
work together to allow nodes to discover and maintain routes 
from the sources to arbitrary destinations in network. DSR 
computes the paths when necessary and then maintains them. It 
applies on-demand schemes for both path discovery and path 
maintenance. Thus, it makes the routing overhead traffic to 
scale automatically to the actual needed size, which is 
considered as its main advantage.  

2) Ad hoc On-demand Distance Vector (AODV) 

AODV [17] is a reactive on-demand routing protocol that 
allows dynamic, self-starting, multi-hop routing among mobile 
nodes desiring to establish and maintain an MANET. It is 
essentially a combination of DSR and DSDV (Destination 
Sequenced Distance Vector) protocol. AODV uses the basic 
on-demand mechanisms of Route Discovery and Route 
Maintenance as in DSR and a next hop routing model with 
sequence numbers and periodic beacons to discover and 
maintain routes of DSDV. Also, when the ad-hoc network 
topology changes, an AODV sequence number method is used 
to avoid long-term loops. Moreover, AODV allows the mobile 
nodes to obtain routes quickly and does not require maintaining 
routes that are not in active communication. 

3) Cluster-Based Routing Protocol (CBRP) 

CBRP [18-20] is a hierarchical on-demand routing protocol 
that uses source routing, like DSR, to avoid forming loops. 
CBRP is an efficient, scalable, and robust routing protocol for 
MANETs. It features more advantageous metrics than existing 
routing protocols, its overhead is less and its throughput is 
higher than AODV's. The CBRP is designed to be used in 
medium-to-large MANETs. CBRP groups the nodes of a 
network into several clusters. Each cluster has a cluster head 
which coordinates data transmission within the cluster and with 

other clusters. There are four possible states of the node in the 
cluster: NORMAL, ISOLATED, CLUSTERHEAD, and 
GATEWAY. Figure 2 shows these states. One of the 
advantages of CBRP is that only cluster heads exchange 
routing information, therefore the number of control overhead 
transmitted through the network is far less than the traditional 
flooding methods. Other features of CBRP [20] are: 

• Distributed operation is fully used. 

• During the dynamic route discovery process there is less 
flooding traffic. 

• Explicit exploitation of uni-directional links that would 
otherwise be unused. 

• Broken paths can be repaired locally without route 
rediscovery. 

• Sub-optimal routes can be shortened as they are used. 

 

 
Fig. 2.  Cluster Based Routing Protocol (CBRP). 

B. MANET Multi-Path Routing Protocols 

Multi-path routing protocols try to discover a multiple route 
from the source node to the destination node. Multipath routing 
can effectively improve reliability, end-to-end delay, and 
achieve load balancing, but it is more complicated than single 
path routing [11]. Most multipath routing protocols proposed 
for wireless ad hoc networks are based on reactive routing. 
They are mostly created on the basis of DSR and AODV.  

1) Ad hoc On-demand Multipath Distance Vector routing 

(AOMDV)  

AOMDV [3, 10] extends the AODV protocol to compute 
multiple paths between the source and the destination during 
route discovery. Multiple paths are computed to guarantee that 
the route is loop-free and disjoint. The AOMDV protocol 
calculates multiple loop-free paths, where every node maintains 
an advertised hop count for each destination node. Therefore, 
loop freedom is accomplished, and the advertised hop count 
represents the maximum hop count for all multiple paths. 
AOMDV has three novel aspects compared to other on-demand 
multipath protocols. First, it does not have high intermodal 
coordination overhead. Second, it ensures disjointness of 
alternate routes via distributed computations without the use of 
source routing. Finally, it computes alternate paths with 
minimal additional overhead. 
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2) Salvage Capable Opportunistic Node-Disjoint Multipath 

Routing (SNMR)  

SNMR [12] is based on DSR. In SNMR, a route discovery 
attempt, a primary path, and a node disjoint route are created 
between the source and the destination node along with 
alternative routes for the intermediate nodes of the primary 
route. SNMR reduces the overhead caused by duplicate RREQ 
broadcasting in creating multiple routes and recovers quickly 
from connection failures due to its packet salvaging ability. 
Minimum overhead, node disjoint multipath, non-duplicate 
RREQ rebroadcasting, and packet salvaging are the main 
advantages of SNMR protocol. A bloom filter is used in SNMR 
for space saving. Within the primary route, the intermediate 
nodes are compressed in a bloom filter containing their hashed 
addresses. SNMR uses the hashed node address to check the 
presence of a node in the bloom filter. Therefore, an 
intermediate node can check if a neighboring node is included 
in the primary path or not. 

III. THE PROPOSED MULTIPATH CBRP 

This paper focuses on the enhancement of CBRP routing 
protocol to work as a multipath routing protocol with improved 
QoS. 

A. Overview 

Multipath CBRP routing protocol extends the single path 
CBRP to use multiple paths in distributing traffic from the 
source node (S) to destination node (D). CBRP is selected due 
to its above mentioned features. For example, CBRP has less 
routing overhead and higher throughput than the AODV 
protocol. CBRP repaires broken links locally without 
rediscovery, which leads to the reduction of broken links in the 
network and increased QoS. On the other hand, CBRP has 
higher average delay than AODV. Therefore, it should be 
enhanced to reduce the average delay. The proposed Multi Path 
CBRP (MP-CBRP) improves the QoS in MANETs. MP-CBRP 
uses the idea of disjoint paths to distribute data packets over 
multiple routes. This distribution increases packet delivery 
ratio, data throughput, and reduces the average delay and queue 
length because it decreases congestion. An analytical model is 
used for multipath CBRP routing protocol and single path 
CBRP routing protocol to estimate the end-to-end delay and 
queue length. 

 

 
Fig. 3.  The proposed Multipath CBRP Routing Protocol (MP-CBRP). 

As shown in Figure 3 two paths are discovered from the 
source node (S) to destination node (D). Data traffic λ is 
distributed through these two paths, divided to λ1 and λ2. The 
λ1 is sent through path1 and λ2 is sent through path2. S is the 
source node and D the destination node. CH is the cluster head, 
RREQ is the Route Request, RREP the Route Reply and RC is 
the Route Cache. The pseudo code of the proposed MP-CBRP 
is illustrated in Figure 4 and the flow diagram of the proposed 
MP-CBRP is shown in Figure 5. 

 

 
Fig. 4.  Pseudo code of the proposed MP-CBRP. 

B. Network Model  

To obtain the Average Delay and Queue Length for 
multipath CBRP, let us characterize the disjoint multipath 
network as follows: 

• The network with N disjoint path resources is characterized 
by the set of values � � 	 ��1,�2, �3, �	, … , ���  for the 
individual resources. A resource could be the data 
transmission capacity of the given communication channel. 

• The set 	 � 	 �1, 2, 3, . . , 	, … , ��  represents the 
average arrival rate distribution across the set of the 
resources (�). 

• The set � �	��1,�2,�3,… , �	, … , ���  represents the 
delay of values that applied on each of the n paths when the 
distribution of the traffic along the paths is λ, and the 
distribution of the resources along the paths is µ. 

• The set � �	��1,�2,�3,… , �	, … ,���  represents the 
queue length values experienced on each of the n paths 
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when the distribution of the traffic along the paths is λ, and 
the distribution of the resources along the paths is µ. 

According to the above assumption, and using the queuing 
model M/M/1 queue [21] the delay (�	) and queue size (�	) 
can be calculated as:  

�	 �
�

�����
    (1) 

�	 �
��

����
	 and �	 �

��

��
    (2) 

 

 
Fig. 5.  Flow diagram of the proposed MP-CBRP. 

IV. RESULTS AND DISCUSSION 

The results are shown in the form of graphs. Graphs show 
the comparison between single path CBRP and MP-CBRP with 
two paths, based on the terms of average delay and queue 
length. Values of average arrival rate (λ): 0.1, 0.3, 0.5, 0.7, 0.9 
are used for all the nodes in the network model of MP-CBRP 
and service rate µ=1. 

A. Average Delay 

Average delay is calculated by (1). Figures 6 and 7 
illustrate the average delay for single path and MP CBRP 
routing protocol. Two paths have been considered for the MP 
CBRP, and two different scenarios have been considered.  

1) Average Delay Scenario 1 

Traffic is split equally between the two paths in the MP 
CBRP model. Figure 6 shows that the average delay for MP 
CBRP is lesser than the average delay of single path CBRP 
using different arrival rates. 

2) Average Delay Scenario 2 

Traffic is not split equally between the two paths in MP 
CBRP model. The traffic for path 1 is 30% and for path 2 is 
70%. Figure 7 shows that the average delay of MP CBRP is 
lesser than the average delay of single path CBRP using 
different arrival rates. 

 

 
Fig. 6.  Average delay for single path CBRP and equally divided traffic 

MP CBRP. 

 
Fig. 7.  Average delay for single path CBRP and MP CBRP using 30% 

traffic for path1 and 70% traffic for path 2 
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Figure 8 shows the results of average delay for scenario 1 
and scenario 2. The average delay for MP-CBRP in scenario 1 
is better than the average delay for MP-CBRP in scenario 2 due 
to the high network congestion in scenario 2. 

 

 
Fig. 8.  Average delay for single-path CBRP and MP-CBRP (scenarios 1 

and 2). 

B. Average Queue Length 

The average queue length is calculated by (2). Figures 9 
and 10 illustrate the average queue length for single path CBRP 
and MP CBRP. Two paths have been considered for CBRP 
multipath, and two different scenarios have been considered.  

 

 
Fig. 9.  Average queue length for single path and MP CBRP for scenario 1. 

1) Average Queue Length Scenario 1 

The traffic is split equally between the two paths in MP 
CBRP. Figure 9 shows that the average queue length for MP 
CBRP is better than the average queue length in single path 
CBRP that uses different arrival rates. 

2) Average Queue Length Scenario 2 

Traffic is not split equally between the two paths in MP 
CBRP model. The traffic for path 1 is 30% and for path 2 is 
70%. Figure 10 shows that the average queue length for MP 
CBRP is better than average queue length in single path CBRP 
that uses different arrival rates. 

Figure 11 shows the results of average queue length for 
scenario 1 and scenario 2. The queue length of MP-CBRP in 
scenario 1 is better the average queue length of MP-CBRP in 
scenario 2 due to the high network congestion in scenario 2. 

 

 
Fig. 10.  Average queue length for single path and MP CBRP for scenario 2. 

 
Fig. 11.  Average queue length for single-path CBRP and MP-CBRP 

(scenarios 1 and 2). 

V. CONCLUSION 

This paper proposes the enhancement of the single path 
CBRP MANET protocol to work as an MP routing protocol. 
The mathematical model using the M/M/1 queueing model was 
used to evaluate the performance of MP-CBRP and single path 
CBRP routing protocols. The results show that the average 
delay and average queue length in MP-CBRP are better than 
the average delay and average queue length in single path 
CBRP. In the future, the Network Simulator (NS) will be used 
to evaluate the MP-CBRP. 
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Abstract- This research paper presents the laboratory 
investigations of the compressive strength of no-fines concrete 
made with demolished waste as coarse aggregates used in 

percentages from 20% to 100%. The basic properties of 

aggregates were determined. Sieve analysis of both conventional 

and recycled aggregates was conducted to ensure the existence of 

well-graded aggregates in concrete. Nine concrete mixes were 

designed with an aggregate-cement ratio of 4. Additionally, three 

batches were prepared (conventional, recycled, conventional no-

fines concrete) and the results were compared. For all mixes, the 

water-cement ratio was equal to 0.5. In each batch, 5 cylinders of 

standard size (total 60 samples) were prepared and cured for 28 

days. The weight of the specimens was determined and 

compressive strength was checked in a Universal Testing 

Machine under gradually increasing load. A decrease in weight 

and compressive strength was recorded for the batches of the 
proposed concrete. Results show that at 40% replacement level 

the loss of compressive strength is 19% and the weight reduction 
of the samples was equal to 9%. 

Keywords-recycled aggregate concrete; no-fines concrete; 

compressive strength; demolishing waste; recycled coarse 

aggregates 

I. INTRODUCTION  

The demand to reduce the utilization of natural resources 
and energy and the generation of harmful gases, applies to 
almost all areas of life. It is reported that every year the 
concrete industry alone uses 20 billion tons of aggregates, 1.5 
billion tons of cement and 800 million tons of water

 
[1]. It also 

produces 5% - 7% of total global annual CO2 emissions [1]. On 
the other hand, the generation of construction waste has 
increased drastically, making waste management a major issue. 

Construction/demolishing waste is usually utilized in floors 
and plinth protection, but it generally goes to landfills. 
Unavailability of such spaces forces the industry to transport 
waste too far leading to increase the cost of the project, while 
dumbing it in nearby unsuitable areas may cause environmental 
issues. The conventional ingredients of concrete are believed to 
be no eco-friendly materials due to the processes involved in 
their production [2]. Therefore, Recycled Aggregate Concrete 
(RAC) is one of the solutions in dealing with waste on site and 
helping to minimize the associated issues to some extent. The 
use of demolishing waste in new concrete has been addressed 
by several scholars. Authors in [3, 4] reviewed the recent 
development on the use of recycled aggregates. Rules and 
regulations and their implementation regarding the process and 
use of the material will help to ease the problem. Relevant 
regulations have been made in many countries, but their 
implementation has several issues [5]. The use of waste as 
coarse aggregates up to 100% has been addressed in literature. 
However, the dialog on total replacement of conventional 
coarse aggregates is still open. Partial replacement is preferred, 
particularly to evaluate the optimum recycled waste dosage 
with respect to strength and durability [6]. The improvement of 
these and other properties of concrete have also been addressed 
by making use of different additives, i.e. waste fly ash, waste 
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perlite powder, waste cellular concrete [7], silica fume [8], 
ground granulated blast furnace slag [9], etc. 

There are different properties of concrete at fresh and 
hardened state with varying dosages of recycled aggregates 
utilized in various ways [8, 10-13]. However, it is observed that 
the optimum reported dosages by several scholars differ in 
general and are situation-based in particular. Also, scattering in 
the results of the same parameters of aggregates or concrete is 
noticed. This requires more work on the use of recycled 
aggregates to reach a more unanimous conclusion. Different 
types of concretes used in the industry have been studied with 
regard to the use of indigenous materials or waste products. 
No-fines concrete is one of them. No-fines concrete, also 
known as porous, pervious, permeable, and cellular concrete, is 
a porous concrete obtained when fine aggregates are omitted. 
The most widespread applications of no-fines concrete include 
road pavements and surface treatments to permit water 
drainage. In relation to this application, the knowledge of the 
durability of no-fines concrete has been limited to the study of 
freezing and thawing, shrinkage, thermal expansion, capacity to 
percolate water through the cement paste, and abrasion 
resistance. In addition, no-fines concrete is lightweight and can 
be utilized in civil engineering applications to reduce the self-
weight of the members. Its application in building structures is 
limited due to the requirement of reinforcement which disturbs 
the voids present in the concrete. Also, due to the voids in 
concrete the bonding strength is assumed to be affected. 
However, it may be used in non-load bearing members to 
reduce their self-weight. An overview in [14] summarizes the 
work devoted to the topic along with developing the correlation 
between various properties of concrete. While producing no 
fines concrete, gradation of aggregates, aggregate-cement (a/c) 
and water-cement (w/c) ratios may be chosen appropriately, 
particularly when the compressive strength is the major 
parameter of consideration. However, to a limited extent, unit 
weight and apparent texture also depend on these factors. The 
strength of concrete is a key property with respect to durability. 
Due to its porosity, the strength of no-fines concrete is less than 
conventional concrete's

 
[15, 16]. Therefore, its use is limited to 

pathways and parking [16], road pavement with limited traffic 

[17, 18], and blocks instead of bricks [19, 20]. Several attempts 
have been conducted to improve the strength of no-fines 
concrete by using partial replacement (up to 20%) of coarse 
aggregates with fine aggregates [18, 21, 22], reduced w/c and 
a/c ratios [23-26], fibers [27-29], admixtures including 
superplasticizers [26, 30], and un-crushed aggregates [31], 
recycled coarse aggregates

 
[32], or mixes of un-crushed and 

recycled aggregates
 
[33]. Despite these efforts, still the strength 

of no-fines concrete is questionable.  

Although much work is devoted to various properties of no-
fines concrete, only a few studies address the use of 
demolishing waste in the development of no-fines concrete. 
The use of waste in no-fines concrete will help the sustainable 
improvement and lessen the waste management burden on a 
project. This study aims to investigate the effect of demolishing 
waste as coarse aggregates on the compressive strength of no-
fines concrete. Demolished waste was used in no-fines concrete 
in percentages from 20% to 100% with increment of 10% and 
the produced concrete was studied and evaluated. 

II. MATERIALS AND TESTING  

In the current work, the demolished waste of a roof 
projection of single-story house was used (Figure 1). Recycled 
Coarse Aggregates (RCA) were produced by hammering the 
waste down to a maximum size of 25mm. After sorting the 
impurities the aggregates were washed and allowed to dry 
(Figure 2). The conventional coarse aggregates were purchased 
from the local market. The source was approved quarries of 
Jamshoro hills. 

 

 
Fig. 1.  Demolishing concrete waste. 

 
Fig. 2.  Recycled and conventional aggregates. 

Ordinary Portland Cement (OPC) under the brand name 
Pak Land of grade ps-42.5N was purchased from the local 
market. The source of water used for washing and mixing was 
the local water supply. The water pH was equal to 6.9. 

A. Basic Properties 

Basic properties, i.e. water absorption, specific gravity, 
abrasion, and soundness of both types of coarse aggregates was 
determined following the standard procedures. The obtained 
results are listed in Table I. 

B. Gradation of Coarse Aggregates 

To achieve proper strength of the hardened concrete, good 
gradation of coarse aggregates is a major aspect. Therefore, the 
gradation of the aggregates was done following the standard 
sieve analysis procedure. The passing percentage of the 
aggregates on each sieve is compared and plotted in Figure 3. It 
can be observed that both types of aggregates, conventional and 
recycled, confirm the permissible limits.  
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Fig. 3.  Sieve analysis of coarse aggregates. 

C. Specimen Preparation 

To achieve the proposed aim of the research, 8 batches (B4 
– B12) of the proposed no-fines concrete were prepared. The 
Conventional Aggregates (CA) were replaced with RCA in 
varying percentage from 20% to 100% with increment of 10%. 
In each batch, 5 standard size cylindrical specimens were cast 
with 1:4 cement/aggregate ratio. The w/c ratio used was equal 
to 0.5. A higher value of the parameter was adopted 
considering the higher water absorption of Recycled 
Aggregates (RA). Additionally, 3 batches (B1 – B3) were also 
cast to compare the results of the proposed concrete. The first 
batch (B1) was cast using conventional concrete (1:2:4 mix). In 
the second batch, 1:2:4 mix was used, but with all RCA. The 
third batch (B3) was No-fines conventional concrete with 
Conventional coarse Aggregates (NCA). The details of all the 
batches used for this research work along with the quantities of 
the materials used to cast the specimens in each batch are listed 
in Table II. 

Batching of the ingredients was done using weight 
batching, followed by mixing the ingredients in a concrete 
mixer. The moulds were prepared in standard fashion and were 
filled in 3 layers. Compaction of the specimens of batch B1 and 
B2 was accomplished using a table vibrator whereas the 
compaction of no-fines concrete was done by rodding. After 
24-hours the specimens were de-moulded and left to air dry for 
one day (Figure 4). The curing of the specimens was done by 
fully immersing them in potable water (Figure 5). 

 

 
Fig. 4.  Specimens. 

 
Fig. 5.  Curing of specimens. 

TABLE I.  BASIC PROPERTIES OF COARSE AGGREGATES 

Property CA RCA Difference (%) 

Water absorption 1.18 4.92 316.95 

Specific gravity 2.61 2.31 -11.49 

Abrasion 23.7 30.2 27.4 

Soundness 4.10 5.86 42.93 

TABLE II.  DETAILS OF CONCRETE MIXES 

Batch Description 
Cement 

(kg) 

FA 

(kg) 

CA 

(kg) 

RCA 

(kg) 

Water 

(kg) 

28 days 

curing 

B1 
Conventional 

concrete 
8.807 19.571 36.7 -- 3.96 5 

B2 RCA 8.807 19.571 -- 36.69 3.96 5 

B3 NCA 12.33 -- 51.4 -- 5.54 5 

B4 
20% RCA 

and 80% CA 
12.5 -- 31.7 7.94 5.62 5 

B5 
30% RCA 

and 70% CA 
12.5 -- 27.8 11.9 5.62 5 

B6 
40% RCA 

and 60% CA 
12.5 -- 23.8 15.88 5.62 5 

B7 
50% RCA 

and 50% CA 
12.5 -- 19.9 19.91 5.62 5 

B8 
60% RCA 

and 40% CA 
12.5 -- 15.8 23.83 5.62 5 

B9 
70% RCA 

and 30% CA 
12.5 -- 11.9 27.80 5.62 5 

B10 
80% RCA 

and 20% CA 
12.5 -- 7.9 31.77 5.62 5 

B11 
90% RCA 

and 10% CA 
12.5 -- 3.9 35.74 5.62 5 

B12 100% RCA 12.33 -- -- 39.71 5.62 5 

 

D. Specimen Testing 

After the completion of curing time, the specimens were 
allowed to dry for 24 hours at room temperature. The weight of 
all the specimens was determined. The average weight of the 
specimens in each batch is listed in Table III. Each specimen 
was tested in a Universal Testing Machine (UTM) under 
gradually increasing crushing load (Figure 6). The load was 
recorded and used to compute the compressive strength. The 
average compressive strength of 5 samples of each batch was 
evaluated with regard to their weight (Table III). 

III. RESULTS AND DISCUSSION 

The basic properties of the aggregates presented in Table I 
show deviations of properties of the RCA from CA. The water 
absorption is about 3 times the water absorption of the CA. 
There was a 11% reduction in specific gravity, and 48% and 
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42% increase in the abrasion and soundness of the aggregates. 
The results of the parameters of RCA are better than the 
findings reported in [33-35]. However, the deviation from CA 
is mainly attributed to the mortar attached with the aggregates, 
the age and mix ratio of the old concrete, and the conditions to 
which it is exposed during service life. These factors affect the 
properties of the aggregates, thus need careful consideration or 
modified processing techniques to improve the performance of 
the aggregates. 

 

 
Fig. 6.  Specimen testing. 

TABLE III.  AVERAGE WEIGHT AND COMPRESSIVE STRENGTH 

Batch 
RCA 

(%) 

CA 

(%) 
Ratio 

Weight 

(kg) 

Compressive 

strength (MPa) 

B1 0 100 1:2:4 13.62 30.86 

B2 100 0 1:2:4 12.27 26.41 

B3 0 100 1:4 11.61 20.43 

B4 20 80 1:4 11.15 18.43 

B5 30 70 1:4 10.54 17.40 

B6 40 60 1:4 10.62 16.51 

B7 50 50 1:4 10.25 15.42 

B8 60 40 1:4 10.18 14.23 

B9 70 30 1:4 10.11 12.46 

B10 80 20 1:4 10.18 11.74 

B11 90 10 1:4 10.00 10.35 

B12 100 0 1:4 9.90 9.19 

 

The weight of the samples of the proposed concrete are 
compared in Figures 7 to 9. Figure 7 shows the comparison 
with the weight of specimens of conventional (1:2:4) concrete. 
Decrease in the weight of specimens is observed with increase 
in the replacement level of aggregates. 18% to 27% reduction 
in the weight of the proposed specimens may be observed in 
comparison to the conventional (1:2:4) concrete, whereas, the 
comparison result to Recycled Aggregate (1:2:4) Concrete 
(RAC) ranged between 9% and 19%. When compared with the 
weight of conventional no-fines concrete the reduction is in the 
range of 4% to 15%. This shows that the absence of fine 
aggregates in the concrete mix results in reduced weight of the 
product leading to light-weight concrete. However, the strength 
parameter should also be checked before deciding the optimum 
percentage of replacement. Otherwise, a higher percentage of 
RA shows higher reduction in the weight of the product. The 

percentage difference of the weight of the proposed samples in 
comparison to B1, B2, and B3 samples is listed in Table IV.  

The average compressive strength of the proposed concrete 
samples is compared with the compressive strength of all three 
control mixes in Figures 10 to 12. From these Figures it may be 
noted that the proposed concrete exhibited a reduction in 
comparison to all the control mixes. Lowest residual strength 
was recorded at the highest replacement level, and was 30%, 
35%, and 45% in comparison to B1, B2, and B3 respectively. 
This shows that increasing dosage of the RA in no-fines 
concrete adversely affects the compressive strength of the 
product. Thus, when producing no fines concrete, the gradation 
of aggregates and the c/a and w/c ratios may also be chosen 
appropriately particularly since compressive strength is a major 
parameter of consideration [37]. The details of the difference of 
compressive strength are listed in Table V.  

TABLE IV.  WEIGHT DIFFERENCE PERCENTAGE 

Batch With B1 With B2 With B3 

B1 -- 9.91 14.77 

B2 -9.91 -- 5.39 

B3 -14.77 -5.39 -- 

B4 -18.10 -9.09 -3.92 

B5 -22.61 -14.10 -9.21 

B6 -22.01 -13.43 -8.50 

B7 -24.74 -16.47 -11.71 

B8 -25.27 -17.05 -12.33 

B9 -25.74 -17.57 -12.87 

B10 -25.29 -17.07 -12.34 

B11 -26.61 -18.54 -13.90 

B12 -27.29 -19.30 -14.70 

TABLE V.  COMPRESSIVE STRENGTH DIFFERENCE PERCENTAGE 

Batch With B1 With B2 With B3 

B1 -- 16.87 51.03 

B2 -14.44 -- 29.22 

B3 -33.79 -22.61 -- 

B4 -40.30 -30.22 -9.83 

B5 -43.62 -34.11 -14.85 

B6 -46.52 -37.50 -19.23 

B7 -50.03 -41.60 -24.53 

B8 -53.89 -46.11 -30.36 

B9 -59.62 -52.81 -39.02 

B10 -61.97 -55.55 -42.56 

B11 -66.46 -60.80 -49.35 

B12 -70.22 -65.19 -55.02 

 

 
Fig. 7.  Weight of B1 vs no-fines RAC. 
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Fig. 8.  Weight of B1 vs no-fines RAC. 

 
Fig. 9.  Weight of B3 vs no-fines RAC. 

 
Fig. 10.  Compressive strength vs B1. 

 
Fig. 11.  Compressive strength vs B2 

 
Fig. 12.  Compressive strength vs B3. 

IV. CONCLUSIONS 

From the obtained results of this experimental study, the 
following conclusions can be drawn: 

• Water absorption of recycled aggregates is 316% higher 
than that of conventional aggregates. 

• Specific gravity of recycled aggregates is 11% lower than 
that of conventional aggregates. 

• The abrasion loss of the aggregates is about 27%. 

• Soundness of the aggregates is 43% less than the soundness 
of conventional aggregates. 

• The dosage of recycled aggregates is directly proportional 
to the decrease in weight and compressive strength.  

• In comparison to conventional concrete, 27% decrease in 
weight and 70% loss of compressive strength are recorded 
at 100% replacement level of conventional coarse 
aggregates. 

Therefore, it may be concluded that recycled coarse 
aggregates from demolishing waste may be used in the 
production of the no-fines recycled aggregate concrete. 
However, considering the loss of weight and compressive 
strength, 40% replacement level is considered optimum as at 
this replacement level the decrease in weight and compressive 
strength is 9% and 19% respectively. 
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Abstract- Most of the recent works related to the construction 

industry in Iraq are focused on investigating the validity of local 

raw materials as alternatives to the imported materials necessary 

for some practical applications, especially in thermal and sound 

insulation. This investigation includes the use of limestone dust as 

partial substitution of cement in combination with foam agent 

and silica fume to produce sustainable Lightweight Foam 

Concrete (LWFC). This study consists of two stages. In the first 

stage, trial mixes were performed to find the optimum dosage of 

foam agent. Limestone dust was used as a partial replacement for 
cement. Chemical analysis and fineness showed great similarity 

with cement. Many concrete mixes were prepared with the 

content of lime dust powder being 10%, 14%, and 18% as partial 

replacement of cement by weight. The results indicate that the 

compressive strength at 7, 28, and 90 days of age was increased 

for specimens with 14% limestone dust. The best results in 

compressive strength show an increase at 7 days and a decrease 
at 28 and 90 days for concrete specimens with 14% limestone 

dust. In addition, the results show a decrease in dry density for 

concrete containing 14% lime dust. In the second stage, different 

percentages of Polypropylene Fibers were added to the concrete, 

all mixes, containing a constant content of limestone dust of 14% 

by weight of cement, were modified using different percentages of 

Polypropylene Fibers (1%, 1.5 %, and 2% by volume) and the 
best percentage was found to be 1%. The addition of 

Polypropylene Fibers enhances splitting tensile and flexural 
strength at 28 days by 14.55% and 55% respectively. 

Keywords-lightweight concrete; foam concrete; sustainable 

materials; polypropylene fibers ;limestone dust 

I. INTRODUCTION  

One of the disadvantages of conventional concrete is its 
high self- weight. The density of normal concrete is in the order 
of 2200 to 2600kg/m3. This heavy self-weight makes it, to 
some extent, an uneconomical structural material. Attempts 
have been made in the past to reduce the self-weight of 
concrete in order to increase its efficiency. Light-Weight 
Concrete (LWC) is a concrete whose density varies from 300 
to 1850kg/m3 [1]. There are many advantages of having low 
density. It helps in the reduction of dead load, increases the 
progress of building, and lowers haulage and handling costs. 
The weight of a building on the foundation is an important 
factor in design, particularly in the case of weak soil and tall 

structures. In framed structures, the beams and columns have to 
carry the load of floors and walls. If floors and walls are made 
of LWC, this will result in considerable cost decrease. Another 
important characteristic of LWC is its relatively low thermal 
conductivity, a property which improves with decreasing 
density. In extreme climatic conditions and in the case of 
buildings where air-conditioning is to be installed the use of 
LWC with low thermal conductivity will produce considerable 
advantages from the points of thermal comfort and lower 
power consumption [2]. On the other hand, the cost of natural 
resources is increasing constantly, leading to the search for 
alternatives, such as recycled materials like rice husk ash, 
sawdust ash [3], silica fume, fly ash, coal bottom ash, limestone 
dust, marble powder, tile powder, millet husk ash, crumb 
rubber, etc. Also, ordinary Portland Cement (OPC), has been 
related to several diseases [4-5].  

Basically, there are three methods for making LWC. The 
first way is by using porous lightweight aggregates of low 
apparent specific gravity. This type of concrete is known as 
lightweight aggregate concrete. The second way is by 
introducing large voids within the concrete or mortar mass. 
These voids should be clearly distinguished from the extremely 
fine voids produced by air entrainment. This type of concrete is 
variously knows as aerated, cellular, foamed, or gas concrete. 
Thirdly, by omitting the fine aggregates from the mix in such a 
way that a large number of interstitial voids are present. 
Normal-weight coarse aggregates are generally used. This 
concrete is called no-fines concrete [2]. Based on the purpose 
of use, there are three types of concrete. The first type is known 
as Non-Structural LWC. This is employed mainly for 
insulation purposes. With low unit weight, seldom exceeding 
800kg/m³, its heat insulation value is high and compressive 
strength is low, from 0.69 to 6.89N/mm2 [6]. The second type is 
Moderate Strength LWC. The use of this concrete requires a 
fair degree of compressive strength, and thus they fall about 
midway between the structural and low density concrete. This 
is sometimes designed as "fill" concrete. Compressive strength 
varies approximately from 6.89 to 17.24N/mm², the insulation 
values are intermediate, and its density is between 800 to 
1300kg/m

3
 [7]. The third type is known as Structural LWC. 

This type can be defined as a concrete with full structural 
efficiency containing aggregates which fall on the other end of 
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the scale. Its minimum compressive strength is 17.24N/mm² 
[8]. Most of structural LWCs are capable to produce concrete 
with excessive compressive strength. However, thermal 
insulation values for structural LWC are substantially better 
than NWC's. Since the unit weight of structural LWC is 
considerably greater than that of low density concrete, the 
insulation efficiency is lower [9]. The compressive strength of 
insulating LWC increases with increasing density and water-
cement ratio [10]. As for polypropylene fibers, research has 
shown that they increase concrete's resistance to impact loads 
[11]. 

II. MATERIALS AND MIX PROPORTIONS 

A. Cement 

OPC type I, manufactured by Al Kubaisa Cement Factory, 
was used in 3.1.1 cement in all the mixes throughout this 
investigation. The chemical and physical properties of this 
cement are presented in Tables I and II respectively. The test 
results indicate that the adopted cement, type N 42.5MPa 
conforms to the Iraqi specification No. 5/2019 [12]. 

TABLE I.  CHEMICAL COMPOSITION OF CEMENT 

Limits of [12] Result Oxide composition 

- 62 Lime (CaO) 

 - 20.1 Silica (SiO2) 

 - 4.24 Alumina (Al2O3) 

 - 4.16 Iron oxide (Fe2O3) 

≤ 2.8% if C3A>3.5 

≤ 2.5% if C3A<3.5 
2.15 Sulfate (SO3) 

≤ 5% 3.65 Magnesia (MgO) 

≤ 4% 3.42 Loss on ignition (LOI.) 

≤ 1.5% 0.71 Insoluble residue (IR) 

Main compounds (Bogues eq.) of cement 

59.02 Tricalcium silicate (C3S) 

29.65 Dicalcium silicate (C2S) 

4.21 Tricalcium aluminate (C3A) 

12.65 Tetracalcium aluminoferrite (C4AF) 

TABLE II.  PHYSICAL PROPERTIES OF CEMENT 

Limits of [12] Test result Physical properties 

≥ 250 m
2
/kg 295 

Specific surface area, Blaine 

method, (m²/kg). 

 

≥ 45 min 

≤ 600 min 

 

1:38 

3:45 

Setting time 

-Initial setting (min) 

-Final setting (min) 

 

 

≥ 10 N/m
2
 

≥ 42.5 N/m
2
 

 

 

20.4 

27.5 

Compressive strength of 

mortar (MPa) 

2-days 

28-days 

≤ 0.8 0.35 Soundness % (autoclave) 

TABLE III.  GRADING OF FINE AGGREGATES 

Limits of [13] Passing % of sand Sieve size (mm) 

100 100 10 

90-100 100 4.75 

85-100 100 2.36 

75-100 100 1.18 

60-79 67.57 0.6 

12-40 36.73 0.3 

0-10 4.33 0.15 

 

B. Fine Aggregates 

Natural sand supplied from Al-Ekhadir quarry was used in 
the concrete mixes. The physical and chemical properties of 
fine aggregates are shown in Tables III and IV. The test results 
indicate that the sand grading is within the limits specified by 
the Iraqi Standard No. 45/1984 [13] and lies in Zone 4. 

TABLE IV.  PHYSICAL AND CHEMICAL PROPERTIES OF FINE 

AGGREGATES 

Limits of [13] Test results Properties of sand 

- 2.16 Fineness modulus 

 - 2.61 Specific gravity 

 - 0.8% Absorption 

≤ 0.5% 0.23 % SO3 

 - 163.7 kg/m³ Dry rodded density 

≤ 5.0 2.6 Materials finer than 75µm % 

 

C. Foaming Agent 

Foaming agent for cellular concrete ASTM C796-97 [14] 
from Dr. Foamcrete was used to produce LWC by entraining a 
controlled amount of air bubbles to concrete mix. Table V 
indicates the technical description of the foaming agent used 
throughout this investigation. 

TABLE V.  TECHNICAL DESCRIPTION OF FOAMING AGENT (DATA 
TAKEN FROM MANUFACTURE PRODUCTION REPORT) 

Liquid Appearance 

Yellow Color 

1.1 Specific gravity 

Nil Nitrate content 

All types of Portland cement Compatibility with cement 

Below 0ºC Point 

Water base Flash point 

3.5 LOI 

 

D. Mixing Water 

Water was used for mixing and curing of all concrete mixes 
conforming to standard Iraqi specification 1703 [15]. 

E. Fibers 

Polypropylene fibers bought from Belgian Fibers 
Manufacturing were used for reinforcement. The specifications 
and properties of the fibers used throughout the experimental 
work are illustrated in Table VI according to the supplier. 

TABLE VI.  TECHNICAL PROPERTIES OF POLYPROPYLENE FIBERS 

Length of Fiber 6 mm 

Diameter 34µm 

Density 0.91gr/cm3 

Young modulus 3750MPa 

Melting point >164Cº 

Elongation 200% 

Spinning oil 1% 

Moisture Max 3% 

Tenacity 30Cn/tex 

Alkali resistance Excellent 

Conductivity Very low 
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F. Silica Fume 

Silica fume commercially known as Mega Add MS(D) 
from the chemical company Conmix was used as partial 
replacement of cement throughout this investigation. Tables 
VII and VIII illustrate its physical and chemical properties. The 
results show that the used silica fume satisfies the requirements 
of [16]. 

TABLE VII.  PHYSICAL ANALYSIS OF SILICA FUME 

Physical Properties Results Requirements of [16] 

Color Grey - 

Percent retained 45µm (No.325) 10 ≤ 10 

Bulk density (kg/m3) 
500 to 700 

kg/m3 
 

Specific surface are (m²/gm) >15 > 15 

Specific gravity 2.2 > 105 

TABLE VIII.  CHEMICAL COMPOSITION OF SILICA FUME 

Oxides Oxide content Requirements of [16] 

Sio2 89 Min. 85% 

Al2o3 0.4 - 

Fe2o3 1.2 - 

Mgo 2.5 - 

Cao 1.4 - 

So3 1.0 - 

Na2o 1.2 - 

 

G. Limestone Dust 

The limestone dust (Figure 1) was obtained from a 
limestone quarry in Karbal. It is finely ground in the form of a 
dust, most of it passing sieve No.100. The chemical 
composition of the lime dust conforming to [17] is given in 
Table IX. 

 

 
Fig. 1.  The limestone dust used in the current research. 

TABLE IX.  CHEMICAL ANALYSIS OF LIMESTONE DUST 

Chemical composition Constituent(%) IQS 807 (%) 

Silicon dioxide (SiO2) 5.0 5 (max) 

Calcium oxide (CAO) 52.2 80 (max) 

Aluminium oxide (Al2O3) 0.66 5 (max) 

Ferric oxide (Fe2O3) 0.08 5 (max) 

Magnesium oxide (MgO) 0.51 5 (max) 

Sulphur oxide (SO3) 0.0 - 

LOI 41.49 - 

H. High-Range Water Reducing Admixture(HRWRA) 

The HRWRA Master Glenium 51 produced by BASF 
Company, satisfying the ASTM C 494/C 494M-17 [18] was 
used. The type F was used as concrete superplasticizer. The 
technical data of this type of admixture are shown in Table X. 

TABLE X.  TECHNICAL DESCRIPTION OF THE SUPERPLASTICIZER 

Properties Technical description 

Appearance Viscous liquid. 

Color Light brown 

Density 1.1kg/lt. 

pH 6.6 
 

III. MIXING, CASTING, AND CURING 

The mixing procedure is important in order to obtain the 
required workability and homogeneity. Mixing was performed 
with an electric mixer. The fine aggregates used were in 
Saturated Surface Dry (SSD) condition. The mixing sequence 
was the following: the required quantity of dry cement was 
added to the fine aggregates, the mixing continued for one 
minute, then the two thirds of the required quantity of water 
were added to the dry materials. The remaining water and the 
required quantity of foaming agent were mixed. Drill was used 
and in the head of the drill it was put the so-called mesh or 
paddle which rotates at high speed, 14000rpm, with a power 
supply of 220-240V/50Hz. Then the foam agent was added to 
mix. The mixer was stopped when a good homogeneous mix 
was produced. Before casting, the mould sides and the base 
were oiled slightly to prevent mortar sticking to the surfaces. 
The casting was carried out to two layers. Each layer was 
compacted by using a large vibrating table. The specimens 
were left under polyethylene sheets in the laboratory for one 
day after casting, then they were removed from the molds and 
kept in closed polyethylene bags for 7, 28, and 90 days until 
testing time. 

TABLE XI.  MIX SYMBOLS 

Symbols Type Content 

MR Cube Mortar + foam agent+ silica fume+ HRWRA 

ML1 Cube 
Mortar + foam agent+ silica fume+ HRWRA + lime 

dust 10% 

ML2 Cube 
Mortar + foam agent+ silica fume+ HRWRA + lime 

dust 14% 

ML3 Cube 
Mortar + foam agent+ silica fume+ HRWRA + lime 

dust 18% 

MF1 Prism 
Mortar + foam agent+ silica fume+ HRWRA + lime 

dust 14% + polypropylene fiber 1% 

MF2 Prism 
Mortar + foam agent+ silica fume+ HRWRA + lime 

dust 14% + polypropylene fibe1.5% 

MF3 Prism 
Mortar + foam agent+ silica fume+ HRWRA + lime 

dust 14% + polypropylene fiber 2% 

MF4 Cylinder 
Mortar   + foam agent+ silica fume+ HRWRA + lime 

dust 14% + polypropylene fiber 1% 

 

A. Mix Proportions 

Several mixes were tried in order to find the best mixing of 
cement to sand, and several ratios were used 
(1:2.25,1:2,1:3,1:1.5,1:2.5). The optimal ratio of 1:2 was used. 
Experimental mixtures were then made by adding different 
amounts of foam agent to the water allocated to them (1, 3, and 
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5ml) where it was found that adding 3ml to the water gives the 
required consistency of the mortar. A reference mixture was 
made as described in Table XII, three limestone dust ratios 
(10%, 14%, and 18%) were used. The best replacement rate of 
the weight of cement was found to be 14%. This percentage 
was used in a mixture in which three different ratios of 
polypropylene fiber (1%, 1.5%, 2%) were used. It was found 
that best fiber percentage was (1%). 10% silica fume was used 
as a partial replacement of cement and 1% of HRWRA. 

TABLE XII.  DETAILS OF CONCRETE MIXES 

Mixes 
Cement 

(Kg/m
3
) 

Sand 

(Kg/m
3
) 

w/b 

Silica 

fume 

(gm) 

Foam 

agent 

(ml) 

HRWRA 

(ml) 

Fiber 

(gm) 

Lime 

dust 

(gm) 

MR 300 600 0.4 30 3 1.5 - - 

ML1 300 600 0.4 30 3 1.5 - 30 

ML2 300 600 0.4 30 3 1.5 - 42 

ML3 300 600 0.4 30 3 1.5 - 54 

MF1 300 600 0.4 30 3 1.5 17 42 

MF2 300 600 0.4 30 3 1.5 26 42 

MF3 300 600 0.4 30 3 1.5 34 42 

MF4 300 600 0.4 30 3 1.5 17 42 

 

IV. RESULTS AND DISCUSSION 

A. Determination of the Consistency of Mortar (Flow Test) 

The amount of water required for standard consistency of 
plain mortar or foamed mortar was determined by the flow test. 
The flow table was prepared according to [19]. The amount of 
mixing water was sufficient to produce a flow of 110±5mm 
expressed as a percentage of the original base diameter of the 
flow mould. The required amounts of water for standard 
consistency of mortars, expressed in terms of w/c ratio, are 
shown in Table XIII.  

TABLE XIII.  DETAILS OF THE MORTAR MIXES WHEN USING 1:2 MIX  

Flow 110 ± 5mm w/c Foaming Agent (ml) 

106 0.4 1 

112 0.4 3 

117 0.4 5 

 

 
Fig. 2.  The relationship between foam and flow. 

B. Compressive Strength Test 

This test was conducted on 50×50×50mm cubes using an 
electrical testing machine with a capacity of 2000KN at fixed 
load according to [20] .The average of three cubes was 

recorded for each test conducted at ages of 7, 28, and 90 days 
as shown in Table XIV. 

TABLE XIV.  COMPRESSIVE STRENGTH RESULTS 

Mixes 

Compressive Strength (MPa) 

Age (days) 

7 28 90 

MR 10.45 15.77 20.32 

ML1 8.95 12.32 19.93 

ML2 10.73 20.86 25.58 

ML3 7.41 12.71 17.14 

 

 
Fig. 3.  Compressive strength at 7, 28, and 90 days. 

C. Dry Density Test 

Dry density was determined from the dried weight (105oC 
for 24 hours) and the measured volume by a ruler. Three cubes 
were measured in each tested sample. The density was found 
by weighting the specimens and dividing the weight by their 
measured volume. The dry density was tested at 7, 28, and 90 
days as shown in Table XV. 

TABLE XV.  DRY DENSITY RESULTS 

Mixes 

Dry density (kg/m3) 

Age (days) 

7 28 90 

MR 1484 1623 1730 

ML1 1478 1601 1679 

ML2 1460 1572 1722 

ML3 1354 1429 1620 

 

 
Fig. 4.  Density-age relationship. 

D. Splitting Tensile Strength Test 

Splitting tensile strength test was performed according to 
[21] in which 100×200mm cylindrical specimens were used. 
They were tested using an electrical testing machine with a 
capacity of 2000KN. This test was conducted at 7, 28, and 90 
days as shown in Table XVI. 
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TABLE XVI.  SPLITTING TENSILE STRENGTH RESULTS 

Splitting tensile strength (MPa) 
Mix 

Age (days) 

90 28 7 
ML2 

2.04 1.65 0.82 

2.21 1.89 1.01 ML4 

 

 
Fig. 5.  Splitting tensile strength at 7, 28, and 90 days. 

E. Flexural Strength Test 

The flexural strength was determined according to [22] by 
using the center point method. The prism-shaped specimens 
with dimensions of 70×70×380mm were simply supported with 
300mm span and were tested at the age of 7, 28, and 90 days as 
shown in Table XVII. 

TABLE XVII.  FLEXURAL STRENGTH RESULTS 

Mix  

Flexural Strength(MPa) 

Age (days) 

7 28 90 

ML2 1.6 2.45 2.94 

MF1 3.1 3.8 4.77 

MF2 2.33 2.7 3.69 

MF3 1.75 2.34 2.83 

 

 
Fig. 6.  Flexural strength at 7, 28, and 90 days. 

V. V. CONCLUSION 

Based on the results obtained from the experimental 
investigation, the following conclusions can be drawn: 

• The water requirement for LWC is decreased as the 
percentage of foaming agent increases and the maximum 
decrease in water for all concrete mixes was 0.4 as a 
percentage of cement weight.  

• LWC with 3ml foam agent gave better results of density 
and compressive strength.  

• Compressive strength, flexural strength, and splitting tensile 
strength of LWC with limestone dust is slightly lower than 
those of normal concrete at all ages. 

• The added foam leads to an increase in the flow. Three 
amounts of foam were added (1, 3, 5ml) and the flow rate 
was 106, 112, 117mm respectively. Three percentages of 
foam (10%, 14%, and 16%) were added to concrete as 
partial replacement of cement to produce sustainable LWC. 

• Flexural strength and splitting tensile strength of LWC with 
1% polypropylene fiber are higher than those of LWC 
without fiber at all ages. 

• The best results were for specimens of LWC having a 
combination of polypropylene fibers (1%) and limestone 
dust (14%) due to the further physical effect of micro steel 
fibers in addition to the effect of limestone dust. 

The results of this research confirm that we can use 
limestone dust to produce green LWC and enhance its 
properties with polypropylene fibers. 
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Abstract—The shaft-grouted method has been applied on high-
rise buildings in Ho Chi Minh City for the purpose of increasing 

the bearing capacity of barrette piles. The Exim Bank Building 

foundation, using two kinds of shaft-grouted barrette piles, was 

65m (TP1) and 85m (TP2) in depth. To assess the bearing 

capacity, this project assembly used the O-cell tools installed at 

49m depth below the pile head level. Shaft grouting was 

performed from -25m to the TP1 pile toe level and -65m to the 
TP2 pile toe level. This work is based on the data from the O-cell 

experiments at the construction site and the results of finite 

element simulation in Plaxis software. The effectiveness of shaft 

grouting was analyzed and the length and position of the ejector 

were evaluated and compared in order to find the best solution 

for applying shaft grouting with the aim to ensure safety and 
mitigate economic problems. 

Keywords-bearing capacity; barrette pile; shaft grouting; O-cell 

test; Plaxis 

I. INTRODUCTION  

High-rise building foundations in Ho Chi Minh City are 
constructed by using bored piles and barrette piles to ensure the 
total loads of structures. The shaft resistance using the grouting 
method has been reported in [1-3, 7, 8, 11]. Authors in [7] 
carried out laboratory tests in sand to find the behavior of 
density, soil gradation, and stress on the shaft resistance in 
grouting methods. The increase of shaft resistance was 
indicated by the low mobility grout. Authors in [2, 3] studied 
the bored piles in Ho Chi Minh City. In the results, the shaft 
resistance development in bored piles gains maximum 
resistance after a movement of only 3mm to 4mm. The 
Osterberg test (O-cell test) in principle is exactly the same as 
the static compression test, and it is dedicated to bored piles 
and barrettes. The testing principle is to apply the load directly 
on the pile tip or the pile body using a device called Osterberg 
cell. It is quite possible to use the pile load, the lateral soil 
friction, and the tip resistance as counterweights to increase the 
load. The Osterberg test method will give a result in which the 
two curves of load and displacement at the pile tip and pile 
head are built independently. The purpose of this paper is to 
evaluate the effectiveness of shaft grouting method on the 
barrette piles in Ho Chi Minh City and compare it with the no 

shaft-grouted method in order to find the best position to install 
the ejector using the Finite Element Method (FEM). 

II. PROJECT INFORMATION 

The Eximbank building is located at District 1, Ho Chi 
Minh City. It consists of 5 basements and 40 storys with a 
construction area of 3518m2. Its design adopts 2 barrette test 
piles of 2800×800mm size and 15MN load [3]. The TP1 pile is 
65.3m in depth near the borehole no. 2. The TP2 pile is 85.3m 
in depth near the borehole no. 8. Their designed to be grouted 
lengths are 40m for TP1 and 21m for TP2 respectively from 
their upward tips. The geological survey report states the soil 
condition at the test piles as follows: soft clay stratum at a 
depth of 7m, sandy stratum at the tips at 41m, mixed clay at 
52m and finally a dense and very dense sandy stratum. O-Cell 
hydraulic jack is installed 16m from the pile tip and 
strainometers are installed along its body as shown in Figure 4 
of [3]. Figure 1 shows how to install the equipment on the 
cross-sectional area of the two piles in which the main 32-dia 
steel bar of each pile is joined with the loop reinforcement to its 
frame. The total main steel bar area of the pile is 289cm2 and 
the pile cross-sectional area is 2.24m2. The grout pipe with a 
diameter of 60mm is mounted around the perimeter of the steel 
frame throughout the length of the pile and 39.7m and 21.2m 
lower than the lengths of TP1 and TP2 respectively. The grout 
pipe must be perforated to allow the grout to escape and it can 
be capped to ensure a secure grouting. 

 

 
Fig. 1.  Cross section and details of installation equipment for piles. 
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III. PILE LOAD-BEARING ANALYSIS 

A. Test Results in Site 

The results of the force-displacement relationship curve of 
the O-cell test performed on the two test piles TP1 and TP2 can 
be seen in Figure 7 of [3]. The force acting on the O-cell is 
evaluated and adjusted subjecting to the pile self-load and the 
water pressure at the depth of the O-cell placement. After the 
duration of holding the maximum load is over, the 
displacement values of the lower O-cell are 9.0mm and 5.9mm, 
and the pile tip displacement values are 4.6mm and 2.2mm 
respectively. The displacement values of the upper O-cell are 
6.7mm and 6.9mm and the pile end displacement values are 
1.2mm and 0.8mm. 

B. FEM Analysis 

The determination of the input data for the model is made 
on the basis of the correlation equations and empirical 
researches [9, 12-14] as follows: 

• The Young’s modulus, E50ref, is determined from the 
drained 3-dimensional (3-D) consolidation test with the 
selected chamber pressure level σ3 in accordance with the 
actual state of the soil profile. 

• Drained shear strength parameters are taken from the 
drained 3-dimensional consolidation test or as the effective 
shear strength values in the undrained 3-D consolidation 
test. For the soil profile without the 3-D CU test, CD can be 
obtained from the direct shear strength test, but its 
reliability is not high. The undrained shear strength 
parameter also does not take the friction angle of the ground 
soil, φu = 0, into account but only the adhesion force of the 
soil Cu. Cu values are obtained through the undrained 3-D 
test, the in-situ shear vane test, or the 1-dimensional 
unconfined compressive test. 

• For dense layers of sand or over-consolidated layers of clay, 
the expansion angle ψ exists. Normally, according to the 
instructions of Plaxis software, ψ = φ - 30

0
. In other cases, 

the expansion angle is equal to 0. 

The parameters of the Hardening Soil model are determined 
directly from the geological survey report test results or from 
the correlation equations of the previous researches to obtain 
the values summarized in Table I. 

TABLE I.  SOIL PARAMETERS IN FEM 

No. Backfill 
Layer 

1 

Layer 

2 

Layer 

3 

Layer 

3b 

Layer 

4 

Layer 

6 

Type HS HS HS HS HS HS HS 

γunsat (kN/m
3
) 18.56 14.61 18.42 18.35 19.23 20.38 19.93 

γsat (kN/m3) 18.80 15.59 19.31 19.21 19.94 20.66 20.62 

Eref
50 (kN/m2) 11210 4000 18000 60000 80000 95000 90000 

Eref
oed 

(kN/m2) 
11210 4000 18000 60000 80000 95000 90000 

Eref
ur (kN/m2) 56030 20000 90000 250000 370000 350000 330000 

m 0.75 1 0.85 0.5 0.5 0.75 0.6 

νur 0.2 0.2 0.2 0.2 0.2 0.2 0.2 

c (kN/m
2
) 22.41 13.77 36 4.1 4.1 218.4 1.7 

φ 
(o)

 0 0 4.8 32.49 32.49 0 37.00 

ψ 
(o)

 0 0 0 2.49 2.49 0 7.00 

Rinter 0.85 0.7 0.7 0.85 0.85 0.85 0.85 

To make load capacity comparison easier, the 4 used 
models in Plaxis 2D software were: 

• Model 1: TP1 pile with grouting 

• Model 2: TP1 pile without grouting. 

• Model 3: TP1 pile with grouting only from -26.3m to  
-48.5m. 

• Model 4: TP1 pile with grouting only from -48.5m to  
-65.5m. 

Firstly, the TP1 pile with grouting will be simulated, 
because it is most similar to the actual observation. After 
obtaining its results (note that the load level is gradually 
adjusted until failure) the parameters change. Pile TP1 becomes 
a non-grouted pile, and also from that model, the set of 
parameters change in order to simulate the models 3 and 4 (the 
grouting length from -26.3m to -48.5m and -48.5m to -65.5m 
respectively). The obtained results are used to draw the 
relationship graph of the curve and the load of the four 
investigated models. We convert the test load of the Osterberg 
method into the conventional static test load using an 
equivalent method, from which we have enough basis to 
evaluate the increase in the load capacity of the TP1 pile 
according to the four different models. 

 

 
Fig. 2.  Movement and load curves obtained from actual and simulated 

observations. 

The O-cell upper displacement is 7.44mm/9.82mm on site. 
The O-cell lower displacement is -10.08mm/-6.27mm on site. 
The total strain of the O-cell is 17.52/16.09mm. This result 
from Figure 2 shows that the measured results and the finite 
element modeling have high accuracy. However, in terms of 
displacement between the upper and lower O-cells, there is an 
inversion. The field displacement value is smaller than that of 
the Plaxis model, i.e. 7.44/9.82mm. It should be noted that the 
lateral friction is enhanced due to the better grouting ability 
(regarding the safety issue). For the lower O-cell, in fact, the tip 
resistance has not been applied to the load-carrying capacity of 
the pile, so the actual displacement is larger than that of the 
Plaxis model -10.08/-6.27mm). 

IV. DISSCUSION 

This analytical model is rather similar to the investigated 
field, so the authors take this set of soil parameters to continue 
to simulate the remaining models with the condition of 
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increasing load until the failure of the pile. The results of 
models 1-4 are displayed in Figures 3-6. 

 

 
Fig. 3.  Model 1. The TP1 pile with grout reaches 305% of maximum load. 

 
Fig. 4.  Model 2. The TP1 pile without grout reaches 255% of maximum 

load. 

 
Fig. 5.  Model 3. The TP1 pile with grout from -26.3m to -48.5m reaches 
280% of maximum load. 

 
Fig. 6.  Model 4. The TP1 with grout from -48.5m to -65.5m reaches 280% 

of maximum load 

The ultimate load capacity is determined based on the shape 
of the load-displacement relationship curve: 

S = f(P), logS = f(logP)    (1) 

In many cases, it is necessary to combine with other curves 
like: 

S = f(logt), P = f(S/logt)    (2) 

With the load-displacement relationship curve, the ultimate 
load-carrying capacity is determined as follows: 

• Case 1: the P-S relationship curve has a clear bending point. 
The ultimate load-carrying capacity is determined directly 
on the curve, the load corresponding to the point where the 
curve begins to change suddenly or the curve is closely 
parallel to the displacement axis. 

• Case 2: the P-S relationship curve changes slowly. It is 
quite difficult or impossible to accurately determine the 
bending point. The ultimate load-carrying capacity is 
determined by different graphical methods. 

The analysis and evaluation of the test results by the 
Osterberg method are still based on the principles of 
conventional static testing, in which the Q-S relationship curve 
is an important tool of the quantitative analysis of the load-
carrying capacity of the piles that a mechanical problem 
usually covers. The goal of load testing in most cases is not 
only to determine the bearing capacity of the pile foundation, 
but also to get a more specific view than the one from the 
general theory and the calculated results about the interaction 
between the pile and the composing ground so that we can 
offer more appropriate behaviors in the design of the pile 
foundation and in the future construction processing. We can 
build a load-settlement curve (similar to a conventional static 
compression test curve) in the following way: 

At any displacement S, the downward force affecting the 
soil is: 

Q’↓ = Q↓ + w2’    (3) 

where Q↓ is the downward force by the O-cell at the 
displacement S and w2 is the self-load of the pile from the O-
cell downwards (buoyancy must be taken into account if we are 
below the groundwater level). 

At the same displacement S, the upward force carried by 
the soil is: 

Q’↓ = (Q↓ - w1’) × F    (4) 

where w1’ is the self-load of the pile from the O-cell upwards 
(buoyancy must be taken into account if we are below the 
groundwater level) and F is the coefficient that takes into 
account the difference in the lateral friction between the normal 
static compression and the Osterberg compression. With  
F = 1.00 for the pile in the rock and F = 0.95 for the pile in the 
loose soil. 

At the displacement S, the sum of the upward and 
downward forces will be subjected by the soil: 

P = Q’↓ + Q’↓ = Q↓ + w2’ + (Q↓ - w1’) × F    (5) 
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However, in the case of downward compression, the soil is 
already partially imposed by the self-load of the pile, so the 
applied load at the top of the pile is: 

Pe = P – w1’ – w2’ = Q↓ + (Q↓ - w1’) × F – w1’    (6) 

At a load of Pe (loading downwards), the settlement of the 
pile is S + ∆δ where the increment ∆δ refers to the elastic 
compressive strain of the pile. 

Repeating the above steps with different positions S, we 
can draw a static compression curve corresponding to the data 
pair (Pe, S + ∆δ). If at a certain position that goes beyond the 
range of a curve (for example, the lateral resistance curve of the 
pile segment on the jack), we choose one of the following two 
solutions: 

• Take the upward force as constant (regarded as the extreme 
value) and equal to the tested maximum lateral resistance. 

• Extrapolating the next segment of the lateral resistance 
curve. However, this extrapolation has errors, because if the 
pile body is very rough (convex), then the lateral resistance 
reaches its ultimate value more slowly. Conversely, the less 
convex and concave the pile body is, the faster the lateral 
resistance reaches its ultimate value.  

 

 
Fig. 7.  Load capacity of the pile in the models 2 and 4. 

 
Fig. 8.  Load capacity of the pile in the models 1 and 3. 

From the above analysis, we will convert equivalently the 
test results of the Osterberg method into those of the 
conventional test method to plot the P-S relationship curve 
from the data pair (Pe, S +∆δ) and then use the graphical 
method to determine the load capacity. The results of the shape 
of the load-displacement relationship curve are displayed in 
Figures 7-9. 

 

 
Fig. 9.  Summary of the pile load-carrying capacity of the 4 models. 

V. CONCLUSION 

Through the experimental study from the O-cells of the TP1 
pile in the Eximbank building on the ability to improve the 
load-carrying capacity of the lateral walls, the following 
conclusions can be drawn: 

• Improvement of the bearing capacity of the pile by the 
lateral grouting method is highly effective with results of 
61.7MN and 41.8MN with and without grout respectively. 
The friction performance of the pile body with grouting 
increases by 1.48 times. It is different from the previous 
studies that we compared the analytical equations and the 
field results. 

• Grouting of each segment at depths of 22.2m (from  
-26.3m to -48.5m) and 16.8m (from -48.5m to -65.3m) 
corresponding to the maximum load of 59.2MN and 
59.4MN is evaluated as being similar to the load-carrying 
capacity. The FEM simulation results show that the bigger 
grouting length and the bigger grouting depth will give 
higher values of bearing capacity. Simulating grouting in 
each segment is very beneficial for the design of allowable 
loads, both in terms of safety and cost aspects. 

• The FEM (Plaxis) can simulate and evaluate the O-cell and 
the lateral grouting tests of piles. This method can be used 
for computational correction after the field results are 
available for detailed design. 
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Abstract-The considered parameters in seismic design vary, with 

the Earthquake Ground Motion (EGM) having the largest 

variation. Since source characteristic, path characteristic, and 

Site Amplification Factor (SAF) influence the EGM, it is crucial 

to appropriately consider their variations. Source characteristic 
variations are mainly considered in a seismic hazard analysis, 

which is commonly used to evaluate variations in EGM. 

However, it is also important to evaluate variations in path 

characteristic and SAF with only a few studies having 

individually and quantitatively examined the variations of these 

two characteristics. In this study, based on strong-motion 

observation records obtained from four sites in central Japan, the 

three characteristics were extracted from seismograms using the 

concept of spectral inversion. After removing the source 

characteristic, the path characteristic and SAF were separated, 

and the variations in these two characteristics were quantified. 

To separate and obtain each characteristic from the observed 

record, one constraint condition must be imposed, whereas the 

variations in the constraint condition must be ignored. In that 
case, the variations in the constraint condition are included in the 

variations of the separated characteristics. In this study, this 

problem was solved by evaluating the variation in the constraint 

condition, which is the SAF at a hard rock site, by the use of the 
vertical array observation record at the site. 

Keywords-earthquake ground motion; path characteristic; site 

amplification factor; variation   

I. INTRODUCTION  

In seismic design, the cross-section of a structure is 
determined in such a way that the cross-sectional resistance 
exceeds the section force caused by an earthquake. Since the 
parameters to be considered in seismic design vary, the cross-
section of a structure should be set considering the possibility 
that the seismic load acting on the structure exceeds the design 
value. The Earthquake Ground Motion (EGM) has the largest 
variation among the considered parameters in seismic design. 
Therefore, it is critical to accurately evaluate the variation in 
EGM. Seismic hazard analysis [1] is a method for considering 
variations in EGM. In seismic hazard analysis, probabilistic 
EGM is evaluated by considering variations in parameters such 
as seismic magnitude and hypocenter location. 

EGM is determined by three characteristics: source 
characteristic, path characteristic, and Site Amplification Factor 
(SAF). These three characteristics must be considered carefully 
because the EGM varies significantly depending on the 
evaluation method of these characteristics [2]. In seismic 
hazard analysis, source characteristic is the major variation 
evaluation object, and path characteristic and SAF are treated 
deterministically. However, since these two characteristics vary 
in reality, it is necessary to evaluate the variations in path 
characteristic and SAF separately in order to conduct rational 
seismic design. Although there are many research cases on the 
variation in amplification characteristics, the definitions of 
amplification characteristics vary, such as the ratio of spectral 
acceleration to the predicted value by ground motion prediction 
equations [3], the amplification at the object location with 
respect to the reference location [4], the ratio of the vertical 
array strong-motion observation record on the ground surface 
to the borehole [5, 6], and the residual of the observed EGM to 
the probabilistically evaluated EGM [7]. The SAF to be 
considered when the EGM is separated into the three 
characteristics must include not only the amplification by the 
shallow subsurface but also that by the deep subsurface, 
because the amplification factor by a shallow subsurface is 
significantly smaller than the actual SAF [8, 9]. Therefore, the 
variation in SAF for each frequency, including the effect of 
deep subsurface must be evaluated. 

There are cases in which the variations of SAF, including 
the effect of deep subsurface, were studied using the spectral 
ratio of seismograms observed at two sites [10, 11]. However, 
these studies did not separate path characteristic and SAF, and 
because path characteristic was treated deterministically, their 
results included variations of path characteristic and SAF. 
There are no case studies in which the variations in path 
characteristics and SAF were quantified after separation. 
Spectral inversion [12, 13] is a technique for separating each 
characteristic from the observed records. The current study 
separates path characteristic and SAF based on the concept of 
spectral inversion and conducts quantitative evaluation of each 
variation. 
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II. METHOD 

A. Target Sites and Target Earthquakes 

This study focuses on four sites (GIFH20, GIFH24, 
GIFH28, and NGNH20) in central Japan that are part of the 
KiK-net [14] strong-motion seismograph network as shown in 
Figure 1. KiK-net provides EGMs recorded at the ground 
surface and in the borehole simultaneously, and P-S logging 
reveals the S-wave velocity profile leading to the seismograph 
installation position in the borehole. Strong-motion records and 
ground data were made available to the public by [15]. 
However, seismographs in boreholes are rarely installed at 
seismic bedrock in which S-wave velocity exceeds 3km/s. 
Therefore, the S-wave velocity profile from the ground surface 
to the seismic bedrock was obtained by combining the 
information from KiK-net and J-SHIS [16] as described in [8]. 
The obtained S-wave velocity profiles are shown in Figure 2. 
Among the sites, GIFH28 has the thickest and NGNH20 the 
thinnest sediment site. In GIFH24, the depth at which the S-
wave velocity exceeds 1500m/s is shallower than that in 
NGNH20. The multiple reflection theory calculates transfer 
functions assuming horizontally stratified ground conditions 
(Figure 3). In the frequency range of 0.1–10Hz, which is 
important in seismic engineering, the amplification factor of 
GIFH24 is the smallest with values less than 2 in the frequency 
range lower than 7Hz. Because the soil layer thickness with an 
S-wave velocity of 720m/s is relatively thick (= 25m), the 
amplification factor is as high as 5 at 6Hz in NGNH20. First-
order peaks occur at 2Hz in GIFH20 and 0.6Hz in GIFH28, in 
which the sedimentary layer is the thickest. 

 

 
Fig. 1.  Target sites. 

 
Fig. 2.  S-Wave velocity profiles. 

Table I shows the list of the considered events. The 
epicenters of the target events, as well as the locations of the 
observation sites, are shown in Figure 4. The red circles 
indicate seismograph installation sites, and the blue cross 
marks indicate the epicenters. The epicenters do not exist on 
the west side of the observation sites, but they are distributed 
evenly in the other directions.  

 

 
Fig. 3.  Transfer functions. 

TABLE I.  TARGET EARTHQUAKES 

No Date Time 
Lon 

(deg) 

Lat 

(deg) 

Depth 

(km) 
M Site* 

1 Sep/27/2020 13:13 137.80 35.10 45 5.3 b, c, d 

2 Apr/23/2020 13:44 137.32 35.64 3 5.5 b, d 

3 Feb/13/2018 14:39 137.59 35.87 3 4.1 b, c, d 

4 Dec/6/2017 00:13 137.97 36.38 10 5.3 b, d 

5 Jun/25/2017 07:02 137.59 35.87 7 5.6 b, c, d 

6 Dec/6/2016 09:05 137.34 36.01 5 4.5 b, c, d 

7 May/25/2015 14:28 139.64 36.05 56 5.5 a, b, d 

8 Mar/4/2015 00:04 136.80 35.34 40 4.6 a, b, c 

9 Dec/3/2014 23:19 137.12 35.29 45 4.2 a, b, c, d 

10 Sep/16/2014 12:28 139.86 36.09 47 5.6 a, b, d 

11 Jun/1/2012 17:48 139.88 36.03 44 5.1 a, b, c, d 

12 Apr/25/2012 05:22 140.68 35.72 43 5.5 a, b, d 

13 Jan/28/2012 07:43 138.98 35.49 18 5.4 a, b, c, d 

14 Jun/30/2011 08:21 137.95 36.19 4 5.1 a, b, d 

15 Apr/16/2011 11:19 139.94 36.34 79 5.9 a, b, c, d 

16 Mar/16/2011 03:33 137.30 36.00 0 4.0 a, b, c, d 

* a: GIFH20, b: GIFH24, c: GIFH28, d: NGNH20 

 

 
Fig. 4.  Target Sites and epicenters. 

Because EGM records of small seismic magnitude (M) 
have a low signal-to-noise (S/N) ratio, events of seismic 
magnitude M = 4.0 or larger are considered. Additionally, 
EGM records of M = 6.0 or larger are excluded to avoid the 

effect of the rapture process at the fault plane. With the ω−2 
model [17], only EGM records with good S/N ratios in the 
range of 0.3Hz or higher were used. To discuss the 
amplification characteristics of S-waves, 10.24s records were 
extracted for the S-wave arrival. Before calculating the Fourier 
spectra, baseline correction was conducted, and the extracted 
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records were tapered. Based on the root mean square of the 
Fourier spectra of seismograms recorded horizontally in two 
directions, a Parzen window with a bandwidth of 0.3Hz was 
used to smooth the spectra. 

B. Separation Method of the Three Characteristics 

The three characteristics are separated from the observed 
records according to the concept of spectral inversion. This 
study focuses on seismograms of the same event recorded at 
multiple stations. The Fourier spectra of the observed records 
can be expressed as the product of the source characteristic, 
path characteristic, and SAF as shown in (1): 

ij i ij j
O ( f ) S ( f )P ( f )G ( f )=     (1) 

where O is the observed EGM, S is the source characteristic, P 
is the path characteristic, G is the SAF, i is the event number, j 
is the station number, and f is the frequency. The values of each 
characteristic for each frequency can be obtained by solving the 
equations simultaneously using (2) in which the equation is 
expressed as a common logarithm. 

ij i ij jlog O log S log P logG= + +     (2) 

The path characteristic can be expressed by (3): 

( )
1

ij ijn

ij

P ( f ) exp f r / QVs
r

= −π     (3) 

where r is the hypocentral distance and n is a value 
representing the geometric attenuation of the body wave, with 
its typical value being 1.0, but it is pointed out that n = 2 when 
the hypocentral distance is significantly long [18]. In this study, 
n = 2 was assumed for a dataset with hypocentral distances of 
120km or more. Vs is the average S-wave velocity along the 
propagation path, and Vs = 3.8km/s in the target area. Q is the 
Q-value, which represents the inelastic attenuation of EGM. 

There is a trade-off relationship among the characteristics: 
for example, a product of large path characteristics and small 
SAF can result in the same value as a product of small path 
characteristics and large SAF. Therefore, one constraint 
condition must be imposed to solve the equations 
simultaneously. The constraint condition is set as the SAF at 
one station and calculated as a theoretical SAF assuming one-
dimensional (1D) ground structure [19]. The SAF of a 
significantly small rock site is chosen for the constraint 
condition. However, even at rock sites, EGM is amplified in 
many cases because of weathering [20]. Furthermore, because 
of the heterogeneity of a three-dimensional (3D) ground 
structure, the SAF assuming 1D ground structures often 
underestimates the actual SAF [2, 21]. Therefore, it is desirable 
that the SAF used as a constraint condition to be as small as 
possible and the S-wave velocity profile down to seismic 
bedrock is disclosed. As shown in Figure 3, the amplification 
factor at GIFH24 is significantly small in the frequency band 
below 10Hz, and we can assume that the difference in SAF 
between the actual and the one calculated by assuming a 1D 
structure is negligible. As a constraint condition, this study uses 
the 1D amplification factor (1DA) at GIFH24. 

III. RESULTS AND DISCUSSION 

A. SAF Variation in Low-Frequency Bands at Hard Rock 

Sites 

Path characteristic and SAF can be separated in the spectral 
inversion and variations of the two characteristics can be 
discussed. However, the variation cannot be evaluated for the 
constraint condition. The constraint condition, which is the 
SAF at the reference hard rock site, also varies. Therefore, 
variations in the obtained characteristics include variations in 
the constraint conditions. Because seismographs are installed at 
the ground surface (S) and in boreholes (B) at KiK-net sites, the 
variation can be evaluated using the spectral ratio (S/B). 
However, even if the seismograph in the borehole is installed 
on the seismic bedrock, S/B cannot be considered as the SAF 
because borehole records include the upward EGM (E) and 
downward EGM (F), which are reflected at the layer boundary 
(E + F). Because E and F are identical on the ground surface, 
EGM is 2E, and the S/B becomes 2E/(E + F). However, the 
SAF is defined as the spectral ratio of the EGM at the ground 
surface to that obtained by doubling the incident EGM (E) at 
the bedrock (2E/2E). Figure 5 compares the S/B (= 2E/(E + F)) 
with the SAF (= 2E/2E) under horizontally stratified ground 
conditions, using GIFH24 and NGNH20 as examples. The red 
line represents the SAF, and the blue line represents the S/B. 
Although the difference between the two is large in the 
frequency band higher than 1Hz, it is tiny in the frequency 
band lower than 1Hz. Therefore, the variation in S/B in the 
frequency band lower than 1Hz of these two sites is the 
variation in the SAF. Figure 6 shows the variation in S/B 
calculated with the observation record. The gray line represents 
the individual S/B and the red line represents the average value. 
Each characteristic is separated on a logarithmic scale in the 
spectral inversion, as shown in (2). Therefore, unless otherwise 
specified, these results are on a logarithmic scale hereafter. The 
value of S/B agrees with the theoretical value on average in the 
frequency band of 1Hz or lower, although there is some 
dispersion.  

 

 
Fig. 5.  Comparison of 2E/(E + F) and (2E/2E). 

 
Fig. 6.  Variation in S/B. 
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Fig. 7.  SD of S/B. 

Figure 7 shows the standard deviation (SD) of S/B in the 
frequency band lower than 1Hz. The SD is large in frequencies 
lower than 0.4Hz because of the poor S/N ratio in the 
seismograms of small amplitude. The SD of the SAF of hard 
rock sites in the frequency band lower than 1Hz was 
determined to be 0.048 using the average SD in the range of 
0.488 to 1.074Hz. Figure 8 shows the histogram of the S/B, 
referring to the results at frequencies 0.586 and 0.781Hz. The 
probability distribution can be considered normal.

  

 

 
Fig. 8.  Histogram of S/B. 

B. Evaluation of Q-Value and Path Characteristic Variation 

Because the variation in the SAF at hard rock sites was 
obtained when considering the frequency band of 1Hz or 
lower, the variation in the path characteristics can be evaluated 
based on the results. The Q-value used to evaluate path 
characteristics varies by region, and its frequency dependence 
has been mentioned. There have been no previous studies on 
the Q-value for the regions covered in this study, but the Q-
values for other Japanese regions are Q = 83 f 

0.73 
[22] and  

Q = 33 f 1.0 [23]. In this study, we first evaluate the Q-value for 
the target area. Based on the simultaneous records from two 
locations (i.e. GIFH24 and NGNH20), we can evaluate the Q-
value using (4) and combining (2) and (3). 

( ) 10j k

k j k j j k

f r r log e

VsQ
logO logO logG logG nlog r nlog r

π −

=
− − + − +

    (4) 

where j and k are the observation stations.  

SAF in the frequency band higher than 1Hz cannot be 
determined at this point, but for frequencies lower than 1Hz the 
SAF of the two stations can be considered as 1.0. Therefore, 
the Q-value can be determined by (4). The Q-value was 
obtained as in (5) regarding the average Q-value for each 
frequency, and the minimum spectral residual, which is to be 
described later.  

Q = 70 f 0.90    (5) 

Figure 9 compares the average Q-value with the value 
obtained by (5). The blue line represents the average Q-value, 
and the red line represents the value according to (5). 

The variation in path characteristic is evaluated based on 
the obtained Q-value. By applying (2) to the records of two 
sites j and k (i.e. GIFH24 and NGNH20), the spectral residual 
(SR) is obtained as follows: 

j k j k j kSR logO logO log P log P logG logG= − − + − +     (6) 

 

 
Fig. 9.  Q-value. 

The SR distribution is displayed in the left panel of Figure 
10. The gray lines represent individual results, and the red line 
represents the average value. If path characteristic and SAF do 
not vary, SR becomes zero. Although the average SR is 
generally zero for frequencies lower than 1Hz, the variation in 
SR is large. The SD of SR is shown in the right panel of Figure 
10. The average value of SD in the frequency band 0.293-
1.074Hz was determined to be 0.184. The histograms of SR at 
frequencies 0.586 and 0.781Hz are shown in Figure 11. 
Although the result at 0.586Hz deviates from the normal 
distribution, the frequency distribution at 0.781Hz can be 
considered normal. 

 

 
Fig. 10.  Distribution and SD of SR. 

 
Fig. 11.  Histogram of SR. 
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This SR variation includes the variations in path 
characteristics and SAFs of the two sites. Assuming that the 
path characteristic and SAF at each site follow independent 
normal distributions, the following equation holds: 

( )2 2 2
2SR P Gσ = σ + σ     (7) 

where σ is the SD. 

By using the SD of SAF obtained in the previous section, 
the SD of the path characteristic was determined to be 0.121. 

C. SAF and its Variation 

Based on the above results, the variation in SAF at the site 
where the effect of the sedimentary layer cannot be ignored is 
evaluated. Because the path characteristics vary slightly with 
frequency, the SD obtained in the previous section is assumed 
to be applicable at all frequencies. Furthermore, because 
GIFH24 is a site with a significantly small amplification factor 
in the frequency band lower than 10Hz, it is assumed that the 
average value of SAF at GIFH24 agrees with the amplification 
factor assuming 1D ground structure (1DA) considering ground 
structure leading to the seismic bedrock. Regarding the 
variation in SAF at GIFH24, it is assumed that the SD value 
obtained in the previous section for the low-frequency band can 
be applied to all frequencies. Based on the simultaneous 
records at GIFH24 and NGNH20, SAF and its variations of 
NGNH20 are evaluated by solving (6) for SAF at NGNH20 as 
shown in the left panel of Figure 12. The gray lines represent 
the individual results, and the red line represents the average 
value. The right panel of Figure 12 shows the average value 
and the SD of SAF. The red line represents the average value 
and the blue line represents the SD. The SD is less dependent 
on the frequency. The SD has an average value of 0.323 in the 
0.195–10Hz frequency band. Because the SD here includes 
variation in path characteristics at two sites and variation in 
SAF at GIFH24, these variations are removed using the same 
approach as in (7). The average values of the SD of SAF at 
NGNH20 in the frequency bands of 1–10Hz and 0.195–10Hz 
were determined to be 0.282 and 0.270 respectively. 
Furthermore, the SAF at GIFH28 is discussed. The procedures 
are the same as in NGNH20. The left panel of Figure 13 shows 
the SAF, with the gray lines representing the individual results 
and the red line representing the average value.  

 

 
Fig. 12.  Average and SD of SAF (NGNH20). 

The right panel of Figure 13 shows the average SAF (red) 
and the SD (blue) lines. The SD in the frequency band higher 
than 2Hz is slightly larger than that in the lower-frequency 
band. The average value of SD in the frequency band of 0.195–

10Hz is 0.316. When the variation in the SAF of GIFH24 and 
path characteristics of the two sites were removed from the SD, 
the average value of SD of SAF at GIFH28 was 0.061 in the 
0.195–1.1Hz frequency band, 0.277 in the 1–10Hz frequency 
band, and 0.262 in the 0.195–10Hz frequency band. 

 

 
Fig. 13.  Average and SD of SAF (GIFH28). 

 
Fig. 14.  Average and SD of SAF (GIFH20). 

 
Fig. 15.  Average SD of SAF. 

The left panel of Figure 14 shows the SAF for GIFH20, 
with gray lines representing the individual results and the red 
line representing the average value. The right panel of Figure 
14 shows the average value and SD of SAF, with the red line 
representing the average value and the blue line the SD. The 
average SD in the frequency band from 0.195 to 10Hz is 0.217. 
When the variation of the SAF of GIFH24 and the path 
characteristics of the two sites were removed from this SD, the 
average value of the SD of SAF at GIFH20 was 0.080 in the 
0.195–1.1Hz frequency band, 0.130 in 1–10Hz, and 0.125 in 
0.195–10Hz. 

Because the SD at each site varies with frequency, Figure 
15 shows the average SD in case of SAF with frequency. The 
SD is small for frequencies lower than 2Hz, in the range of 

0.10–0.15, but a large value of approximately 0.30 can be 
obtained in the case of GIFH28 and NGNH20 when 
considering frequencies higher than 3Hz. However, at GIFH20, 
the SD is almost constant in all frequency bands and is smaller 
than those at the other two sites. The average value of SAF 
varies significantly with frequency at the three sites, but the SD 
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does not vary significantly with frequency and is not dependent 
on the average value of SAF. Because the SAF in the low-
frequency band is mainly determined by the deep subsurface 
structure, a low SD of the SAF in the low-frequency band 
indicates a minor local change in the deep subsurface structure 
near the observation sites. However, the SAF in the high-
frequency band mainly depends on the shallow subsurface 
structure, implying that the shallow subsurface structure is 
changing in a complex manner around the site where the SD of 
the SAF is large in the high-frequency band. However, the sites 
where the SDs of SAFs do not increase even in the case of 
high-frequency bands, such as in GIFH20, are considered to be 
sites at which the surrounding shallow subsurface structure 
does not change significantly. 

D. Comparison of 1DA and SAF  

Figure 16 compares the SAF in this study to 1DA used in 
design practice. The red line represents the average SAF, the 
blue line represents the 1DA considering shallow and deep 
subsurface, and the black line represents the 1DA considering 
shallow subsurface only. Note that those values are expressed 
on an arithmetic scale. Compared to the 1DA considering deep 
subsurface, the shallow subsurface 1DA significantly 
underestimates the amplification factors. This result is in 
accordance with the findings in [8]. Except for the second-
order peak at 1.5Hz of GIFH28, the 1DA considering deep 
subsurface underestimates the amplification factor compared to 
the SAFs in this study. Previous studies [2, 20] have also 
highlighted this trend. Except for the very thin sediment site, 
NGNH20, the SAFs at the other two thick sediment sites have 
high amplification factors over a wide-frequency band, whereas 
1DA has large amplifications only at certain frequencies. 
Therefore, when considering the EGM amplification in seismic 
design, it is necessary to use a method capable of evaluating the 
actual amplification factors, such as spectral inversion, rather 
than 1DA. 

 

 
Fig. 16.  SAF and 1DA. 

IV. CONCLUSION 

In this study, the source characteristic, path characteristic, 
and SAF were separated from observation records using the 
spectral inversion approach by utilizing the seismic records of 
four strong-motion observation sites in central Japan. The 
variation in path characteristics and SAF were quantified. The 
conclusions of this study are: 

• SAF and path characteristic can be separated by spectral 
inversion by imposing a single constraint condition, 
namely, SAF at a hard rock site. However, the variation 
cannot be evaluated for the constraint condition. Therefore, 
the variations obtained for each characteristic contain the 

variation in the constraint conditions. In this study, the SD 
of the constraint condition was evaluated using the variation 
in the spectral ratio of seismograms at the ground surface to 
those in the borehole. The obtained SD of the constraint 
condition was 0.048. 

• The SDs of the SR of two hard rock sites’ records were 
evaluated. The variation in path characteristic was 
evaluated by assuming that path characteristic and SAF 
follow independent normal distributions. The SD of the 
path characteristic was estimated to be 0.121. Finally, the 
variation in the SAF was evaluated. The SD of the SAF was 
independent of the average SAF and ranged from 0.10 to 
0.15 in the frequency band of 2Hz or lower. In the high-
frequency band, the SD of SAF was approximately 0.30 at 
GIFH28 and NGNH20 and approximately 0.10 at GIFH20. 
The SD in the high-frequency region varies significantly 
from point to point. This difference in SD is due to the 
difference in the uniformity of the shallow subsurface 
around the site. 

• The 1DA underestimates the SAF even when the ground 
structure down to the seismic bedrock is considered. At 
thick sediment sites, large SAF is observed in a wide-
frequency band, and the envelope of the SAF is completely 
different from that of the 1DA. Therefore, precise 
evaluation of the SAF is critical for rational seismic design. 
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Abstract-This paper explores the use of sharkskin in improving 
the aerodynamic performance of aerofoils. A biomimetic analysis 

of the sharkskin denticles was conducted and the denticles were 

incorporated on the surface of a 2-Dimensional (2D) NACA0012 

aerofoil. The aerodynamic performance including the drag 

reduction rate, lift enhancement rate, and Lift to Drag (L/D) 

enhancement rate for sharkskin denticles were calculated at 
different locations along the chord line of the aerofoil and at 

different Angles of Attack (AOAs) through Computational Fluid 

Dynamics (CFD). Two different denticle orientations were tested. 

Conditional results indicate that the denticle reduces drag by 
4.3% and attains an L/D enhancement ratio of 3.6%. 

Keywords-biomimetics; sharkskin denticles; flow control; drag 
reduction; CFD   

I. INTRODUCTION 

With the rapid growth of aviation in developing countries 
and the continuing growth of the existing aviation markets in 
developed countries, more people can enjoy air travels. The 
growing need for passengers has caused further environmental 
concerns since aircraft emissions can alter the atmospheric 
concentration of greenhouse gases that are related to climate 
change [1]. Moreover, economic concerns have been raised by 
airline companies. The supply of fossil fuels is limited and is 
depleting [2], therefore, much higher fuel prices and volatility 
occur [3]. The increase in jet fuel prices would increase air 
traffic and airport operation costs. Therefore, the aviation 
industry is focusing on environmental-friendly and green 
solutions to offset increasing fuel costs and higher carbon 
emissions. Drag reduction and improvement in aerodynamic 
efficiency is one way of reducing carbon emissions and fuel 
consumption [4]. 

Through the evolution of living organisms, there have been 
many examples in nature with traits which offer some insights 
into the design and optimization of engineering systems. The 

sharskin is one of these optimized structures. It has evolved to 
ensure that sharks can swim efficiently. Biomimetic analysis of 
the sharskin denticle structure has become a popular research 
topic. Biomimicry of the sharskin denticles has yielded drag 
reduction up to 10% compared with the corresponding smooth 
surface [5]. Applications inspired by the sharskin denticles 
have already been used in the Olympics. It was reported that 
the sharskin inspired speedo-swimsuit worn by Michael Phelps, 
the famous 8 times gold medals winner at the 2008 Olympics, 
helped in achieving 3-4% of drag reduction for swimmers [6]. 
This paper aims to investigate the impact of incorporating 
sharskin on 2D NACA0012 aerofoil by placing the denticles at 
strategic locations on the aerofoil. A detailed biomimetic study 
of the sharskin is conducted, following which the denticle 
sizing and modeling process are determined. Simulations are 
conducted and the results of sharskin on lift coefficient (cl), 
drag coefficient (cd), and L/D ratio at different positions along 
chord line at different AOAs are presented. Furthermore, the 
sharskin denticle working principle towards drag reduction and 
lift enhancement was analyzed to highlight the flow 
mechanism.   

II. BIOMIMETIC STUDY OF SHARSKIN DENTICLES 

Sharskin is one of the most popular bionic study topics for 
flow control and drag reduction and will be introduced in 
greater detail in this section. In order to observe the flow 
control mechanisms of sharskin denticles, the denticle 
geometry was first investigated. Sharskin is covered with rigid 
bony denticles. According to Figure 1(c), a sharskin denticle 
has a plate-like upper section with several ridges and narrows 
to a thin neck that roots into the skin [7]. The sharskin selected 
in this project belongs to a species of shortfin mako sharks 
called Isurus Oxyrinchus. This kind of shark is one of the 

fastest marine fish reaching a maximum speed of 70km·h⁻¹ [8]. 
Some of the most detailed descriptions are shown in Figure 1 
[7] and Table I [8]. 

Corresponding author: Dinesh Bhatia
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(a) Sharskin denticle layout 

 
(b) Top view of a shark denticle 

 

 
(c) Side view of a shark denticle 

 

 
(d) Front view of a shark denticle 

Fig. 1.  Micro-CT scanned sharskin denticle geometry. Reproduced with 

permission from the Journal of Experimental Biology 217, 10 (2014). 
Copyright 2014 Company of Biologist Ltd. [7].  

TABLE I.  SHARSKIN DENTICLE PROTOTYPE DIMENSIONS [8] 

Components Dimensions (µm) 

DL (denticle length) 151 

DW (denticle width) 125 

RS (spacing between adjacent ridges) 51 

DH (denticle height) 113 

BW (denticle base width) 119 

NL (denticle neck length) 45.1 

NW (denticle neck width) 50.9 

BL (denticle base length) 83.8 

RHM (height of middle ridge) 21 

RHS (height of side ridge) 11 

 

III. METHODOLOGY 

The methodology adopted in this paper was divided into 
three aspects. Initially, the sharskin was modeled to ensure 
dynamic similarity and effective translation of the denticles 
from the hydrodynamic to an aerodynamic environment. 
Computational Aided Design (CAD) modeling of sharskin 
denticles was conducted and incorporated on the NACA0012 
aerofoil. The CFD simulations of sharskin denticles and 
aerofoil were performed with ANSYS FLUENT.  

A. Sizing of Sharskin Denticles 

In order to quantify and analyze the sharskin aerodynamic 
properties, aerodynamic scaling was conducted to ensure that 
appropriate sizing of the shark-skin denticles could be 
incorporated on the aerofoil. Key dynamic similarity 
parameters such as the AOA, Mach Number (Ma), and 
Reynolds Number (Re) for the sharskin denticle model and real 
sharskin denticles should be computed to ensure their similarity 
[9]. Sizing was conducted with the aim to perform 
experimental testing of the sharskin denticle post numerical 
simulations. As a result, dynamic similarity exercise was 
conducted, keeping in mind the wind tunnel specifications, at 
the University of Nottingham Ningbo China (UNNC). 

TABLE II.  WIND TUNNEL SPECIFICATIONS AND SHARK HABITAT 

CONDITIONS 

AF1300 wind tunnel 

UNNC 

Isurus Oxyrinchus habitat and speed 

limit [10] 

Temperature range: 5°C 

to 40°C 

Prefers to inhabit in offshore waters with 

temperatures from 17 to 20°C 

Nominal air velocity: 0 

to 36m/s. 
Maximum speed of 70km·h⁻¹. 

 

According to the given specifications from the wind tunnel 
manual and shark habitat, it is noted that the maximum Ma in 
wind tunnel is less than 1, which means the effects of 
compressibility are very small, thereby Ma computation is no 
longer required. Therefore, by deriving the Re equations of the 
sharskin denticle model and the Re for real sharskin denticle 
prototype, given the known data of air and sea water density, 
shark velocity in seawater, air velocity designed in simulation, 
and the dynamic viscosity of sea water and air, the scale factor 
of sharskin denticle model dimensions versus the real sharskin 
denticle prototype dimensions were calculated. The derivation 
of equations is given below. 

���=
������

	�

 ��� 
	

���

	
    (1) 

where ��� is the Reynolds number for real shark denticles in 
sea water; ��� is the Reynolds number for the shark denticle 
model in the air, �� is the mean density of seawater at 17-20°C 
which is 1025.19kg/m

3
 [10], ��	is the mean density of air at 

20°C (1.2kg/m
3
), ��  is the fastest velocity of Isurus 

Oxyrinchus (19.4m/s), �� is the simulated air velocity (10m/s), 
�� is the mean viscosity of seawater at 17-20°C (0.001Pa/s), 
��  is the viscosity of air at 20°C (1.81×10

-5
Pa/s), ��  is the 

height of the sharskin denticle prototype (DH=113×10
-6

m) [7], 
and �� is the height of the sharskin denticle model (m). 

scale	factor 

��

��



������

������

 30    (2) 

Thus, when the wind speed was chosen to be 10m/s, the 
scale factor for shark denticle model dimension versus the real 
shark denticle dimension was calculated as 30 in (2). The 
detailed sharskin denticle model dimensions are listed in Table 
II. 

TABLE III.  SHARSKIN DENTICLE MODEL DIMENSIONS 

Components Dimensions (µm) 

DL 4530 

DW 3750 

RS 1530 

DH 3390 

BW 3570 

NL 1353 

NW 1527 

BL 2514 

RHM 630 

RHS 330 

 

After calculating the sharskin denticle model dimensions, 
the modeling process using 3DExperience part design and 
generative wireframe & surface was performed. The sharskin 

denticle is shown in Figure 2 below. 
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(a) Isometric view of a sharskin denticle 

 
(b) Top view of a shark denticle 

 

(c) Side view a of sharskin denticle 

 

(d) Rear view of a shark denticle 

Fig. 2.  Sharskin denticle model geometry.  

B. 2D simulation Setup and Validation 

Once the sharskin and NACA0012 aerofoil were modeled, 
a comparative study was carried out between a standard 
NACA0012 aerofoil and the NACA0012 aerofoil with the 
sharskin denticles incorporated on it. The simulation case 
studies included 2D simulations of the NACA0012 aerofoil 
with the sharskin denticles put in the normal direction (as 
observed on the sharks) and NACA0012 aerofoil with the 
denticles put in the reverse direction as shown in Figure 3(c)-
(d). The purpose of this simulation was to find the drag 
reduction rate, the L/D enhancement rate for the experiment 
group when sharkskin was put at different positions along the 
aerofoil chord line, and when the aerofoil was rotated at 
different AOAs. To eliminate the other factors that may 
interfere with the simulation results, all simulation settings 
were set to be the same for both the conventional aerofoil and 
the simulated denticle cases. An unstructured mesh of 
triangular shape throughout the control domain with 160,000 
elements was chosen based on the mesh independent study. 
The mesh possesses high density elements clustered around the 
aerofoil surface as shown in Figure 3(a). The dimensions of the 
mesh and the boundary conditions were chosen from [11]. A C-
shaped domain was used with the velocity inlet being placed at 
10 times chord length (10c) from the aerofoil leading edge and 
16c from the trailing edge. The height of the domain is 10c. 
The pressure outlet was placed 16c from the aerofoil trailing 
edge. A no-slip boundary condition was used for the aerofoil 
wall. Mesh elements were clustered around the aerofoil and 
denticle surface to ensure accurate resolution of flow features 
(Figure 3(b)). An inflation layer was adopted with a minimum 
first layer height of 5×10-7m, 10 maximum layers, and a growth 
rate of 1.4 maintained from the aerofoil and denticle wall. A y+ 
value of 0.1 was maintained. All simulations were performed in 
ANSYS FLUENT. Solver settings were chosen based on [11]. 
The SST k-omega model was selected. It has shown great 
efficacy and accuracy in simulating micro-features at a scale 
similar to the sharskin denticles' and has accurately depicted 
the flow structure around these microfeatures [4]. As a result, 
the authors believe that the computational setup is suitable, 

reliable, and can accurately depict the flow features for the 
sharskin denticles and aerofoil presented in this paper. 

TABLE IV.  DETAILED COMPUTATIONAL SETUP 

Grid Unstructured triangular 160,000 elements 

CFD Model SST k-omega 2 Eqns 

Solver Steady state pressure based 

Scheme 

Second order coupled for pressure, momentum, and 

turbulence. Least square cell-based discretization for 

the gradient 

Input parameters Velocity: 10 ms−1, Turbulence intensity (Tu): 5% 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

Fig. 3.  Sharskin denticle model geometry. (a) NACA0012 control group, 

(b) simulation boundary conditions, (c) normal direction arrangement, (d) 
reverse direction arrangement 

C. Validation and Reliability of Simulation Results 

In order to ensure accurate simulation results, the result 
validation process was necessary, which included mesh 
independence check, benchmarking, and experimental result 
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verification. It was assured that the sharskin denticles were 
modeled, meshed, and simulated according to the standard 
procedure, and that the simulation results were reliable. The cd 
value was monitored as the number of mesh elements 
increased. It can be observed from Figure 4 that the number of 
elements increased from 0.2×105 to 1.6×105 before the 
condition of steady cd value was met. Thus, the corresponding 
element size of 0.003c was selected for edge mesh sizing, and 
0.05c was chosen for body mesh sizing.  

 

 
Fig. 4.  Mesh independent check.  

Moreover, the simulation data of cl and cd for smooth 
surface NACA0012 aerofoil was benchmarked with the 

existing data [11]. Figure 5 shows that the simulated results of 

cl and cd show good correlation with the existing simulation 

data.  

 

(a) 

 

(b) 

 

Fig. 5.  Benchmarking results. (a) cl vs. AOA (°), (b) cd vs. AOA (°). 

Lastly, the simulation results of NACA0012 aerofoil at 
Re=6×10

5
 were compared with the X-Foil data at Re=6×10

5
 

[12]. Figure 6 shows that the cl and cd at different AOAs for 

the current study's simulation results are closely matched to the 
X-Foil data and show a very similar trend. Therefore, it can be 
concluded that the results presented for the NACA0012 
aerofoil indicate reliability, repeatability, and accurate capture 
of the flow phenomenon by the applied simulation methods. 

 

(a) 

 

(b) 

 

Fig. 6.  Simulation verification with experimental data. (a) cl vs. AOA. (°), 

(b) cd vs. AOA (°). 

IV. RESULTS AND DISCUSSION 

A. Optimal Location of Sharskin Denticles 

In this section, the simulation results of cl, cd, and L/D of 
sharskin denticles being put at normal and reverse directions 
are compared with the simulation results of a control group, i.e. 
NACA0012 aerofoil smooth surface at Re=6×10

5
. The location 

of the denticles on chord line that has shown the highest 
amount of drag reduction and the highest amount of L/D 
enhancement is considered to be the optimal location of 
sharskin denticles.  

1) Normal Direction Simulation Results  

The denticles at normal direction were put on different 
locations, from 0.1c to 0.7c with a step change of 0.1c on 
NACA0012 aerofoil. Drag reduction rate, lift enhancement 
rate, and L/D enhancement rate were calculated and shown in 
Figures 7-9. Figures 7 and 9 show the drag reduction rate and 
L/D enhancement rate versus AOA (degrees). It is observed 
from Figures 7 and 9 that the optimal position of sharskin 
denticles at the normal direction on NACA0012 aerofoil for 
drag reduction and L/D enhancement is 0.16c, achieving 
maximum drag reduction and L/D enhancement of 3% and 
1.5% achieved at 0° AOA and 4° AOA respectively. Moreover, 
it is observed from Figure 8 that the Lift enhancement rates for 
normal direction simulation at 1° to 2° AOA are all negative. 
At an AOA above 2° , the lift coefficient does not improve 
much, ranging between -1% to 1%. Furthermore, it was found 
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that for normal direction simulations, promising effects of drag 
reduction and L/D enhancement tend to occur when the 
denticles were put close to the leading edge and at low AOAs.  

 

 
Fig. 7.  Drag reduction rate vs. AOA for denticle at normal direction. 

 
Fig. 8.  Lift enhancement rate vs. AOA for denticle at normal direction. 

 
Fig. 9.  L/D enhancement rate vs. AOA for denticle at normal direction. 

2) Reverse Direction Simulation Results 

Since the denticle placing in the normal direction in 
experiment group 1 is not very promising at higher AOAs, in 
order to further explore the performance of this denticle model 
in drag reduction and L/D enhancement, the sharskin denticles 
were put in the reverse direction to discover their effect. The 
sarkskin were put on different locations, from 0.1c to 0.7c on 
the NACA0012 aerofoil. The drag reduction coefficient, lift 
enhancement coefficient, and L/D enhancement coefficient of 
denticles placed in reverse direction were calculated and shown 
Figures 10-12. 

 
Fig. 10.  Drag reduction rate vs. AOA at reverse direction. 

 
Fig. 11.  Lift enhancement rate vs. AOA at reverse direction. 

 
Fig. 12.  L/D enhancement rate vs. AOA for denticle at reverse direction. 

From Figures 10 and 12, the optimal position of sharskin at 
the reverse direction on NACA0012 aerofoil for drag reduction 
and L/D enhancement is found to be 0.6c. The maximum drag 
reduction and L/D enhancement for denticles placed in the 
reverse direction at 0.6c are 4.3% and 3.6% achieved both at 
12 °  AOA. Moreover, the lift enhancement rate for reverse 
direction simulations varies from -1% to 1% after 2-degree 
AOA, as seen in Figure 11. Additionally, it was discovered that 
for the reverse direction arrangement, promising effects of drag 
reduction and L/D enhancement occur mostly when the 
denticles were placed close to the trailing edge at high AOAs. 

B. Sharskin Denticle Flow Mechanism 

Moreover, to find out the sharskin denticle drag reduction 
mechanism, the optimal solution of sharskin placed at the 
normal direction at 0.16c at 0° AOA and the optimal solution 
of sharskin in reverse direction at 0.6c at 12 °  AOA were 
compared with the control group of NACA0012 aerofoil at 0° 
and 12° AOA. The reason for this comparison was to make 
certain that the best scenario was analyzed. 
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(a) 

 

(b) 

 

Fig. 13.  Velocity magnitude pathline plot. (a) 0.16c normal direction at 

0° AOA, (b) 0.6c reverse direction at 12° AOA. 

(a) 

 

(b) 

 

(c) 

 

(d) 

 
Fig. 14.  Pressure coefficient contour plot and cp v.s. Rex plots. (a) 

0.16c normal direction 0° AOA, (b) 0.6c reverse direction 12° AOA, (c) 

0.16c normal direction 0° AOA, (d) 0.6c reverse direction 12° AOA. 

The separation bubble at both the front and rear of the 
sharskin denticles are discovered from Figure 13. The 
separation bubble generated extra suction of airflow along the 
streamwise direction. Through the separation and reattachment 
of separation bubbles, the airflow accelerates and tends to stick 
closer to the aerofoil profile and thus it exhibits better 
aerodynamic performance. Moreover, from Figure 14(a)-(b), 
the denticles also generated a low-pressure zone at the top and 
downstream of the sharskin. The low-pressure zone has caused 
a greater pressure difference between the upper and lower 
surfaces of the aerofoil, which has a positive effect on lift 
enhancement. Meanwhile, since the pressure coefficient further 
downstream of the sharskin is bigger at the sharskin low-
pressure zone, a favorable pressure difference along the 
streamwise direction is formed. This favorable pressure 
difference would eliminate some of the drag forces. This 
favorable pressure gradient can be numerically observed in 
Figure 14(c)-(d) where the cp for optimal solution of sharskin 
denticles is compared with the cp from the control group of 
NACA0012 smooth surface.  

Additionally, the skin friction coefficient also suggested the 
drag reduction effect of sharskin denticles. It is observed from 
Figure 15(a)-(b) that the skin friction coefficient highly 
fluctuated in the NACA0012 control group. The skin friction 
coefficient after applying the sharskin is smoother than that 
from the control group at the same AOA, which suggests that 
the airflow was attached closer to the aerofoil surface after 
flowing through the sharskin denticles, causing less skin 
friction coefficient and less turbulent separation bubbles, 
therefore the aerodynamic efficiency of the aerofoil was 
improved.  

 

(a) 

 

(b) 

 

Fig. 15.  Skin friction coefficient comparison with NACA0012 aerofoil.(a) 

0.16c normal direction 0° AOA, (b) 0.6c reverse direction 12° AOA. 

Denticle position 

Denticle position 
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D. Undesired Pressure Gradient 

Except from the sharskin denticle mechanism in drag 
reduction, an important feature of high-pressure region right 
upstream of the sharskin position was also noticed. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 
Fig. 16.  Comparison between the optimal denticle simulation locations and 

NACA0012 control group.(a) Pressure coefficient contour, 0.16c normal 

direction 0° AOA, (b) pressure coefficient contour 0.6c reverse direction 12° 

AOA, (c) cp vs. Rex for normal direction 0.16c and NACA0012 at 0° AOA, 

(d) cp vs. Rex for reverse direction 0.6c and NACA0012 at 12° AOA. 

According to Figure 16(a)-(b), the sharskin denticles at both 
normal and reverse directions have a high-pressure zone at the 
upstream of the sharskin which may be caused by the blockage 
phenomena of denticle frontal area when air flows through the 
denticles. This high-pressure zone would create an unfavorable 
pressure difference along the streamwise direction that tends to 
generate more drag, thus weakens the sharskin drag reduction 
effect. For the optimized case of normal direction in 
experimental group 1, the pressure difference is roughly 0.665 
according to Figure 16(c), while for the optimized case of 

reverse direction in experimental group 2, the pressure 
difference is around 0.144 according to Figure 16(d). The 
higher the pressure difference between the upstream and 
downstream of sharskin is, the less drag reduction effect it 
would have. The reason why the reverse direction has a better 
drag reduction performance than the normal direction may be 
that the sharskin at reverse direction have a smaller unfavorable 
pressure difference compared to the normal direction case. 

V. CONCLUSIONS  

In this paper, simulations and wind tunnel experiments 
were conducted to attain drag reduction and L/D enhancement 
using strategically placed sharkskin within the laminar 
boundary layer. Based on the results, the following conclusions 
can be drawn:  

• During the simulations, the maximum drag reduction and 
L/D enhancement, for normal direction and 0.16c sharskin 
position, are 3% and 1.5% achieved at 0

o
 AOA and 4

o
 AOA 

respectively. While the maximum drag reduction and L/D 
enhancement, for the reverse direction at 0.6c sharskin 
position, are 4.3% and 3.6% achieved both at 12 o AOA.  

• The presence of the sharskin denticles results in a favorable 
pressure gradient aft of the sharskin which leads to a 
damping of disturbances within the boundary layer. This 
leads to transition delay and drag reduction. 

• The presence of the sharskin denticles also results in an 
undesired pressure gradient and weakens the drag reduction 
effect due to the blockage phenomena of sharskin frontal 
area. 

• As the shape of the sharskin denticles has not been 
optimized, a study to identify an optimized the sharskin 
frontal area design closely would result in a smaller 
unfavorable pressure gradient and greater drag reduction. 
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Abstract-In this paper, the application of an Adaptive Network-

based Fuzzy Inference System (ANFIS) to control a hybrid solar 

and wind grid-tie inverter in order to reduce power oscillations 

and enhance power quality is presented. To extract the maximum 

power from the PV system, a Perturb and Observe (P&O) 

algorithm is presented that tracks the Maximum Power Point 

(MPP). Time-domain simulation results of the studied system are 
performed in MATLAB/SIMULINK under different operating 

conditions such as changing irradiation and short-circuit faults in 

the power grid. From the simulation results, it can be concluded 

that the designed ANFIS controller and the proposed P&O 

algorithm perform better than the traditional PI controller and 
improve transient responses under severe operating conditions. 

Keywords-hybrid; grid-tie inverter; perturb and observe; 

ANFIS 

I. INTRODUCTION  

Sunlight and wind are the furthermost promising renewable 
energy sources. Due to the randomness of the solar irradiance 
and the accessibility of the wind, a combination of solar and 
wind energy production configuration can be a highly reliable 
source of electrical energy. A general planning framework for 
integrating solar and wind energies in a Hybrid Power System 
(HPS) was proposed to exploit the solar-wind complementarity 
and to stabilize the combined power output on a case study in 
Pakistan in [1]. HPS techno-economics for a single-family 
residence in the region of Yambol, Bulgaria was analyzed in 
[2] to determine optimum system configuration to minimize the 
excess energy produced. A hybrid optimization model for 
electric renewable software and its techno-economic feasibility 
to develop a hybrid wind-solar model was analyzed in [3]. The 
benefits of a water pumping power system using HPS in order 

to supply water to remote areas and rural zones have been 
studied in [4]. 

To generate electricity for the power grid, an inverter is 
required. In [5], a 3-level inverter-based grid-tie hybrid solar 
and wind energy system was presented with the mitigation of 
power quality problems. For enhancing the power quality 
problems caused by the switching of the small-scale grid-tie 
inverter under the operation states of solar systems, some 
solutions have been mentioned in [6]. In terms of developing a 
grid-tie inverter, a Shunt Series Switched Grid Tied Inverter 
(SSS-GTI) was proposed in [7]. This inverter structure can 
operate in shunt or cascade-connected mode. Another structure 
to improve efficiency by reducing the switching losses was 
introduced in [8]. Research and application of inverter 
controllers make an important contribution to the quality of the 
power supplied to the power system. Besides the traditional PI 
controllers [9, 10], a double closed-loop controller for voltage 
and current was adopted in [11], using sliding mode control 
[12]. Also, new and modern control techniques have been 
applied, such as the fuzzy logic controller [13]. 

The purpose of this paper is to present the applicability of 
the Adaptive Network-based Fuzzy Inference System (ANFIS) 
controller to improve the stability of the hybrid grid-tie 
inverter.  

II. STUDIED SYSTEM CONFIGURATION 

The studied system configuration is introduced in Figure 1. 
It includes a 5kWp rooftop solar PV system and a 3kW wind 
turbine system connected to the power grid through a hybrid 
grid-tie inverter [9, 14]. The mathematical models of the 
proposed system are described below. 
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Fig. 1.  Block diagram of the studied system. 

A. PV Array Model 

An equivalent circuit diagram of the 5kWp PV array is 
referred to [13, 15]. In this paper, a Sunpower SPR-415E-
WHT-D PV panel is selected. The I-V curve for a rated 5kWp 
PV system affected by irradiance is shown in Figure 2. The 
rated parameters of this PV panel are: 

• Maximum Power: 414.8W 

• Cells per module: 128 

• Voltage at Maximum Power Point (MPP): 85.3V 

• Short-circuit current: 6.09A 

• Current at MPP: 5.69A 

 

 
Fig. 2.  Irradiance effect on the I-V curve. 

B. The PMSG-based Wind Turbine Model 

A small-scale Permanent magnet synchronous generator 
(PMSG)-based vertical wind turbine was used in this paper. 
The equivalent voltage equation of the studied wind PMSG in 
per unit (p.u.) projected to the dq-axis was expressed in [16, 
17]. In this research, the MSFD5-3.000W wind turbine is 
selected with the following parameters: 

• Rated power: 3.000W 

• Max power: 3.500W  

• Rated wind speed: 8m/s 

• Generator type: Three-phase PMSG 

• Working voltage: 192V DC 

• Power supply method: Three-phase whole-wave bridge 
rectifier constant DC charger. 

III. DESIGNED CONTROLLERS 

A. P&O Algorithm for MPP Tracking 

For optimizing the efficiency of the PV system, an MPP 
tracker algorithm using the Perturb and Observe (P&O) 
controller is applied [18, 19]. Its flowchart can be seen in 
Figure 3. 

 

Perturb in the 

opposite direction

Begin

Measure IPV, VPV

Calculate PPV

Perturb in the 

same direction

PPV increases ?

YesNo

 
Fig. 3.  Flowchart of the P&O algorithm for MPP tracking. 

B. ANFIS Controller for DC Voltage Control 

In this section, an ANFIS controller is proposed to replace 
the PI controller in the DC voltage controller block of the 
hybrid grid-tie inverter as presented in Figure 4 [20, 21]. 
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Fig. 4.  Controllers for the hybrid grid-tie inverter. 

 
Fig. 5.  The designed ANFIS controller for DC voltage regulator. 

The structure of ANFIS can be seen in [22-24]. However, 
for enhancing the accuracy of this controller, besides the error 
of DC voltage (e), additional information from its derivative 
(de/dt) is added to train the ANFIS controller (see Figure 5). As 
a result, after the training process, the minimal training root 
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mean square error is RMSE = 0.000019. The surface rule is 
plotted in Figure 6. The selected ANFIS information are:  

• Number of nodes: 35 

• Number of linear parameters: 27 

• Number of nonlinear parameters: 18 

• Total number of parameters: 45 

• Number of training data pairs: 302.401 

• Number of fuzzy rules: 9 

 

 
Fig. 6.  Surface rule of the designed ANFIS. 

IV. SIMULATION RESULTS 

To evaluate the effectiveness of the proposed controller 
simulations were performed in the time-domain of the studied 
hybrid solar and wind system under different operating 
conditions to compare the contributions of the designed P&O 
and ANFIS controllers to control the hybrid grid-tie inverter 
and thus enhance dynamic stability. The simulations were 
carried out in MATLAB/SIMULINK. The mathematical model 
is shown in Figure 7 and the parameters of the studied system 
using PI controllers are illustrated in Figure 8. 

 

 
Fig. 7.  The mathematical model in SIMULINK. 

Figure 9(a) presents the response of the solar PV system 
when the solar irradiance changes and Figure 9(b) shows the 
output power of the solar PV system. It is easy to observe that 
the P&O controller helps keeping the output power of the solar 
PV system close to the peak value of the maximum power.  

 
Fig. 8.  Parameters of the inverter control block using the PI controller. 

(a) 

 

(b) 

 

Fig. 9.  Responses of the studied system with changing irradiance. (a) 

Irradiation, (b) active power of the solar PV system. 

The fuzzy rules designed in Figures 10-12 show the 
comparative transient responses in the time-domain of the 
studied system with the PI controller (red lines) and with the 
designed ANFIS controller (blue lines) when a single-phase 
short-circuit fault occurs at the output of the inverter at 3.5s and 
at the power grid at 6.0s. The wind speed is 6m/s and the 
irradiation varies from 700W/m2 to 600W/m2. 
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Fig. 10.  Relationship between inputs and output of the ANFIS controller in 

the fuzzy rules. 

(a) 

 

(b) 

 

(c) 

 
Fig. 11.  Response of the studied system when a single-phase short-circuit 

occurs. (a) Active power of the wind system, (b) active power of the solar 
system, (c) voltage at the DC-link of the inverter. 

(a) 

 

(b) 

 

(c) 

 
Fig. 12.  Response of the studied system when a short-circuit fault occurs at 

the power grid. (a) Active power of the wind system, (b) active power of the 
solar system, (c) voltage at the DC-link of the inverter. 

It is shown from the comparative results that when the 
faults occurred, the responses of all parameters oscillated. 
However, transient fluctuations were better controlled with the 
proposed ANFIS controller than with the PI controller with 
regard to overshoot and settling time. 

V. CONCLUSIONS 

In this paper, the comparative stability improvement of a 
hybrid grid-connected solar and wind system has been 
presented. To extract the maximum power from the solar PV 
system, a P&O controller is proposed for MPP tracking. 
Furthermore, the ANFIS controller was designed to keep stable 
the DC voltage of the hybrid inverter. Comparative time-
domain simulation results of the studied system under severe 
faults were performed. It can be concluded from the results that 
the proposed P&O and ANFIS controller enhances the transient 
performance of the system with regard to overshoot and 
settling time reduction of the hybrid grid-tie inverter. 
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Abstract-Analysis of the symptoms of rose leaves can identify up 

to 15 different diseases. This research aims to develop 

Convolutional Neural Network models for classifying the diseases 
on rose leaves using hybrid deep learning techniques with 

Support Vector Machine (SVM). The developed models were 

based on the VGG16 architecture and early or late fusion 

techniques were applied to concatenate the output from a fully 

connected layer. The results showed that the developed 

models based on early fusion performed better than the 

developed models on either late fusion or VGG16 alone. In 
addition, it was found that the models using the SVM classifier 

had better efficiency in classifying the diseases appearing on rose 

leaves than the models using the softmax function classifier. In 

particular, a hybrid deep learning model based on early fusion 

and SVM, which applied the categorical hinge loss function, 

yielded a validation accuracy of 88.33% and a validation loss of 

0.0679, which were higher than the ones of the other models. 
Moreover, this model was evaluated by 10-fold cross-validation 

with 90.26% accuracy, 90.59% precision, 92.44% recall, and 
91.50% F1-score for disease classification on rose leaves. 

Keywords-hybrid deep learning; neural networks; rose leaf 

diseases; support vector machine  

I. INTRODUCTION  

Roses are widely produced and exported globally. In 2019, 
the export value of roses was more than 175 million US 
dollars. The top five countries with the highest export rankings 
are Netherlands, Denmark, Uganda, Germany, and Canada [1]. 
In cultivating roses, pest problems such as insect infestations 
are often encountered along with pathogens caused by fungi, 
viruses, and bacteria [2]. There are also diseases caused by 
nutritional deficiencies such as in nitrogen, iron, zinc, and 
magnesium. Disease symptoms can be detected in roots, stems, 
branches, leaves, and buds or flowers. Especially the leaves are 
a source of various infectious disease symptoms. However, 
classifying an infected disease requires skill and experience. 
For example, rose mosaic disease is a common disease 
worldwide and can sometimes be caused by more than one 
pathogen [3]. Image processing methods for plant disease 
classification are currently being studied [4] combined with 

machine learning such as Support Vector Machine (SVM) [5] 
or K-Nearest Neighbors (KNN) [6]. For example, the authors 
in [7] classified 4 rose leaf diseases using machine learning 
with with at least 94% accuracy. In addition to machine 
learning, other methods such as deep learning and neural 
networks are applied to recognize and classify plant diseases. 
The author in [8] developed a Convolutional Neural Network 
(CNN) model, which applied MobileNet and transfer learning 
for rose disease classification. Over 30 and at least 15 rose 
diseases can be observed on the leaves [2]. 

Most of the research used a single perspective or a single 
set of images as the dataset for model training. However, in the 
deep learning model training, it is necessary to use images with 
multiple perspectives, such as image augmentation, and include 
image segmentation to highlight features that appear on the 
image. This approach usually increases the accuracy of the 
model. Moreover, there are currently very few studies that have 
applied hybrid deep learning models to classify plant diseases. 
Therefore, this research aims to develop rose leaf disease 
classification models using hybrid deep learning. Besides, this 
work also compares the performance of models using different 
classifiers, namely softmax function and SVM. 

II. RESEARCH METHODOLOGY 

A. Image Data Collection 

This study classifies rose diseases by identifying the 
symptoms on leaves based on image processing and CNN. A 
program was developed using the Google search engine and 
ChromeDriver utility to search and download rose leaf images 
with dimensions of at least 224 pixels. All downloaded images 
were rechecked and labeled. Moreover, the author took photos 
of rose leaves with and without diseases with an Android 
mobile phone. Therefore, a dataset of 4,032 downloaded and 
taken pictures was formed. The imagres were categorized to 16 
different classes with regard to the shown rose disease (15 
diseases + 1 normal/control) as shown in Table I. Finally, all 
images were resized and cropped to the dimension of 224×224 
pixels. 
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TABLE I.  ROSE LEAF IMAGES CLASSIFICATION 

No. Label 
Disease 

Caused by 
Amount 

(images) 

1 BS Black spot Fungi 295 

2 DM Downy mildew Fungi 272 

3 PM Powdery mildew Fungi 281 

4 BM Black mold Fungi 245 

5 BB Botrytis blight Fungi 234 

6 VW Verticillium wilt Fungi 220 

7 CLS Cercospora leaf spot Fungi 279 

8 ATN Anthracnose Fungi 276 

9 RT Rust Fungi 280 

10 RM Rose mosaic Virus 270 

11 RR Rose Rosette Virus 236 

12 RSD Rose spring dwarf Virus 281 

13 SLR Strawberry latent ringspot Virus 183 

14 IB Insect bites Insect 192 

15 ND Nutrient deficiencies - 238 

16 NM Normal (disease-free) - 250 

 

B. Image Augmentation 

During the deep learning training mstage many images are 
needed to increase the performance of the model. If a particular 
class has a small number of images, it can affect classification 
accuracy. Thus, the author increased the number of training 
images by using the image augmentation technique, including 
vertical and horizontal flips, rotation (45, -45, 90, -90 degrees), 
shearing (45 and -45 degrees), and random zoom-in up to 
200%. Thus, the number of the images increased from 4,032 to 
40,320 images. The example of image augmentation is shown 
in Figure 1. 

 

 
Fig. 1.  Example of image augmentation. 

C. Image Processing 

Image processing was applied to emphasize the physical 
appearance of the rose leaves. The preliminary step is that the 
rose leaf was separated from the background pixels with the 
GrabCut [9] method based on the graph-cut technique. Such an 
output image is illustrated in Figure 2. 

 

 
Fig. 2.  The background pixels are removed by the GrabCut method. 

The images obtained after the removal of the background 
pixels were subjected to image color-spacing and image 
thresholding processing. 

1) Hue, Saturation, Value Color Space 

Hue, Saturation, Value (HSV) is a color space model which 
includes ranges of color type between 0 to 360 degrees, 
vibrancy, and color brightness. This work focused on color 
ranges around 120 degrees, which are related to the green color 
of a rose leaf. All green areas were desaturated with the lower 
saturation as grayness. As a result, any color not related to 
green was accelerated to become more emphatic. 

2) Truncated Adaptive Gaussian Thresholding 

Truncated Adaptive Gaussian Thresholding (TAGT) is a 
combination technique between truncate and adaptive Gaussian 
thresholding. For truncate thresholding, an image without 
background pixels is processed. Pixels greater than the 
threshold value �����  = 127, were assigned that value [10]: 

����	, ��  �threshold, if	���	, �� � �����
���	, ��, otherwise

    (1) 

where ���	, ��  refers to the input pixel coordination, and 
����	, �� refers to the output pixel coordination. 

Next, the threshold was adjusted from the weighted sum of 
the block size of the pixel neighborhood at 7×7 using adaptive 
Gaussian and binary thresholding, as in (2) [10]. 

����	, ��  ���	��� , if	���	, �� � ���	, ��
0,													otherwise     (2) 

where ��	���  refers to the maximum value assigned to the 
pixels and ���	, ��  refers to the individual threshold 
calculation of each pixel. 

3) Double Inverse-Binary Thresholding 

Double Inverse-Binary Thresholding (DIBT) is a 
thresholding method with twice applied inverse-binary 
thresholding. First, the image without background pixels is 
taken through a thresholding process between inverse-binary 
and binary, where the threshold values are set to 100 and 0 
respectively. The resulting image from the first step was 
adjusted to the threshold value of 127 by inverse-binary 
thresholding, calculated in (3) [10]. 

����	, ��  �0,														if	���	, �� � ���	, ��
��	��� , otherwise     (3) 

This results in an image emphasizing the expected 
coordinates of the suspected position of disease infection or 
wilt on the rose leaf. Each original image will result to 3 more 
images, namely HSV, TAGT, and DIBT, as shown in Figure 3. 

 

 
Fig. 3.  Example of each image processing. 
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D. Hybrid Deep Learning Modeling 

In this step the CNN models for the classification of 
diseases on a rose leaf were developed. Twelve models were 
developed as follows. 

1) Visual Geometry Group16-Based CNN Model 

Visual Geometry Group16 (VGG16) model is a CNN 
architecture presented in [11]. The input images of the VGG16-
based CNN model were set to 224×224 pixels for processing 
through 16 weight layers, including 13 convolution layers and 
3 fully connected layers. All convolution layers have a 3×3 
kernel size, 1 pixel of padding size, and the Rectified Linear 
Unit (ReLU) activation function. Spatial pooling followed with 
5 max-pooling layers with a 2×2 pixel filter and stride 2. 
Further, 1 flatten layer was included before feeding the output 
to the fully connected layers. Furthermore, the softmax 
activation function was applied with 1,000 output classes in the 
last fully connected layer. Thus, the total trainable parameters 
of this model were 138,357,544 as shown in Figure 4. 

 

 
Fig. 4.  VGG16-based CNN model architecture. 

According to Figure 4, the "Process: A" refers to feature 
extraction layers, "Process: B" refers to the flatten layer, and 
"Process: C" refers to the fully connected layers. This research 
used the original image dataset with 16 labeled output classes 
(see Table I) to develop the VGG16-based CNN model. 
Therefore, the softmax layer (in Process: C) was set to 16 
instead of 1000 classes. The overall trainable parameters of 
this model were 134,326,096. 

2) Early Fusion Model 

The early fusion (EF) model was developed based on the 
VGG16-based CNN model. It starts with the images that have 
undergone each image thresholding processing separately 
(original, HSV, TAGT, and DIBT images) to each channel of 
CNN for extracting features (see Process: A in Figure 4) with 
the VGG16 architecture. The outputs obtained for each dataset 
were fused and flattened before being classified with the fully 
connected layers, as shown in Figure 5. The sum of the 
trainable parameters was 484,041,973. 

3) Late Fusion Model 

The VGG16-based CNN model was extended to the Late 
Fusion (LF) model in this work. The LF model starts with each 
processed image as input (as the EF model) for each CNN 
channel, then fused each output obtained after classification by 
the softmax activation function. After the fusion of the results 
obtained from the 4 image types, they were classified by 2 
dense layers of size 4,096 and were finalized with the softmax 
function to 16 output classes (Figure 6). The total trainable 
parameters were 586,665,136. 

7  

Fig. 5.  VGG16-based early fusion model. 

 
Fig. 6.  VGG16-based late fusion model. 

4) VGG16-Based SVM Models 

According to the VGG16-based CNN model, the softmax 
activation function was used to classify the final output at the 
last layer. In contrast, this VGG16-based SVM model applied 
the SVM classifier instead of the softmax activation function, 
as shown in Figure 7.  

 

 
Fig. 7.  VGG16-based SVM model. 

SVM is a popular classifier for supervised learning 
algorithms, especially for binary classification. In this work, 
multi-class SVM is required to classify 16 classes of rose leaf 
disease images. There are several classifiers for multi-class 
SVM. In this work various multi-class SVM classifiers were 
applied including L2-SVM, Categorical Hinge Loss SVM 
(CHL-SVM), and Weston-Watkins SVM (WW-SVM), to the 
VGG16-based CNN models as follows. 

The L2-SVM is based on the optimization of L2 norm and 
Squared Hinge Loss (SHL) which is calculated in (4) and (5). 
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�  � 	! + #    (4) 

$  ∑ max�0,1− �+!��,-
!./     (5) 

where �  refers to the weight of dataset 0 , 	!  refers to the 
augmentation of sample data vectors, # refers to the bias, 1 
refers to the number of samples in a dataset, �+  refers to the 
actual class, and � refers to the predicted class. 

Then, the SHL was optimized with a minimum of 
Euclidean norm and a large error penalty. Thus, the L2-SVM 
was formulated in (6). 

min /

,
‖�‖,, + 4∑ max(0,1 − �+!(� 	! + #��,-

!./     (6) 

where ‖�‖,  refers to the Euclidean norm (L2 norm 
regularization), and 4  refers to the large error penalty for 
misclassification in which 4 > 0. 

The CHL-SVM or multi-class hinge loss function was 
implemented with TensorFlow 2 based Keras and is calculated 
in (7) [12]. 

$ = max50,1 +max5(1 − �+��6 − ∑ �+!�!-
!./ 6    (7) 

Regarding the WW-SVM or Weston-Watkins hinge loss 
[13], the linear classifier was calculated in (8), and the 
optimization was formulated in (9). 

$ = ∑ ∑ max(0,1 + �! − �7�789:
�
!./     (8) 

min
/

,
∑ ‖�7‖,;
7./ + 4∑ ∑ max(0,1 + �! − �7�789:

�
!./     (9) 

where � refers to the weight, < refers to the number of classes, 
= refers to the number of samples in the dataset, � refers to the 
predicted class, and 4  refers to the large error penalty for 
misclassification in which 4 > 0. 

Finally, the last fully connected layer with the softmax 
function was replaced with the multi-class SVM to classify the 
final output. Therefore, 3 VGG16-based SVM models, namely 
VGG16 & L2-SVM, VGG16 & CHL-SVM, and VGG16 & 
WW-SVM, were developed with different multi-class SVM 
classifiers. 

5) Early Fusion-Based SVM Models 

The early fusion-based SVM model applied the 3 different 
multi-class SVM classifiers to the last fully connected layer 
with softmax of the EF model. Thus, 3 EF models were 
developed, namely EF & L2-SVM, EF & CHL-SVM, and EF 
& WW-SVM. 

6) Late Fusion-Based SVM Models 

The LF model included two softmax functions at two 
layers: before fusion and at the last layer of the model. Thus, 
the softmax classifier of the last layer was bypassed and 
replaced with the multi-class SVM classifiers. Therefore, 3 late 
fusion-based SVM models were developed: LF & L2-SVM, LF 
& CHL-SVM, and LF & WW-SVM. 

By default, all models are based on VGG16 and CNN 
architecture. The image dataset was randomly split into 70%, 
15%, and 15% for training, validating, and testing respectively. 
The hyperparameters were set as follows: the batch size was 

64, the learning rate was 0.001, and training took 200 epochs. 
The models were compiled with the Adam optimizer. 

E. Model Evaluation 

All models were evaluated and validated by the accuracy 
and loss value during the training processing. In addition, the 
VGG16-based CNN, EF, and LF models that applied the 
softmax function at the fully connected layer were evaluated 
using the categorical cross-entropy loss [14]: 

Cross-entropy = −∑ ∑ �!,B log5E!,B6F
B./

7
!./     (10) 

where � refers to the total of input, � refers to the number of 
classes, �!,B  refers to the input �  of class G , E!,B  refers to the 

probability of the predicted class G by input �. 

Further, the k-fold cross-validation was used to estimate the 
learning skill of the model based on an unseen dataset. The k-
fold cross-validation is mainly used to measure performance 
for machine learning models but can also be applied to deep 
learning models. Thus, all 12 models were evaluated by 10-fold 
cross-validation in this work. The performance of the models 
was validated on accuracy (ACC) [15], precision (PREC) [16], 
recall (REC) [17], and F1-Score. 

III. RESULTS 

All 12 models were trained, validated, and tested and their 
performances were compared. 

A. Model Training and Validation Performance 

The results showed that the models developed with the 
early fusion technique performed better than late fusion and 
VGG16 models. Especially, the model developed with the 
early fusion method and categorical hinge loss for the SVM 
(EF & CHL-SVM) gave the best accuracy among the models 
as shown in Table II. 

TABLE II.  ACCURACY AND LOSS VALUES RESULTS BETWEEN 

TRAINING AND VALIDATION OF THE MODELS 

Models 
Training Validation 

ACC Loss ACC Loss 

VGG16 (Softmax) 94.71 0.1847 83.28 0.4063 

VGG16 & L2-SVM 95.09 0.1656 83.79 0.3643 

VGG16 & CHL-SVM 96.03 0.1185 84.32 0.2607 

VGG16 & WW-SVM 95.59 0.1404 84.25 0.3090 

EF (Softmax) 97.09 0.0654 87.31 0.1438 

EF & L2-SVM 97.37 0.0514 87.62 0.1130 

EF & CHL-SVM 98.28 0.0309 88.33 0.0679 

EF & WW-SVM 97.91 0.0443 88.07 0.0974 

LF (Softmax) 96.44 0.0981 84.19 0.2159 

LF & L2-SVM 96.86 0.0770 84.87 0.1695 

LF & CHL-SVM 97.21 0.0597 85.44 0.1313 

LF & WW-SVM 96.97 0.0714 85.02 0.1570 

 

According to Table II, the EF & CHL-SVM model yielded 
a training accuracy of 98.28% and a training loss of 0.0309. In 
addition, it gave a validation accuracy of 88.33% and a 
validation loss of 0.0679. The accuracy and loss error between 
training and validation of the EF & CHL-SVM are shown in 
Figure 8. The validation accuracy of the EF & CHL-SVM 
model for rose leaf disease classification can be normalized and 
displayed as a confusion matrix, as shown in Figure 9. The EF 
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& CHI-SVM model was able to classify the disease-free (NM) 
rose leaves with 98.95% accuracy. The most accurate 
classifications of rose leaf diseases were VW, IB, and DM, 
with 98.48%, 94.08%, and 92.68% accuracy respectively. For 
most of the other diseases the accuracy was higher than 87%, 
except for BB, ATN, CLS, and SLR which had less than 83%. 
Especially, the SLR disease had the lowest accuracy of 

74.44%. 

 

 
Fig. 8.  The performance of training and validation of the EF & CHL-SVM 

model. 

 
Fig. 9.  The validation accuracy of the EF & CHL-SVM model in a 

confusion matrix. 

B. Model Evaluation 

All developed models were tested and evaluated by 10-fold 
cross-validation with a test dataset. The result showed that the 
performances of the EF-based models were higher than the LF-
based and VGG16-based models'. Regarding the EF-based 
models, the EF & CHL-SVM had the highest performance with 

90.26% accuracy, 90.59% precision, 92.44% recall, and 
91.50% F1-score as shown in Table III.  

TABLE III.  CROSS-VALIDATION PERFORMANCE 

Models ACC PREC REC F1-Score 

VGG16 (Softmax) 86.16 87.03 89.05 88.03 

VGG16 & L2-SVM 86.37 87.27 89.16 88.20 

VGG16 & CHL-SVM 86.90 87.81 89.47 88.63 

VGG16 & WW-SVM 86.62 87.53 89.30 88.41 

EF (Softmax) 89.54 90.20 91.90 91.04 

EF & L2-SVM 89.85 90.51 92.14 91.32 

EF & CHL-SVM 90.26 90.59 92.44 91.50 

EF & WW-SVM 90.08 90.63 92.42 91.51 

LF (Softmax) 87.62 88.56 90.04 89.30 

LF & L2-SVM 87.83 88.78 90.19 89.48 

LF & CHL-SVM 88.31 89.13 90.68 89.90 

LF & WW-SVM 88.05 88.88 90.43 89.65 

 

IV. CONCLUSION 

This research developed 12 models for classifying rose 
diseases from the symptoms that appear on the rose leaves 
using a CNN model based on VGG16 architecture and image 
processing. The classification of rose diseases consists of 16 
classes (9 classes for diseases caused by fungi, 4 for virus 
diseases, 1 for insect bit, 1 for nutrient deficiencies, and 1 
disease-free class). The 12 developed CNN models were 
divided into three groups: VGG16, EF, and LF. In addition, 
each group was divided into two classifier types: softmax and 
SVM. The softmax function was used in 3 models, namely the 
VGG16-based CNN, EF, and LF models. The utilized multi-
class SVM classifiers were L2-SVM, CHL-SVM, and WW-
SVM. There were 4,032 rose leaf images for model training. 
The images were resized to 224×224 pixels and underwent 
image augmentation, resulting in a dataset of 40,320 images. 
These images were subjected to image processing, including 
removal of background pixels, HSV color space, TAGT, and 
DIBT, to emphasize their features. Both TAGT and DIBT are 
based on image thresholding processing. Ultimately, the dataset 
was split to 70% for training, 15% for validation, and 15% for 
model testing by 10-fold cross-validation. 

The results showed that the EF-based models gave the 
highest training, validation, and testing performance values, 
followed by the LF-based and the VGG16-based models. In 
addition, the models developed with the SVM classifier 
performed higher than the models using the softmax function. 
The model using CHL-SVM showed the highest performance, 
followed by the models using WW-SVM, L2-SVM, and 
softmax function. Thus, the EF & CHL-SVM, a developed 
model based on the early fusion method and employing the 
SVM categorical hinge loss function was the most suitable 
model for classifying diseases on rose leaves with an accuracy 
of at least 88.33%. The models developed in [7, 8] had 
accuracy not less than 94%, which is higher than the accuracy 
of the CHL-SVM model in this work. However, these two 
studies only classified 4 rose leaf diseases, unlike this study 
which classified 15. 

Moreover, it is evident that image processing can improve 
rose leaf disease classification accuracy, especially when the 
features are fused. Besides, it was found that SVM gave better 
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results as a classifier than the softmax activation function, 
which is consistent with the findings in [18]. 

Regarding further work, the author plans to develop a 
model based on U-net deep learning and a transfer learning 
approach to detect and classify diseases on plants and then 
integrate it to the Internet of Things. 
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Abstract-In this paper, an electrically small, planar antenna with 

broad side radiation pattern is presented. The design contains a 

dipole and a segmented circular loop which works equivalent to 
that of a magnetic dipole. A circular patch with slots is used to 

provide impedance matching. In general, electrically small 

antennas suffer from narrow bandwidth. In this paper, the 

reconfigurability of the small antenna for two different 

applications, 1.5GHz and 2.4GHz, is discussed. This 

reconfigurability was achieved by using a BAR 64-03W pin diode 

to adjust the resonant frequency. Two reconfigurable frequency 
bands were achieved at 1.5GHz and 2.4GHz with broad side 
radiation patterns. 

Keywords-electrically small antenna; PIN diode; end fire 

radiation pattern; NFRP elements 

I. INTRODUCTION  

The components used in wireless communication systems 
such as antennas, filters, multiplexers, modulators, etc. are 
continuously miniaturized and intelligentized [1-3]. Frequency 
reconfigurable electrically small antennas are often suitable and 
are used for compact, wearable devices [4, 5]. An antenna with 
a broad front-to-back ratio and an equivalent pattern of E and H 
plane radiation is shown in [6]. The research groups in [7-10] 
and [11-15] have extensively researched antennas with the 
combination of electric and magnetic dipoles. The quarter 
wavelength patch with vertical orientation is commonly used in 
[7] as a magnetic dipole, which is coupled with the electric 
dipole to design complementary antennas with a wavelength of 
0.25λ0 [8-12]. NFRP elements were used in [13] to design 
electric and magnetic dipoles, contributing to the design of dual 
band electrically small antennas. Most of the tiny electrically 
small antennas are not reconfigurable except from [4] and [5]. 
Three magnetic NFRP elements were paired with two electric 
NFRP elements in [5] to achieve the reconfigurability of their 

radiation pattern. A planar, reconfigurable complementary 
antenna with a single layer pattern was indicated in [16]. In 
addition to the reconfigurability of polarization and radiation 
reconfigurability patterns, due to its powerful spectrum use, 
frequency reconfigurability has gained a lot of attention [17-
20]. Utilizing appropriate antenna size, different frequency 
reconfigurable monopole antennas [17-19], patch antennas [20-
22] and quasi-Yagi Uda antennas [23-24] have been created. In 
order to obtain a unidirectional radiation pattern which 
increases the antenna size, a broad ground plane is required. By 
eliminating the ground plane, the complementary Huygens 
source antenna is used to achieve high front-to-back ratios with 
less distance. This paper introduces an electrically small 
reconfigurable antenna. To produce the magnetic dipole that is 
combined with the rectangular bar electric dipole to obtain the 
end fire radiation pattern, a segmented circular loop is used. 
This antenna is 35mm×35mm×1.6mm in size and has a single 
coating. In addition, the design is expanded by inserting a pin 
diode in the electric dipole to achieve frequency 
reconfigurability. Two resonant bands were obtained at 1.5 and 
2.4GHz and the end fire radiation pattern was maintained. This 
antenna was fabricated in order to obtain a practical realization 
of the results. A good agreement between the simulated and the 
experimental results was obtained. 

II. ANTENNA MECHANISM 

The magnetic dipole is considered to be a loop with a 
uniform current distribution. Due to its low radiation resistance 
and high reactance, its impedance matching is poor. The 
diameter of the outer loop is 16.8mm at the resonant 
frequency and the current distribution is uniform and flows 
along the Y-axis (Figure 1). The electrical and magnetic 
dipoles are excited in a perpendicular manner in order to design 
this planar, electrically small antenna. The strip line and the 
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circular loop on the top and bottom layers of the substrate are 
mounted at this end. The length and width of the patch are 
calculated by (1)-(3). 

� � ��
��� √

�
ɛ
��    (1) 

where v0 is the velocity of light in free space. 

 � �
���√ɛ���� � 2��    (2) 

�� � 0.412� �ɛ������.�������.�� �
�ɛ����!�.�"#�����.# �    (3) 

where ∆l is the extension in length due to fringing effects. 

The effective dielectric constant is given by: 

ɛ$%&& � ɛ���
� ' ɛ�!�

� (1 ' )�� � *+
!�/�

    (4) 

The actual length and width of the ground plane can be 
calculated by (5) and (6): 

Lg=6h+L    (5) 

Wg=6h+W    (6) 

where L is the length of the patch, W its width, and h is the 
thickness of the substrate. 

Length and width of the feed line are calculated by: 

B=
��-.
√ɛ�/0    (7) 

where Zc is the characteristic impedance and ɛr the relative 
permittivity of the substrate. 

Lf=
12

3√ɛ���    (8) 

The radius of the patch is calculated by: 

a=
�

√�� .4
5ɛ�6789

5�
.4:��.;;��<

    (9) 

Small antennas are those in which the largest dimension is 

less than the one-tenth of the wave length (λ /10). Small 
antennas are those having K.a<1, where K=wave 

number=
�п
1 =0.0314. For the proposed antenna the obtained K.a 

value is: K.a=0.0314×16.8=0.527<1. 

III. ANTENNA DESIGN CONSIDERATION 

Figure 1 represents the configuration of the electrically 
small planar antenna. It mainly consists of a segmented loop 
and strip line fabricated on a FR4 substrate with 4.4 relative 
permittivity, 1.6mm thickness, 35mm length, and 35mm width. 
The top layer of the antenna is fabricated with a strip line and it 
is fed by an edge feed acting as an electric dipole. The bottom 
layer of the antenna, i.e. in the ground plane, contains an outer 
circle with radius R4 and an inner circle with radius R3 (see 
Table I). The proposed antenna was designed and analyzed 
experimentally. The prototype of the antenna was fabricated 
and the result was verified by a vector network analyzer 
(Figure 2). Figure 3 shows the fabricated antenna. 

 
Fig. 1.  The designed planar electrically small antenna. 

 
Fig. 2.  Antenna parameter testing using VNA. 

TABLE I.  DIMENSIONS OF THE DESIGNED PLANAR ELECTRICALLY 

SMALL ANTENNA 

Parameter L W L1 W1 R1 R2 R3 R4 

Value (mm) 35 35 35 1.5 10 12.2 15 16.8 

 

 
(a)                                            (b) 

Fig. 3.  Images showing the prototype of the proposed planar electrically 

small antenna: (a) top view, (b) bottom view. 

IV. RESULTS AND DISCUSSION 

Return loss is the most preferred parameter to test an 
antenna. Instead of using 2 different antennas at different 
frequencies, a single antenna can switch between 2 frequencies. 
In the proposed model, the antenna can switch between 1.5GHz 
and 2.4GHz. Figure 4 shows the return loss of the antenna 
when the diode is in the OFF state. During the OFF state, the 
antenna resonates at 2.4GHz, with a return loss value of  
-15.8dbm for the simulated and -13.01dbm for the actual 
antenna. Figure 5 represents the equivalent circuit diagram of a 
pin diode in ON and OFF state. During the ON state, the 
antenna resonates at 1.5GHz and only the resistor and inductor 
values are used. During the OFF state, the antenna resonates at 
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2.4GHz and the resistor, capacitor, and inductor values are 
used. Figure 6 shows the return loss of the antenna when the 
diode is at the ON state. The proposed antenna resonates at 
1.5GHz with a return loss value of -15.07dB for the simulated 
model and -13.08dB for the fabricated model. 

Voltage Standing Wave Ratio (VSWR) is a significant 
parameter for estimating the behavior of the RF components at 
high frequencies. The proposed antenna resonates at 2.4GHz 
with circular polarization when the diode is in the OFF state. 
Figure 8 shows the 3D radiation pattern of the antenna with 
broad side radiation. Maximum radiation exists in the XY 
plane. The maximum possible gain is about 1dB at θ=0

o
. 

Figures 9-10 represent the patterns of the antenna at various 
azimuthal and elevation planes. 

 

 
Fig. 4.  Return loss of the antenna when the diode is in the OFF state. 

(a) 

 

(b) 

 

Fig. 5.  Equivalent circuit diagram of a pin diode. (a) ON, (b) OFF. 

 
Fig. 6.  Return loss when the diode is in the ON state. 

 
Fig. 7.  VSWR of the antenna. 

 

Fig. 8.  3D radiation pattern of the antenna. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 9.  Azimuth pattern at θ = (a) 0
o
, (b) 30

o
, (c) 60

o
, (d) 90

o
, (e) 120

o
, (f) 

180
o
. Purple line: simulated results, red line: measured results. 

. 
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Fig. 10.  Elevation pattern at φ= (a) 0
o
, (b) 30

o
, (c) 60

o
, (d) 90

o
, (e) 120

o
, (f) 

180
o
. Purple line: simulated results, red line: measured results. 

The comparison with other proposed designs in Table II 
shows that that the proposed antenna offers better results in 
terms of return loss and gain.  

TABLE II.  PERFORMANCE COMPARISON OF THE PROPOSED 

ANTENNA WITH OTHER, KNOWN ANTENNAS 

Ref Substrate Reconfigurable 
Area 

(mm3) 

Center 

Frequency 

Gain 

(db) 

[1] 
FR-4 

Epoxy 
Frequency 45×40×1.6 

1.28GHz 

1.62GHz 
------- 

[6] 

RT 

Duroid 

5880 

Frequency 45×38×0.254 2.4GHz ------- 

[7] Polyimide Frequency 45×35×3.2 1.6GHz 0.9dB 

[8] FR4 Frequency 95×100×14 1.71GHz -------- 

Proposed FR4 Frequency 35×35×1.6 
1.5GHz 

2.4GHz 
1.86dB 

 

V. CONCLUSION 

Based on the complementary concept, an electrically small, 
coplanar antenna was realized by combing the equivalent 
magnetic dipole of a segmented loop and the electric dipole of 
a strip line. The antenna is designed on a FR4 epoxy substrate, 
having a small area of 35×35×1.6mm

3
. The antenna showed 

satisfying broadside radiation performance, exhibiting a gain of 
1.86dB. It has been found that the resonance frequencies of 

both the electric dipole and the magnetic dipole (segmented 
loop) can be easily tuned with PIN diodes. Therefore, a 
frequency-reconfigurable complementary antenna was further 
developed. Two reconfigurable broadside radiation bands have 
been achieved at 1.5 and 2.4GHz. 
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Abstract-Self-Compacting Concrete (SCC) reduces 

environmental noise and has more workability. This research 

presents an investigation of the behavior of SCC under 

mechanical loading (impact loading). Two types of cement have 

been used to produce SCC mixtures, Ordinary Portland Cement 
(OPC) and Portland Limestone Cement (PLC), which reduces the 

emission of carbon dioxide during the manufacturing process. 

The mixes were reinforced with Carbon Fiber Reinforced 

Polymer (CFRP) which is usually used to improve the seismic 

performance of masonry walls, to replace lost steel 

reinforcements, or to increase column strength and ductility. 

Workability tests were carried out for fresh SCC. Prepared 

concrete slabs of 500×500×50mm were tested for low-velocity 

impact loading at ages of 28, 56, and 90 days after water curing. 

The results were compared with the ones of non-reinforced SCC 

mixes and show a significant effect on the impact resistance after 

the SCC was reinforced with CFRP. The strongest impact 

resistance was recorded for reinforcing slabs made from OPC 

SCC, while for the reinforced concrete slabs produced from PLC 
the results were less, but at a close rate. 

Keywords-self-compacted concrete;carbon fiber reinforced 

polymer; impact loading test; Portland limestone cement 

I. INTRODUCTION  

Self-Compacted Concrete (SCC) is a kind of concrete that 
is cast without being compacted and fills the formwork with its 
own weight. SCC provides some advantages in comparison 
with traditional concrete, including enhanced building quality, 
quicker construction activity, lower costs, increased in-situ 
concrete quality under challenging casting loads, decreased 
accidents, noise and vibrations, while it assists in the 
attainment of higher surface quality [1]. One of the drawbacks 
of SCC is its large cost, which is due to the usage of large 
amounts of Portland Cement (PC) and chemical additives. The 
SCC cost will be lowered if the mineral additions replace a 
portion of the PC, particularly if the mineral additives are 
industrial waste or by-products. Furthermore, the use of 
mineral additives in the manufacturing of SCC has not only 
economical but also environmental benefits [2]. Cement 
manufacturing emits a large quantity of carbon dioxide and 
necessitates a large amount of energy [3]. Blending limestone 

with conventional OPC or intergrading limestone and cement 
clinker produces Portland Limestone Cement (PLC). The 
increased use of PLC in the concrete industry is mostly owed to 
its lower raw material usage and energy savings in clinker 
production [4]. Components made of Fiber Reinforced Polymer 
(FRP) have been utilized extensively and effectively in seismic 
enhancement projects [5]. 

Traditional metal and ceramic materials are being displaced 
in a wide range of high-performance implant applications due 
to their high specific strength, superior corrosion resistance, 
low weight, and design flexibility. The fiber-matrix interface is 
essential to the performance of fiber-reinforced composites. A 
visible interface can guarantee that stress is effectively 
transmitted from the weaker matrix to the stronger fiber, 
reducing stress concentrations and improving the overall 
mechanical characteristics [6]. Throughout their functioning 
lives, many structures or structural parts are likely to be 
subjected to impact forces or even repeated impacts. Impact 
forces can occur by a variety of causes. One example is the 
impact of moving automobiles on columns and walls of 
structures in accidents. Other instances include the effect of 
dropped items from high elevations, the effects of projectiles in 
wars or terror acts and the effects of water on hydraulic 
infrastructure, offshore structures, or bridge piers. Impact 
forces apply short-term dynamic loads to the material, 
subjecting it to unusual and unwanted stresses, particularly in 
brittle materials such as concrete. This type of loading 
necessitates improved microstructural performance in order to 
be efficiently absorbed. Additive fibers can improve concrete 
responsiveness under static and dynamic loads. Several testing 
techniques have been developed in order to get a satisfactory 
measurement of FRC impact resistance. The drop-weight, 
projectile impact Charpy pendulum, and the explosive and 
Repeated Blows Drop-Weight Impact (RBDWI) tests are 
among them [7].  

II. MATERIAL CHARACTERIZATION 

A. Cement 

In this study, two types of cement were employed, PLC and 
OPC. The PLC was manufactured in Karbala city in Iraq by the 
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Lafarge Company, it is commercially known as Karasta, and it 
was purchased at a local market. To minimize exposure, it was 
stored in a dry area. Tables I and II show the chemical 
composition and the physical properties of the Karasta cement. 
This cement complied with the EN 197-1:2011 [8]. OPC 
commercially known as Mass was also utilized. Its physical 
and chemical properties conform to the Iraqi Standard No. 5 of 
2019 [9] and are given in Tables III and IV. 

TABLE I.  CHEMICAL COMPOSITION OF KARASTA CEMENT 

Compound Percentage by weight Limit of EN 197-1:2011 

Magnesia (MgO) 1.83 ≤ 5% 
Sulfate (SO3) 2.35 ≤ 2.5 

CaO 62.11  
L.O.I 7.44 ≤ 4 
SiO2 18.39  
Al2O3 4.63  
Fe2O3 2.77  
Total 99.52  
C3A 7.58  

Chloride content 0.01 ≤ 0.10 % 
I.R 1.38 ≤ 1.5 

TABLE II.  PHYSICAL PROPERTIES OF KARASTA CEMENT 

Physical properties Test result Limits of EN 197-1:2011 

Specific surface area 
(Blaine method) cm2/g 

4875 ≥ 2500 

Initial setting (min) 90 ≥ 45 
Compressive strength (MPa) at: 

2 days 8 ≥ 10 - 20 
28 days 34 ≥ 42.5 

TABLE III.  CHEMICAL COMPOSITION OF MASS CEMENT 

Oxides Test results 
Limits of the Iraqi standard 

No.5/2019 for OPC 

CaO 62.32 - 
SiO2 21.34 - 
Al2O3 4.93 - 
Fe2O3 5.43 - 
MgO 2.12 Max 5% 
SO3 2.35 Max2.8% 

L.O.I. 1.72 Max 4% 
LSF 0.86 0.66-1.02 

Saturation 
coefficient 

0.83 Max 1.5% 

Constituent% according to Bogue equations 

C3S 76.28 - 
C2S 3.73 - 
C3A 6.72 - 
C4AF 16.5 - 

TABLE IV.  PHYSICAL PROPERTIES OF MASS CEMENT 

Physical properties Test results 
Limits of the Iraqi standard 

No.5/2019 for OPC 

Specific surface area 
(Blaine method) m2/kg 

376 min 250 

Setting time (Vicat's apparatus) 

Initial setting (min) 2:5 ≥ 45 
Final setting (hr) 4:00 ≤ 10 
Soundness using 

autoclave method (mm) 
0.12 ≤ 0.8 

Compressive strength (MPa) at: 
2 days 26 ≥ 20 
28 days 47 ≥ 42.5 

B. Fine Aggregates 

As fine aggregates, natural sand from the Al-Ukhaider area 
was used. Table V shows the physical and chemical properties 
and Table VI shows the sieve analysis of the sand used, which 
conforms to the limits of Iraq specification No. 45/1984 Zone 2 
[10]. 

TABLE V.  CHEMICAL AND PHYSICAL PROPERTIES OF FINE 
AGGREGATES 

Property Test result I.Q.S.45: 1984 limits 

Specific gravity 2.6 - 
Absorption (%) 0.72 - 
Density (kg/m3) 1580 - 

Sulphate content (SO3) 0.2 0.50% (max) 

TABLE VI.  SIEVE ANALYSIS  

Sieve no. Passing % Limits of Iraqi specification no.45/1984 

10 mm 100 100 
4.75 mm 93.3 100-90 
2.36 mm 77.7 100-75 
1.18 mm 66.6 90-55 
600 µm 54.4 59-35 
300 µm 26.3 30-8 
150 µm 3.1 100 

 

C. Coarse Aggregates (Gravel)  

The maximum size of the crushed gravel used was 10mm. 
The gravel was obtained from the Al-Nabaie area in Iraq. Its 
physical properties were examined in the laboratory of the 
Ministry of Construction and Housing, Building Research 
Department, and it satisfies the Iraqi standard IQS No. 45/1984 
as shown in Table VII. 

TABLE VII.  GRADING OF NATURAL COARSE AGGREGATES  

Sieve size 

(mm) 

Cumulative 

passing (%) 

Limits of IS NO.45/1984 

for 14-15mm 

20 100 100 
14 98 100-90 
10 75 85-50 
5 4 10-0 

Sulphate cotent 
(SO3) 

0.6 Maximum 1% 

 

D. Limestone Powder 

Limestone powder was used as an inert mineral filler in 
order to maintain and improve the segregation resistance, to 
increase the amount of powder (cement and filler), and to 
increase the workability and density of concrete. Its chemical 
composition is shown in Table VIII. 

TABLE VIII.  CHEMICAL COMPOSITION OF LIMESTONE POWDER 

Oxides % 
CaO 48.28 
MgO 3.97 
L.O.I 42.48 
IR 2.00 

 

E. High Range Water Reducing Admixture (HRWRA)  

Betonac-1030 is a highly efficient polycarboxylate polymer 
based superplasticizer that is intended to preserve workability 
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and improve slump-flow life and thus it provides concrete of 
extremely high workability without segregation, achieving high 
initial compressive strength. It permits the constant production 
of self-compacting concrete and complies with the criteria of 
ASTM C494 Type F and DIN EN 934-2 [11]. Typically, 0.6% 
to 1.5% of cement weight is used, although this can be 
modified to fulfill a broader range of concrete specifications. 
The technical description of Betonac-1030 is presented in 
Table IX. 

TABLE IX.  TECHNICAL DESCRIPTION OF BETONAC-1030 

Calcium chloride nail 
Solid contents 40% 

PH 7.5 at 20oC 
Packaging Available in 220kg drums or 1100kg IBCs 

Storage/shelf life 

At least 1 year if stored in originally sealed packaging 
and protected from direct sunbeam, extreme heat, and 

frost. 

*Manufacturer properties 

 

F. Water  

In concrete mixes and specimen treatment, tap water from 
the university campus was employed. The temperature of the 
mixing water was kept constant at 25.2°C 

G. Carbon Fiber Reinforced Polymer 

The carbon fiber used is a mid-strength unidirectional 
woven carbon fiber fabric commercially known as SikaWrap-
300 C, intended for either dry or wet use. It is a fabric that may 
be used in a variety of strengthening purposes. It is flexible and 
adaptable to various surface planes and geometries (columns, 
beams, piles, walls, silos, etc). Also, it has a low density and 
contributes as little weight as possible. In comparison with 
conventional strengthening, it is highly cost effective. Table X 
indicates the technical properties of the carbon fibers used 
according to the manufacturer company. 

TABLE X.  CARBON FIBER PROPERTIES 

Laminate nominal thickness 0.167mm 

 

Laminate nominal cross 

section 
167mm2 per m width 

Dry fiber density 1.82g/cm3 

Dry fiber thickness 
0.167mm based on fibre 

content 

Area density 
304g/m2 ±10g/m2 (carbon 

fibres only) 
Dry fiber tensile strength 4000N/mm2 

ISO 10618 
Dry fiber modulus of 

elasticity in tension 
230000N/mm2 

Dry fiber elongation at 

break 
1.7 % 

*Manufacturer properties 

 

H. Epoxy Impregnation Resin 

Sikadur-330 is an anisotropic epoxy-based impregnating 
resin and adhesive in two components. It can be utilized in dry 
and wet applications. The wet application technique requires a 
primer resin for bonding. It is produced for manual immersion 
procedures and is simple to mix and apply with a trowel and an 
insemination roller. It has excellent adhesion to vertical and 

overhanging surfaces and excellent adherence to a wide range 
of substrates. Its mechanical characteristics are exceptional and 
there is no need for a different primer. Table XI indicates the 
technical properties of Sikadur-330 

TABLE XI.  PROPERTIES OF SIKADUR-330 

Composition Epoxy resin 

Color component 
A: white paste 
B: grey paste 

A + B mixed: light grey paste 
Density 1.30 ± 0.1kg/l (component A+B mixed) at 23°C 

Modulus of elasticity in 
flexure 

~ 3 800 N/mm2 (7 days at 23°C) (DIN EN 1465) 

Tensile strength ~ 30 N/mm2 (7 days at +23°C) (ISO 527) 
Modulus of elasticity in 

tension 
~ 4 500 N/mm2 (7 days at +23°C) (ISO 527) 

Tensile adhesion strength 
Concrete fracture (> 4N/mm2) on sandblasted 

substrate (EN ISO 4624) 
 

I. Concrete Mixes 
To achieve the research objectives, two types of mixes were 

prepared according to ACI-211 [12]. The details of the mixes 
used throughout this investigation are given in Table XII. 

TABLE XII.  DETAILS OF THE PREPARED MIXES 

Mix symbol Description of the mix 

P1 Reference mix with OPC 
R1P Mix with OPC reinforced with carbon fibers 
P2 Mix with Karasta LPC 
R2P Mix with Karasta LPC reinforced with carbon fibers 

TABLE XIII.  MAIN DETAILS OF THE USED MIXES 

Mix 
Cement Kg/m3 FA 

kg/m3 

CA 

kg/m3 

LD 

kg/m3 

W  

kg/m3 

SP 

kg/m3 
W/p 

OPC PLC 

P1 400  684 760 80 168 6 0.42 

P2  400 684 760 80 168 6 0.42 
 

J. Mixing Procedure 

The mixing process was carried out in accordance with the 
ASTMC-192/02 standard [13] and cohesive concrete mixtures 
were obtained. The mixing steps are: 1. Fine Saturated Surface 
Dry (SSD) aggregates were mixed with the one-third of water. 
2. The cement and the mineral additives were added along with 
another one-third of water, and then the ingredients were mixed 
for one minute. 3. The SSD coarse aggregates were added with 
the last third of the water and one third of the superior 
plasticizer. The mixture was mixed for a minute and a half, and 
then it was left for half a minute to rest. 4. Then, two thirds of 
the remaining superior plasticizer were added and the mixture 
was mixed well for a minute and a half. 5. The mixture was 
discharged for testing and pouring. The total mixing time is 
about 5 minutes. 

III. RESULTS AND DISCUSSION 

A. Fresh Properties  

1) Slump Flow  
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Stagnant flow results are shown in Table XV. All results 
are within the acceptance criteria of EFNARC, 2005 [14] 
(Table XIV). 

TABLE XIV.  ACCEPTANCE CRITERIA [14] 

Method Unit 
Typical range of values 

Minimum Maximum 
Slump flow by Abrams cone mm 650 800 

T50 cm slump flow sec 2 5 
V-funnel sec 6 12 

Time increase, V-funnel at 
T=5min 

sec 0 3 

U-box h1-h2 (mm) 0 30 
L-box h2/h1 0.8 1.0 

 

 
Fig. 1.  Slump test. 

TABLE XV.  SCC RHEOLOGICAL PROPERTIES RESULTS 

Mix 
Slump flow 

(mm) 

T500 

(sec) 

V-funnel time 

(sec) 

L-box height ratio 

(h2/h1) 

OPC 667 5 11 0.825 
PLC 7 44 3 8 0.941 

 

2) T500mm  

Slump flow times (T500) were in the range of 3-5s. All 
results are within the acceptance criteria of [14]. 

3) V-Funnel Time  

The results are consistent with the reported SCC accepted 
standards [14]. The stagnation values for binary and ternary 
mixtures that include OPC and PLC are shown in Table XIV. 
Leveling results range from 667 to 744mm. Therefore, all 
mixtures are assumed to have good consistency and 
workability from the packaging point of view.  

4) L-Box 

The L-box height ratios varied from 0.843 to 0.948 (Table 
XV). From the obtained results it was found that the fluidity 
was good for all the mixtures since it was greater than 0.8, 
which is considered the minimum critical value [14].  

B. Mechanical Properties (Impact Resistance)  

The device used to measure impact resistance contains 
three parts: 

• The main support part: It consists of an iron bracket that is 
strong enough to support the examination device during the 
examination and withstand the impact. It also contains 
another support for which the examination form is placed. It 
is made of angle iron and is well fixed to prevent the 
movement of the form during the examination. 

• The iron structure for dropping the block: It is a cylindrical 
tube with an inner diameter of 10.5cm which is fixed with 
supports that prevent it from moving during the 
examination. This tube contains openings of different 
heights (0.5, 1.0, 1.7m). The height of 1m was used to 
examine the reinforced slabs for this research. 

• The falling block: It is an iron ball, weighing 3kg with a 
diameter of 9.5cm. This mass is thrown several times from 
a height of 1m on the model. 

 

 
Fig. 2.  L-box test. 

C. Examination Method 

Each model was placed on the supporting iron structure, 
and then the iron block was dropped from the specified height 
of 1m on the model. The number of blows that were required 
for the first crack to occur and the number of strikes that caused 
failure are shown in Table XVI. The average of 3 slabs was 
taken for each variable at ages of 28, 56, and 90 days according 
to [15]. The failure pattern was observed in the unreinforced 
slab, which is divided into several pieces. The typical failure 
behavior of unreinforced concrete specimens under impact 
resistance is shown in Figure 4. The stages of failure in the 
reinforced slab were categorized as: in the first stage the first 
crack occurs, during the second stage fragmentation occurs, 
and at the third stage failure occurs with cracks in the corners 
of the slab and the occurrence of a full hole so that the 
reinforcement appears. The typical failure behavior of 
reinforced concrete specimens under impact resistance is 
shown in Figure 5. 

Reinforcement of SCC improves the impact resistance 
because the carbon fiber reinforced with polymer used in this 
research has good mechanical properties to curb cracking and 
absorb high energy when withdrawn from the concrete, which 
makes the reinforced slabs to have high strength and flexibility 
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and makes them capable of withstanding external shocks better 
than SCC without reinforcement. The impact resistance 
(number of blows) increases with the curing age, as can be seen 
in Figure 3. This is consistent with the findings in previous 
studies that examined the reaction of low impact velocity 
Carbon Fiber Reinforced Polymer (CFRP) epoxy laminates.  

TABLE XVI.  SLAB UNDER THE IMPACT RESISTANCE TEST 

 Average impact resistance 

Mix 

28 days 56 days 90 days 
Number of blows required for 

first crack failure first crack failure first crack failure 
P1 1 2 1 3 1 3 
P1R 2 40 2 54 2 70 
P2 1 2 1 2 1 3 
P2R 2 37 2 49 2 65 

 

 
Fig. 3.  Impact resistance with different ages of curing. 

  

Fig. 4.  Typical failure behavior of unreiforced concrete slabs. 

  

Fig. 5.  Typical failure behavior of reiforced concrete slabs. 

It is known that damage caused by low impact velocity 
(where there is no hole) in CFRP laminates rises with the 
impact energy when submitted to impact loads. As a result, the 
design of fibers and the sequence of stacking play a crucial part 
in the compliance under these temperature and loading 
circumstances with CFRP composites. Thermal variation does 
not produce interlaminar strains in the plain-woven laminate 
employed, where the fibers were oriented parallel in each ply, 
and damage extension after impact does not rise significantly at 

low temperatures [16]. Based on the extensive experimental 
data, reinforcing of SCC with the use of recycled CFRP fibers 
increases the mechanical characteristics and impact resistance 
of specimens [17]. 

IV. CONCLUSION 

The following conclusions can be drawn from the results of 
the experimental work: 

• The use of limestone powder as filler for SCC and the 
replacement percentage do not affect the properties of solid 
concrete. 

• Carbon fibers can be used for reinforcement and 
consolidation and they show high impact resistance. 

• Impact resistance was more powerful and reached 70 blows 
in slabs containing OPC at the age of 90 days. 

• The results between SCC with OPC slabs and SCC with 
PLC slabs are not so paradoxical. 

This research contributes to the understanding of the impact 
behavior of concrete slabs made with carbon fibers. In practice, 
concrete slabs reinforced with CFRP and produced from PLC 
can be used in many different applications. The SCC made 
with locally available materials could be widely used instead of 
conventional concrete at complex construction sites. This 
reinforcing system is used to increase the strength and ductility 
of columns and the loading capacity of structural elements, 
enabling changes in use, alterations and refurbishment, and 
structural design and construction defect corrections. The use 
of lime dust and PLC to produce sustainable SCC is 
environmentally beneficial since the carbon dioxide emissions 
and energy consumption are reduced by reducing the amount of 
cement being manufactured and used.  
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Abstract-The prevalent tendency in power transmission systems 

is to operate closer and closer to the energy limit, rendering 
system voltage instability a commonly widespread phenomenon. 

It is, therefore, necessary that certain remedial corrective 

controls need be undertaken whenever these systems tend 

towards failure. In this respect, load shedding stands as a major 

correction mechanism and such a failure can be prevented and 

nominal system voltage can be resumed. It is worth noting 

however that load shedding must be implemented very carefully 

to ensure the satisfaction of both the customer and the electricity-

production company. In this context, our focus of interest is laid 

on load and machine shedding against voltage collapse as an 

effective corrective method. It is important to note that such a 

problem turns out to be commonly defined as an optimization 

problem under constraints. Using genetic algorithms as 

resolution methods, the application of the proposed methods was 
implemented on the 14-node IEEE test network, while 

considering a number of different case studies. 

Keywords-power transmission; load and machine shedding; 

voltage collapse; genetic algorithm; 14-node IEEE test network 

I. INTRODUCTION  

Electric power plays a crucial role in almost every domain, 
particularly lighting, communication, and transportation. 
However, electricity production and transmission are not 
without serious hazards, likely to disrupt their normal operation 
and continuity. Actually, numerous disturbances are known to 
take place worldwide every year, often resulting in noticeable 
blackouts. Large-scale blackouts, though very rare to occur, 

could cause huge losses and severe damages to the society and 
the economy. In this respect, the electrical grid might well 
undergo or experience a severe voltage collapse phenomenon, 
bringing about serious consequences [1]. Such a phenomenon 
often finds its origin in unexpected cascades of events, causing 
sudden voltage drops, usually leaving little time, often just a 
few minutes, for the necessary protective measures to be 
implemented. Hence, the voltage stability margins are assigned 
even a greater effective role to meet market needs [2-5]. 

The inherent difficulties in analyzing the various voltage 
collapse associated problems result primarily from the more or 
less non-linear behavior of the electrical grid various 
components. In this regard, the incident cases reported to take 
place over the past few decades prove that most of the voltage 
collapse problems have been recorded to occur after a 
significant disturbance or sudden increase in the electrical grid 
load, wherein the latter turns out to be weakened and its 
reactive consumption increased. Accordingly, the phenomenon 
is characterized with a gradual voltage decrease in one or more 
consuming regions, immediately accelerating within a few 
minutes. Hence, the voltage degradation, at the load level, turns 
out to be so significant that it leads to service interruptions, 
culminating directly in increased reactive grid losses and 
voltage drops as major outcomes. Failure in voltage regulation, 
at the group terminal level, engenders an acceleration of the 
voltage plane degradation, likely to culminate in cascade 
tripping, of groups and lines, as well as voltage collapse of the 
general electricity network. Such faults could well affect the 
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power converters’ operation, bringing about a total shutdown 
of the entire electrical production chain [6-9]. 

The electricity companies usually charge the transmitted 
energy to the consumer per MWh, while aspiring for an 
optimization of the production cost. Accordingly, each of the 
generators’ and plants’ performance and contribution must be 
determined in such a way as to ensure the effective 
minimization of power producing cost throughout the power 
system operation process. In effect, the evolution in electrical 
energy consumption has resulted in significant increases in 
power transportation and generating costs, hence the 
importance of an efficient strategy aiming at minimizing the 
electrical energy exploitation and generation costs. The 
environmental impact of such processes turns out to be 
increasingly important and seriously considered when 
developing the electricity power production and transmission 
procedures. To achieve these goals, several optimization 
methods and strategies have been applied [10-11]. The classic 
methods would serve to solve the single-objective optimization 
problem (production cost optimization) whereas the most 
efficient generator supplied grid would not be useful. These 
methods were designed to obtain voltages in the necessary 
boundary zones reliable enough to ensure that the grid would 
remain in an operating point, far from a voltage collapse level, 
with maintained stability. In [12], for instance, the authors 
proposed a method in which the determination of the load 
shedding localization relies heavily on the two buses’ phase 
angle sensitivity. More recently, however, several researchers 
have developed distinct load shedding methods, enabling to 
adjust the frequency and voltage within the required or 
demanded limits while reducing the amount of load shedding 
[13-18]. 

In the present paper, we opted for the genetic-algorithm 
methods which are suitable for treating a single-objective 
optimization problem. Noteworthy, this field of interest is very 
dynamic and is still exhibiting continuous development. 
Accordingly, the study’s major objective is focused on 
applying these optimization methods through implementing 
genetic algorithms for optimal load and machine shedding 
against voltage collapses. Hence, to ensure the system’s 
continuity within the available permitted limits while 
maintaining minimum production cost, two distinct shedding 
modes are envisaged, namely load shedding and machine 
shedding. In this context, the choice of the appropriate 
shedding scheme rests exclusively on the computation of the 
limit’s required power. To this end, a test is administered on 
the load distribution program to set the limit’s value. The 
process implementation procedure was conducted via the IEEE 
14-node standard test network. 

II. SHEDDING AGAINST VOLTAGE COLLAPSE 

With regard to the permanent mode, the study of voltage 
collapse provides a solution to the magnitudes of an electrical 
grid in normal balanced operation. In this respect, the relevant 
quantities involve the voltages, the node injected powers as 
well as the line flowing power, and the relevant currents and 
losses are deduced therefrom. Voltage drops accompany the 
power transfer between the consumption and the production 
points, under normal operating conditions. These drops are 

usually of a small percentage of the normal voltage. Actually, 
voltage collapse is most often due to increased load, lack of 
reactive power and/or short circuit. In effect, the process of 
shedding against voltage collapse depends on the knowledge of 
the required power limit value. At this level, an electrical grid 
is considered to be stable, from a voltage point of view, once 
each node’s respective voltages are set within the allowable 
limit. In the load-distribution scheme, the power required is 
gradually increased until exceeding the admissible voltage 
limits. In this case, the associated power value is dubbed as the 
demanded limit power. It is in terms of the PD value (the 
demanded power) that the fit shedding type can be actually 
defined. Accordingly, for a PD greater than the demanded limit 
power (pdlim), the load shedding process is carried out, and, 
inversely, however, machine shedding is affected. Figure 1 
illustrates the way the appropriate shedding type can be 
selected against voltage collapse. 

 

 
Fig. 1.  Shedding type. 

III. FORMULATION OF THE GENETIC ALGORITHM BASED 

OPTIMAL SHEDDING PROBLEM  

The loads' and generators’ optimal shedding with static 
constraints takes into account the nodes’ voltage limits, the 
lines’ powers transmitted, and the generators’ outputs. In our 
problem formulation, two objective functions persist, one 
related to the loads, while the other deals with machines. 

A. Loads and Machines’ Shedding Objective Functions 

The objective function, relevant to the load nodes to be 
minimized is: 

���� � ∑ ���	
�
	� �	�    (1) 

where ��	 	denotes the load shedding cost at node I, ��	  stands 
for the load-shedding factor at node I, and nl designates the 
number of consuming nodes. The loads' associated cost is fixed 
ahead in accordance with the nodes’ importance. 
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As for the generator node related objective cost function, it 
is formulated in the form of a generated power function, as 
illustrated through the following equation: 

���� � ∑ ��	
��
	�� �	�		��	 � 	�	 	��	��    (2) 

where �� designates the number of generators, ��	 stands for 
the generated power, and 	�	 , �	 	 and �	 	 are the generated 
powers' relevant coefficients. 

This problem type involves special control variables to be 
defined subsequently. Control variables designate the problem-
associated input variables, likely to be adjusted to optimize the 
loads' and machines’ objective functions as well as the 
constraints’ adjustment. These variables are of the form: 
� � ��	 , 	�	 	� !	�	", where �	 	represents the voltage at node i, 
�	  denotes the active power at node i, and �	 	designates the 
shedding factor at node i. 

B. Constraints 

1) Equality Constraints 

For loads: 

�#	 $ �1 $ �	�	�&	 $∑ |(	|)(*)�+	*

*� cos/0	 $ 0*1 �

2	* 	sin/0	 $ 0*1� � 	0    (3) 

with i = 1, ..., n is the number of loaded nodes, n denotes the set 
of nodes connected to i, �6	 designates the load active power 
at node's i level, +	* 	represents the real part of the element in 

the nodal admittance matrix (Ybus) by corresponding row i and 

column j, 2	* is the imaginary part of the element in the nodal 

admittance matrix by corresponding row i and column j, and 0	 
stands for the (		voltage. 

For generators: 

�#	 	�1 $ �	� $ �&	 $∑ |(	|)(*)�+	*

*� cos/0	 $ 0*1 �

2	* 	sin/0	 $ 0*1� � 	0    (4) 

where i = 1, ..., n designates the number of machine nodes, and 
n denotes the i connected nodes set. 

2) Inequalities Constraints  

These constraints reflect the limits set on the power system 
physical devices, along with the limits created to ensure the 
system’s security. Indeed, for the sake of maintaining the 
electrical system’s safety, transmission lines bear certain limits 
regarding the generated power, owing to thermal losses 
occurring at the conductor level, such as: 

��	7	
 8 ��	 8 ��	79:	    (5) 

where 	��	7	
  and ��	79: designate the minimum and 
maximum generated power and 		��	  denotes the power 
generated at the node i. 

Additionally, the voltage level must be maintained within 
the allowable range to ensure the grid’s smooth running 
smoothly, while preserving customer satisfaction. Any voltage 
drops would engender severe disturbances with respect to any 
load type, specifically: 

�	7	
 8 �	 8 �	79:     (6) 

where �	7	
  designates a minimum voltage equal to 0.9pu, 
�	79:	denotes a maximum voltage of the range of 1.1pu, and 
	�	 represents the node i corresponding voltage. 

As the load and generator shedding factors are limited to 
specific minimum and maximum values, the entirety of the 	�	 	 
relevant values must be set between 	�	

7	

 and 	�	

79:
 ([0, 1]), 

such as: 

�	
7	
 8 �	 8 �	

79:
    (7) 

where		�	  stands for the shedding factor at the level of node i. 

C. The Genetic Algorithm 

Genetic algorithms are optimization algorithms with natural 
evolution drawn techniques: crossing, mutation, selection etc.. 
They help provide solutions to unresolved problems likely to 
be computed in an algorithmic finite-time manner [19]. Figure 
2 depicts the genetic algorithm's structure, while the flowchart 
in Figure 3 highlights our suggested problem-solving algorithm 
sample. �� and �� stand for the machine and load associated 
shedding factors respectively. 

 

 
Fig. 2.  Genetic algorithm structure. 

The algorithmic steps shown in Figure 3 are: 

Population initialization 

If PD > pdlim 

Calculation of the Pc and Qc load active and reactive 
power, respectively. 

Solving these load values distribution problem: if the 
voltage is within its limit, we return to step 1, otherwise: 

Formulate the optimization problem and determine the 
control parameters’ limits 

Solve the optimization problem using the genetic algorithm. 
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The best ultimately withdrawn individual represents the 
load’s optimal shedding factor result. 

Carry out the load shedding process. 

Display the results. 

If PD < pdlim 

Same work with the generators’ constraints and objective 
function. 

End. 

 

 
Fig. 3.  Optimal load and machine shedding algorithm flowchart. 

IV. APPLICATION AND SIMULATION RESULTS 

A. Application on the 14-Node IEEE Test Network 

For the implementation purposes of our scheme, we 
considered the 14-node IEEE test network, involving 5 
generators, 9 loads and 20 lines, shown in Figure 4. 

 
Fig. 4.  Structure of the 14-node IEEE test network. 

Line data, production limits, specific coefficient of each 
generator, voltage limits relevant data, load shedding cost 
functions associated coefficients, and the node data are 
illustrated in Tables I-IV. It is important to note that all the 
nodes limits’ shedding factors are set between 0 and 1. 

B. Simulation Results  

MATLAB was utilized to solve the voltage collapse 
problem. The PD used is equal to 8pu, which exceeded the 
limit demanded power pdlim=5.4pu. Accordingly, the shedding 
type is loads shedding. Table V highlights the applied genetic 
algorithm associated parameters. The relevant convergence 
profile is illustrated in Figure 5. Accordingly, one could well 
note that the genetic algorithm appears to converge starting 
from generation number 55, which corresponds to the most 
optimal solution.  

TABLE I.  NODE RELEVANT DATA 

Line number Liaison Impedance (pu) Line number Liaison Impedance (pu) 

1 1-2 0.01335+j0.04211 11 10-2 0.05695+j0.17388 

2 1-3 j0.20912 12 10-11 0.04699+j 0.19797 

3 1-4 j0.55618 13 11-1 0.06701+j0.17103 

4 3-4 j0.11001 14 12-6 0.09498+j0.1989 

5 10-1 0.05811+j0.17632 15 12-7 0.12291+j0.25581 

6 4-5 0.03181+j0.0845 16 12-8 0.06615+j0.13027 

7 4-9 0.12711+j0.27038 17 12-2 j0.25202 

8 5-6 0.08205+j0.19207 18 13-3 j0.17615 

9 7-8 0.22092+j0.19988 19 14-10 0.01938+j 0.05917 

10 8-9 0.17093+j0.34802 20 14-2 0.05403 +j0.22304 

TABLE II.  PRODUCTION LIMITS AND PROPER COST COEFFICIENT RELEVANT TO EACH GENERATOR 

Node N° pgmin pgmax a($/h) b($/M.W.h) c($/M.(W
2
).h) 

10 0.1 0.7 1469 40 0.13 

11 0.1 1.2 450 46 0.11 

12 0.15 1 1050 40 0.028 

13 0.2 1.4 1245 40 0.0354 

14 0.1 2.5 1660 36 0.0211 
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TABLE III.  DATA RELATING TO VOLTAGE LIMITS AND COEFFICIENTS OF LOAD SHEDDING COST FUNCTIONS 

Node N° 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Vmin (pu) 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 

Vmax (pu) 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 

Cost (Ct) ($) 100 400 200 550 900 250 450 500 50 * * * * * 

* See Table II.

TABLE IV.  LINE RELEVANT DATA 

Node N° Type Active power generated (pu) Active power consumed (pu) Reactive power consumed (pu) Voltage (pu) 

1 P-Q 0 1.2550 0.1024 - 

2 P-Q 0 0.1995 0.0420 - 

3 P-Q 0 0 0 - 

4 P-Q 0 0.7745 0.4358 - 

5 P-Q 0 0.3912 0.1313 - 

6 P-Q 0 0.3544 0.1523 - 

7 P-Q 0 0.0919 0.0473 - 

8 P-Q 0 0.2363 0.1523 - 

9 P-Q 0 0.1602 0.0420 - 

10 P-V 1.0502 0 0 1.0450 

11 P-V 1.0502 0.2941 0.1969 1.0100 

12 P-V 1.5753 2.4732 0.4988 1.0700 

13 P-V 1.0502 0 .5697 0.3340 1.0900 

14 Balance 2.2910 0 0 1.0600 

 

TABLE V.  GENETIC ALGORITHM PARAMETERS 

Population size 800 

Generation number 100 
Probability of mutation 0.05 
Crossover probability 0.9 

 

 
Fig. 5.  The convergence curve of the genetic algorithm. 

The cost and load-shedding factor profile, relevant to 
each load node, is depicted in Figure 6. We can see that the 
load shedding process proves to persist at the level of buses 
number 1, 3, 4, 6, and 9, displaying different importance 
degrees, specifically: 

• "Low" with regard to nodes number 3 and 4,  

• "Medium" with regard to node number 6, and,  

• "Totally unloaded" regarding the nodes 1 and 9.  

It should be noted that any increase in the load-shedding 
factor turns out to be closely associated with a load-cost 
reduction. 

 

 
Fig. 6.  The cost and load-shedding factor profiles of consumer nodes. 

The pre and post load shedding power profiles of the 
aggregate node loads are highlighted in Figure 7. It can be 
seen that each load respective power turns out to decrease: 

• Slightly at the level of nodes 2, 5, 7 and 8 due to the very 
high cost, 

• totally at the level of nodes 1 and 9 due to the very low 
cost, and 

• around 40% and 60% at the nodes 4 and 6, as cost at the 
level of node 4 appears to be rather high as compared to 
the other nodes (1, 3, 6 and 9). 

The loaded nodes’ pre and post load shedding voltage 
profiles are illustrated in Figure 8. It can be seen that there is 
an increase in the voltages of nodes 4, 5, 6, and 9, which is 
not within the allowable limit of stability before the load 
shedding. After load shedding, the voltages of the various 
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load nodes are within their allowable limits, something that 
maintains the stability and continuity of the electrical 
network. 

 

 
Fig. 7.  The consumer nodes’ pre and post load shedding power. 

 
Fig. 8.  The consumer nodes’ pre and post load shedding voltage. 

V. CONCLUSION 

Several known registered voltage collapse events indicate 
that most of the observed power grids operate closely to their 
stability limits. This issue turns out to be further compounded 
coupled with the electricity market liberalization. Hence, for 
the sake of avoiding the electrical grid associated blackouts 
and for saving more energy, the implementation of an 
optimal shedding process on a 14-node IEEE test network 
was undertaken in this paper. In this context, two shedding 
types have been considered, namely, load and machine 
shedding. For the shedding type determination, a test has 
been administered on the load distribution program to set the 
exact shedding types. In order to avoid the voltage collapse 
problem, an implementation of the genetic algorithm for the 
shedding of a 14-node IEEE test network was realized. 
Based on the obtained simulation results, we were able to 
highlight the advanced optimization approach's remarkable 
performance and achieved effectiveness in terms of avoiding 
the blackouts while minimizing the production cost. The 
valuable contribution of the present research lies not only in 
minimizing the production cost, but also in combatting 
overloading lines, for an effective balance between energy 

generation and consumption. In view of future development, 
the proposed work can be expanded to other electrical grids 
containing renewable energy sources. 
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Abstract-Pavement crack and pothole identification are 

important tasks in transportation maintenance and road safety. 

This study offers a novel technique for automatic asphalt 

pavement crack and pothole detection which is based on image 

processing. Different types of cracks (transverse, longitudinal, 

alligator-type, and potholes) can be identified with such 

techniques. The goal of this research is to evaluate road surface 

damage by extracting cracks and potholes, categorizing them 

from images and videos, and comparing the manual and the 

automated methods. The proposed method was tested on 50 
images. The results obtained from image processing showed that 

the proposed method can detect cracks and potholes and identify 

their severity levels with a medium validity of 76%. There are 

two kinds of methods, manual and automated, for distress 

evaluation that are used to assess pavement condition. A 

committee of three expert engineers in the maintenance 

department of the Mayoralty of Baghdad did the manual 
assessment of a highway in Baghdad city by using a Pavement 

Condition Index (PCI). The automated method was assessed by 

processing the videos of the road. By comparing the automated 

with the manual method, the accuracy percentage for this case 

study was 88.44%. The suggested method proved to be an 

encouraging solution for identifying cracks and potholes in 

asphalt pavements and sorting their severity. This technique can 
replace manual road damage assessment. 

Keywords-pavement distress; AEOP; python code; image 

processing 

I. INTRODUCTION  

Road traffic accidents are globally becoming a big issue 
[1]. According to recent World Health Organization reports, 
more than 1.25 million people are killed, and 50 million are 
injured in road traffic accidents annually [2]. Road defects play 
a significant role in the occurrence of accidents [3]. Road 
networks are an essential part of our daily life. Pavements 
deteriorate over time for a variety of causes. The load of the 
travelling vehicles may cause a pavement to deteriorate. 
Transverse cracks, longitudinal cracks, block cracks, and 
alligator cracks are the four types of cracks found in early 
pavement deterioration. If these early deteriorations are not 
addressed, potholes emerge, making the road more unsafe. 
Rehabilitation procedures, such as fixing potholes, will cost 10 
to 20 times as much as resealing cracks. Pavement detection 

and rating are important to maintain the cost of repairing road 
deterioration low [4]. Traditionally, the cracks in the pavement 
are manually inspected. Manual inspection is not only time-
consuming, inefficient, and prone to errors, but it can also lead 
to security incidents. Most researches aim to locate and fix 
pavement cracks as fast as possible [5]. Several studies have 
been carried out to create a system for automated detection of 
pavement cracks that solves the restrictions of the manual 
technique [6]. 

According to threshold values obtained from histograms of 
an image, the authors in [7] did an entropy and image dynamic 
thresholding to automatically divide pavement crack pixels into 
crack and non-crack pixels. Every binary image achieved by 
using the threshold value was classified into non-overlapping 
blocks in which the occurrence of cracks was confirmed using 
the entropy function and the thresholding operation although 
the findings are not consistent with every examined image, 
because of the various lighting circumstances while utilizing a 
single threshold. Authors in [8] presented another use of image 
processing on crack identification, focusing and getting an 
extra specific crack image free of noise. The given approach 
appears hopeful, but it is time-consuming because it analyzes a 
one-lane 10m road for a few minutes. Authors in [9] suggested 
a mixed method for automatic crack identification based on 3D 
ultra laser-imaging pavement data. Matched filtering was 
applied to show the cracks, while tensor voting was used to 
find the main directions of the cracks, and the minimal 
spanning tree was utilized to identify the crack path. 
Meanwhile, authors in [10] developed an approach for 
detecting and segmenting cracks in pavement images by 
utilizing a steerable filter with two shifted and rotatable tails to 
achieve satisfactory crack segmentation accuracy. Authors in 
[11] recently made an automated algorithm-based image 
processing approach for segmenting and improving pavement 
crack identification utilizing 3D pavement images. 

Although image processing techniques have been used 
effectively in crack finding, there are yet certain concerns 
regarding the accuracy and efficiency that must be addressed. 
Authors in [12] gave an image processing algorithm, special for 
the rapid evaluation of cracking in the pavement surface. 
Authors in [13] invented a photogrammetric method to 
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categorize and enumerate the number of pavement cracks 
automatically. Authors in [14] proposed a novel automatic 
crack discovery approach depending on a segment extending 
for sophisticated pavement movie frames. Interrelated 
segments are connected to produce a crack by analyzing the 
relationship between connected domains, and the character of 
crack trend could be best employed in crack differentiation. 
Real pavement surface images were utilized to investigate the 
method's execution, and the results demonstrated that the 
surface pavement crack could be accurately and automatically 
classified. Authors in [15] proposed a way to detect and 
categorize the defects on road pavement surfaces automatically 
by using an anisotropy measure. Authors in [16] designed a 3-
stage method for crack investigation through high-contrast 
images. The method is based on the detection of cracks in the 
pavement through the evaluation of curves and the 
mathematical formation in the presence of a percentage of 
noise in the processed image. It was depended on the 
mathematical morphology and evaluation of curvature that 
detects the crack-like patterns in a noisy environment. Authors 
in [17] evaluated the achievement of 6 frequently applied 
segmentation methods. According to their findings, the 
dynamic optimization-based method surpasses the other 
algorithms. Authors in [18] state that the goal of incorporating 
the Shuffled Frog-Leaping Algorithm (SFLA) into the 
Electromagnetism-like Mechanism (EM) is to improve 
pavement crack properties in lighting invariant images. Authors 
in [19] created a pavement distress detection method that helps 
reduce noise and sharpen the linear characteristics of raw 
images. Authors in [20] utilized wavelet transform on image 
processing in order to automatically locate and highlight 
cracks. The suggested method has restrictions because it is hard 
to detect cracks due to sharp surface consistencies that create 
noise in the last image. Because crack pixels have more 
darkness than the surrounding pavement pixels, some 
thresholding approach has been used by many studies to locate 
cracks on the pavement. 

II. STUDY OBJECTIVES 

The essential goals of this study are: 

• To develop new algorithms for automatic detection and 
classifications of pavement cracks and potholes in images 
and videos. 

• To compare the manual method (visual survey) and the 
automated method. 

III. METHODOLOGY 

With the high-performance optical sensor technology and 
the increasing number of algorithms that rely on computer 
vision, the development of civil engineering-related 
applications increased. Most of these applications are 
dependent on image and video processing techniques by 
emphasizing the specific properties of the image and increasing 
the probability of correct detection [21]. Two python codes 
were used in this study. The first one, which dealt with images, 
attempted to categorize the types of 2D pavement distress and 
assess their severity. The second, which dealt with videos, 
attempted to evaluate sections of road pavement. 

 
Fig. 1.  Work flowchart. 

A. Image Possessing Code (IPC) 

1) Image Capturing and Reading 

Images obtained from the road were used to detect cracks 
(horizontal, vertical, and alligator) and potholes and to assess 
their severity. The images were captured from a GoPro 8 hero 
camera that was positioned with an angle of 90o and a height of 
1.10m from the pavement surface as shown in Figures 2 and 3. 
A captured image must be in jpg format for the code to 
understand it. The reading of the image is an essential phase of 
the computer vision flow chart. It enables the framework to get 
the information. 

 

 
Fig. 2.  The angle between the camera and the surface of the pavement. 

2) Apply Blur 

Step 2 is used to reduce noise by Gaussian blur, which is 
the most commonly used smoothing technique to eliminate 
noises in images. In this technique, an image should be 
convolved with a Gaussian kernel to produce the smoothed 
image. It can be considered as a nonuniform low-pass filter that 
preserves low spatial frequency [22]. 
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Fig. 3.  The height of the camera from the surface of the pavement. 

3) Covert to Grayscale and Resize 

For many image processing applications, color information 
doesn't help in identifying important edges or other features. 
So, the image will be converted from RGB to grayscale to 
neutralize colors. Also the image is resized to 200×200 pixels. 

4) Apply Thresholding 

It is a sort of image segmentation in which the pixels of an 
image are changed to make the image easier to analyze. 
Thresholding is a famous technique used in image processing 
algorithms to extract features. Thresholding is most commonly 
used to identify regions of interest in an image while 
disregarding areas of no concern [23]. For a given image, this 
work involves creating a histogram of grayscale values to find 
the vertices in the image. A threshold is then chosen according 
to the restricted area confined between two peaks. The failure 
areas of the pavement within the captured image are often 
marked by abrupt changes in the grayscale level of adjacent 
regions. 

5) Apply Canny (Edge Detection) 

Canny edge detection sets the edges of each pixel in the 
image to determine the color value after converting the image 
from grayscale to binary, ensuring that there are only two 
colors (black and white) in the image. The Canny edge 
detection algorithm process consists of 4 steps: 

• Apply a Gaussian filter to smooth the image and remove the 
noise because edge detection is prone to noise. A a 5×5 
Gaussian filter is used to remove the noise from the image. 

• Find the intensity gradients in the image: The image is then 
smoothed and filtered in both horizontal and vertical 
dimensions with a Sobel kernel to have the initial derivative 
in horizontal and vertical direction, Gx and Gy. The edge 
gradient and direction for each pixel are calculated from: 

����_����	�
��� � ���� � ���    (1) 

�
����� � tan���
��
��
    (2) 

The direction of the gradient is always perpendicular to the 
edges. It is rounded to one of these different angles: vertical, 
horizontal, and the two diagonal directions [24]. 

• Non-maximum suppression: after the identification of the 
extent and the direction of the gradient, the image is 
completely inspected to discard any unwanted pixels. Every 

pixel is assessed to look if it is a regional maximum in its 
neighbourhood in the gradient's direction [24, 25]. 

• Hysteresis Thresholding: this step decides if the edges are 
real or not. This requires two thresholding values, minVal 
and maxVal. Pixels with intensity gradient of the edges 
greater than maxVal are guaranteed to be edges, while those 
with an intensity gradient less than minVal are guaranteed 
to be non-edges and are therefore eliminated. The ones 
located between the two criteria are sorted as edges or non-
edges according to their connection. If they are linked to 
"sure-edge" pixels, they are regarded to be edges. If not, 
they will be removed as well [24]. 

6) Dilate Filter Application 

A dilate filter is applied to fill the empty holes. A 5×5 
kernel size is used. Dilation is applied to the binary images. 
The primary action of dilation on a binary image is that the 
boundaries of regions of foreground pixels are continuously 
increased (for example, white pixels). As a result, foreground 
pixel areas grow in size, while gaps within those regions 
shrink. Image dilation is used over erosion because erosion 
contracts the object. Since the noise is gone, it won’t return, but 
the object area increases. It is useful in connecting the broken 
parts of an object back together.  

7) Image Processing 

The processing on the images consists of the following steps: 

• Detect all contours in the image (finding all objects): 
Contours can be defined as a curve linking all continuous 
points (along the border) of matching color or intensity. The 
contours are important tools for object recognition and 
shape evaluation [26]. A find-contours function retrieves all 
the contours in the image that it can detect. Contours can 
appear in an image in a variety of ways. Some might be 
grouped in other contours etc. This technique is used to 
simplify locating the contours of interest and to understand 
the hierarchy in which the contours are nested [26]. 

• Calculate contour area: Image moments assist in calculating 
some properties usually selected to have attractive features. 
It is used to define objects and to detect uncomplicated 
features of the image like area, intensity, centroid, 
orientation [26], etc. Image moment can be defined as a 
weighted average (moment) of the image pixels' intensities  

• Filter areas larger than the selected minimum crack area: 
Minimum crack size can be variant using the software UI, 
and changes will be seen in real-time for crack detection. 

• Calculate arc length: arc length is used to calculate the 
perimeter of the contour. This is used to know more about 
the crack length and later to decide its type. 

• Get the arc borders edges that approach a curve or a 
polygon with another curve such that the distance between 
them is less or equal to the particular accuracy, then 
calculate the number of curves/polygon endpoints to know 
how many endpoints are in the crack. For example, 
longitudinal and transverse have two endpoints and the 
alligator type has a minimum of 5 endpoints. 
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• Get the arc type, based on these conditions: 

If width < 100 and h > w × 2, it is a longitudinal. 

If w > h × 2 and h < 100, it is a transverse. 

If the endpoints of the edge are larger than 5 and the shape 
is adequate, it is an alligator crack. 

Else, it is a pothole. 

• Draw contours on the screen. 

• Draw the arc path to detect crack areas and their width. 

• Get the severity based on user-entered values for low, 
medium, and high severity. 

• Draw result texts and border around the crack. 

8) Show the Results 

An example can be seen in Figure 4. 

 

 

Fig. 4.  The obtained result. 

B. Movie Processing Code (MPC) 

1) Import Video 

The video is imported from the computer as an MP4 type. 
Video reader instructions are used by the code to read the 
movie. 

2) Calculate the Total Number of Frames 

The total number of frames in the movie is calculated by 
using a high-speed (240 fps) camera.  

3) Select the Frames that will Be Processed 

For surveying speed of 80km/hr or 22m/s and w=3m, 
L=2.20m frame dimensions, 1 frame must be selected from 
every 22 frames. For example, if the period of video is 1s (240 
frames), the code will select 11 frames (1, 23, 45, 67, 89, 111, 
133, 155, 177, 199, 221). These numbers apply only to the type 
of camera Hero 8 Black because they are calculated based on 
the characteristics of this camera. 

4) Change RGB Frames to Greyscale and then to Binary  

This step is essential in enabling the code to work with only 
two colors. 

5) Regulate the Frames to Matrices 

6) Measure the Standard Deviation of Each Frame by 

Utilizing STD Orders. 

7) Regulate the Frames to to Have the Same Pixel Size 

8) Filtering 

To decrease the frame noise, the image should be filtered. 
In MPC, and after experimentation with many kinds of filters, 
the most useful filter that can be utilized is the Gaussian filter. 
This kind of filter is dealing with almost all noises in the frame. 

9) Color Conversion 

In order to differentiate undamaged pavement from the 
impairment area in the same image, the colors are converted to 
conclude the involved areas in white and black for the normal 
pavement. 

10) Edge Detection 

Edge detection is conducted by the Canny algorithm.  

11) Total Edge Values 

Total edge values are found for every column and every 
row in the frame. 

12) Finding the Distress Kind 

The values of total edges were compared to find the distress 
kind in the frame. The damage in the pavement and its severity 
are found by measuring the white to black ratio in the frame.  

13) Determine the PCR of the Pavement 

IV. RESULTS AND DISCUSSION 

The traditional method of assessment of pavement 
condition is to walk or drive down the road and collect the data 
manually. This way of road pavement surface detection 
depends on the experience level of the employees and it is 
time-consuming, hazardous, and subjective. Therefore, an 
effort has been made to fully automate the data collection 
process. To examine the possibility of the program to identify 
the types of failures and their severity from different images, 
50 failure images were obtained and processed. The program 
correctly identified 38 of them. In the remaining images, the 
program either failed to detect the crack, identified it 
incorrectly, or gave a wrong severity of the crack. So, the 
examined images have an accuracy percentage of about 76%. 
This medium accuracy may be caused by environmental factors 
like shadows, dust, or weather conditions. The accuracy 
percentage of the distress detection may be enhanced by taking 
clearer images and having criteria for proper capture of the 
images with a steady source of light. 

The proposed Automated Evaluation Of Pavement (AEOP) 
method detects the defects of roads automatically and classifies 
the most common distresses (fatigue, transversal cracks, 
longitudinal cracks, and potholes) by using computer vision 
techniques and image processing. The obtained classification 
results contain distress name/class and severity level as 
demonstrated in Figures 7-10. The manual method of 
assessment was conducted by the specialized department that is 
responsible for the evaluation and maintenance of city roads. 
The engineers did the manual assessment by using the 
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Pavement Condition Index (PCI) to quantify the condition of 
the road based on a scale from 0 to 100. They measured the 
Pavement's integrity and surface condition and rated the 
sections as very poor, poor, fair, satisfactory, good, or excellent 
according to [27]. By comparing the automated with the 
manual survey for the 8 sections, the percentage of accuracy 
results of distress detection for this case study is 88.44%. 

TABLE I.  PERCENTAGE DIFFERENCES BETWEEN PCI AND AEOP 

No. Sections PCI AEOP 

1 Sec 1 68% 75.23% 

2 Sec 2 69% 78.03% 

3 Sec 3 71% 75.45% 

4 Sec 4 72% 80.26% 

5 Sec 5 75% 81.46% 

6 Sec 6 60% 76.25% 

7 Sec 7 65% 80.02% 

8 Sec 8 70% 75.34% 
 

 
Fig. 5.  Percentage differences between PCI and AEOP surveying. 

In Figure 5, we can see that the largest differences between 
the two methods occurred in sections 7 and 6. The smallest 
difference between the two methods occurred in section 3. 
When the two methods' results were compared, as shown in 
Table I, the results are nearly similar with a small variation. 
The discrepancy in the results can be attributed to several 
factors, including the type of pavement evaluation method, or 
maybe due to other issues like environmental factors such as 
stains, lane marks of the road, adjacent vehicles, shadows of 
side road trees, or texture differences among different 
pavement surfaces that affect the results of the automated 
detection of the crack. Among the most crucial comparisons to 
make is the difference in the time survey between the two 
techniques. The survey committee estimated the time required 
for the field survey and provided a report on the pavement's 
efficiency. The differences between the manual method and the 
automated approach are shown in Table II. 

TABLE II.  TIME CONSUMPTION 

No. 
Time (min) 

Section No. PCI AEOP 

1 Section 1 210 20 

2 Section 2 152 24 

3 Section 3 200 25 

4 Section 4 120 29 

5 Section 5 245 27 

6 Section 6 150 30 

7 Section 7 118 25 

8 Section 8 200 21 
 

The time required to do a manual survey vs the AEOP 
approach is significantly different. The AEOP took less time 

than the manual method, as shown in Figure 6. The time 
needed to finish the manual assessment of the 8 sections of the 
highway by the engineers of the maintenance department of the 
mayoralty of Baghdad was about 23hr. and the time needed for 
finishing the automated way was about 3hr. 

 

 

Fig. 6.  Required time for completing each method in each section. 

(a) (b) 

(c) (d) 

Fig. 7.  Longitudinal crack: (a) Original image, (b) binary image, c) after 

applying Canny threshold, (d) result. 

 
(a) 

 
(b) 

(c) 
 

(d) 

Fig. 8.  Alligator crack: (a) Original image, (b) binary image, (c) after 

applying Canny threshold, (d) result. 



Engineering, Technology & Applied Science Research Vol. 11, No. 5, 2021, 7702-7708 7707 
 

www.etasr.com Abbas & Ismael: Automated Pavement Distress Detection Using Image Processing Techniques 

 

The cost of surveying is also an important issue to be 
evaluated. The manual method requires a committee with at 
least 3 experienced road engineers or technicians who work in 
road maintenance, and the use of these specialists means an 
augmented cost that will be spent on the evaluation of the road 
section. In addition, the evaluation of all the road sections 
requires a long time, and increasing time also means increased 
cost of the assessment of the whole road. On the other hand, the 
evaluation of the performance of the road’s pavement using the 
AEOP method doesn't need committees or many workers. It 
requires just one person who knows how to use the code and a 
vehicle supplied with a camera. 

 

(a) (b) 

(c) (d) 

Fig. 9.  Transverse crack: (a) Original image, (b) binary image, c) after 

applying Canny threshold, (d) result. 

(a) 
 

(b) 

(c) 
 

(d) 

Fig. 10.  Pothole: (a) Original image, (b) binary image, c) after applying 

Canny threshold, (d) result. 

V. CONCLUSIONS 

The presented results support the following conclusions:  

• It is useful to utilize the image processing approach for 
identifying pavement failures. The presented algorithm has 
a lot of promise in terms of automated crack and pothole 
detection, since it can provide quick, nearly precise, and 
cost-effective results, which is important in pavement 
management systems. 

• The suggested study is an encouraging solution for 
identifying cracks and potholes in asphalt pavements and 
sorting their severity by automated survey. By comparing 
the automated with the manual survey, the percentage of 
accuracy results of distress detection for this case study is 
88.44%. 

• There is a very large difference in the time needed to 
conduct the two methods. The AEOP required about 87% 
less than the manual method. 

• Also, the automated method is much safer because it is 
generally conducted at prevailing traffic, it is easy to 
operate, it does not require committees, just one person to 
do it, and so it costs less than the manual method. 

• The automated technique can replace the traditional road 
measurements. 

Improving the automated crack detection can be done by 
using a vehicle with more developed equipment like multiple 
sensors, or a lighted camera to overcome the shadowing 
problem. There is a need to develop the code through 
cooperation with artificial software experts who can add new 
algorithms and thresholds to the current code in order to 
increase its performance and make it more efficient in 
exploring more types of failures on paved roads. 
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Abstract-The development of new building materials, able of 

absorbing more energy is an active research area. Engineering 

Cementitious Composite (ECC) is a class of super-elastic fiber-

reinforced cement composites characterized by high ductility and 

tight crack width control. The use of bendable concrete produced 

from Portland Limestone Cement (PLC) may lead to an interest 

in new concrete mixes. Impact results of bendable concrete 

reinforced with steel mesh and polymer fibers will provide data 

for the use of this concrete in areas subject to impact loading. The 

experimental part consisted of compressive strength and impact 
resistance tests along with a result comparison with unreinforced 

concrete. Concrete samples, with dimensions of 100×100×100mm 

(cubes), and 500×500×50mm (slabs), were poured and were 

treated at ages of 28, 56, and 90 days. The compressive strength 

increased by 36.11%, 45.5%, and 52.4% respectively, whereas 

the impact resistance for samples reinforced with steel mesh and 

polypropylene fibers gave superior results to the conventional 
mixes. 

Keywords-ECC concrete; impact resistance; polypropelene fiber 

I. INTRODUCTION 

In comparison with other building materials, concrete is 
more practical, durable, and economical [1]. Concrete is widely 
used as a building material due to its high durability, easy 
accessibility, and low cost [2] and is commonly used in almost 
every kind of construction [3]. Cracks are inevitable during the 
life of a concrete structure. Structures exposed to the external 
environment are more susceptible to cracking because they are 
affected by shrinkage or expansion in weight and drying in 
addition to other environmental conditions along with the 
overloading factor. These cracks affect the strength of the 
structures by weakening them and the mechanical properties 
and its durability are reduced as these cracks create a path for 
the penetration of harmful factors into the core of the structures 
[4]. Attempts have been made to reduce cracks and improve the 
tensile properties of concrete members by using traditionally 
reinforced steel bars and also through the application of 
restraining techniques. Although both methods provide more 
tensile strength to the concrete members, they do not increase 
the tensile strength of the concrete itself. In normal concrete 
and similar brittle materials, fine structural cracks develop even 
before loading due to drying shrinkage or other causes of 

volume changes. Upon loading, these micro cracks spread and 
open due to the stress concentration effect [5]. To give the 
concrete flexibility we have to modify the traditional material. 
This type of concrete is softer than conventional concrete and is 
known as the Engineered Cementitious Composite (ECC). 
Developed at the end of the twentieth century, the ECC 
demonstrates the unique properties of high strength concrete, 
including excellent stress-hardening properties, multiple 
cracking properties, and fiber bridging properties which in turn 
increase the ductility of a structure. 

ECC, also called ultra-hard cementious composite, flexible 
concrete, or conflexpave, is a matrix-based composite material 
reinforced with short fibers with a maximum volume fraction 
of 2.0%. ECC blends are generally developed by adding 
Polyvinyl Alcohol (PVA) solutions, Polypropylene (PP), and 
Polyethylene (PE) fibers. The introduction of fibers aims to 
reduce the damage in the concrete structure that is exposed to 
seismic and impact loads [6]. ECC concrete, is an easy-to-form 
mortar-based composite reinforced with specially selected short 
polymer fibers. ECC acts more like ductile metal than brittle 
glass which leads to a wide variety of applications. The tensile 
stress capacity of ECC can reach 3-5%, which is much higher 
than the 0.01% of ordinary concrete. The compressive strength 
of ECC is similar to that of normal to high strength concrete. 
Ordinary concrete is brittle by nature while ECC is ductile. Due 
to this property, it has wide applications and future scopes in 
various fields [7]. The associated high fracture toughness and 
controlled slit width (typically less than 100µm) make ECC an 
ideal material for improving the serviceability and durability of 
infrastructures [8].  

II. MATERIAL CHARACTERIZATION 

A. Cement 

The cement employed in the current research was Ordinary 
Portland Cement (OPC) and Portland Limestone Cement (IL). 
The IL was produced by LAFARGE and conforms to European 
Standard EN-197-1 & European Standard no 196-2-Type IL 
[9]. Tables I-IV show the properties and specifications of the 
two types of cement. 

Corresponding author: Shrooq Abd Al Kareem
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TABLE I.  PHYSICAL TESTS OF IL ACCORDING TO EUROPEAN 

STANDARD EN-197-1 FOR GRADE (42.5) 

Test Test result Specification limits Compliance 

Finance (blain) cm
2
/gm 5105 At least Matching 

Initial setting time 

(min) 
90 min At least 45min Matching 

Compressive strength (MPa) 

2days curing 8 At least (10-20) Not matching 

28 days curing 34 At least 42.5 Not matching 

TABLE II.  CHEMICAL ANALYSIS OF IL ACCORDING TO EUROPEAN 

STANDARD NO 196-2  

Oxides and 

phases 

Karasta test 

results (%) 

Specification 

limits 
Compliance 

CaO 62.22 - - 

SiO2 17.18 -  

Al2O3 4.19 -  

Fe2O3 2.91 -  

MgO 1.95 Not more than 5% Not matching 

SO3 2.44 Not more than 2.5% Not matching 

LOI 6.21 Not more than 4% Not matching 

Total 98.43 -  

CI- 0.011 -  

C3A 6.18 Less than 0.1%  

I.R 0.47 Not more than 1.5%  

TABLE III.  CHEMICAL ANALYSIS OF OPC 

Oxide composition Test results 
Limits of IQS 

No.5 /2019 for OPC 

CaO 62.32  - 

SiO2 21. 34 - 

Al2O3 4.93 - 

Fe2O3 5.43 - 

MgO 2.12 < 5% 

SO3 2.35 < 2.8% 

LOI 1.72 < 4% 

LSF 0.86 0.66 – 1.02% 

IR 0.83 < 1.5% 

Main Compounds (Bogue's equation) 

C3S 76.28 - 

C2s 3.73 - 

C3A 6.72 - 

C4AF 16.5 - 

TABLE IV.  PHYSICAL TESTS OF OPC 

Physical properties 
Test 

results 

Requirements of IQS 

No.5/2019 for OPC 

Specific surface area 

(Blaine method) m2/Kg 
376 > 250 

Initial setting (h) 2:45 > 45min 

Final setting (h) 4:20 ≤ 10h 

Soundness (autoclave 

method) % 
0.12 < 0.8 

Compressional strength 

(MPa) at 2 days 
20 ≥ 10 

Compressional strength 

(MPa) at 28 days 
37 ≥ 42.5 

 

B. Sand 

Ekhaider natural sand was employed as fine aggregates in 
this study. Its physical and chemical properties are shown in 
Table V. Sieve analysis shows that the sand lies in Zone 2 from 
the tests that were carried according to the requirements of [10] 
as shown in Table VI. 

TABLE V.  PHYSICAL AND CHEMICAL TESTS OF FINE AGGREGATES  

Property Test result I.Q.S.45: 1984 limits 

Specific gravity 2.6 - 

Absorption % 0.72 - 

Density (kg/m
3
) 1580 - 

SO3 0.2% 0.50% (Max) 

TABLE VI.  GRADING TESTS OF FINE AGGREGATES 

Sieve no. Passing % 
Limits of Iraqi specification 

no.45/1984 zone 2 

10mm 100 100 

4.75mm 93.3 100-90 

2.36 mm 77.7 100-75 

1.18 mm 66.6 90-55 

600 µm 54.4 59-35 

300 µm 26.3 30-8 

150 µm 3.1 10-0 
 

C. Silica Fume 

Silica Fume (SF) (condensed micro-silica) with an activity 
index of 121% conforming to ASTM C1240-15 [11] was used. 
The technical data for the SF are shown in Tables VII and VIII. 

TABLE VII.  PHYSICAL TESTS OF SILICA FUME 

Physical properties Silica fume 
Limit of specification 

requirements ASTM C-1240 

Percent Retained on 45µm 

(No. 325) sieve, Max.% 
7 ˂ 10 

Accelerated pozzolanic 

strength activity Index 

with Portland cement at 7 

days, Min. percent of 

control 

121 ˃ 105 

Specific surface, Min 

(m
2
/g) 

15 ˃ 15 

TABLE VIII.  CHEMICAL ANALYSIS OF SILICA FUME 

 SiO2 % 
Loss on 

ignition % 

Moisture 

content % 

Sample 92.84 1.59 0.33 

Chemical requirement 

according to ASTM- 

C1240-2012 

85% min 6% max 3%,max 

 

D. Superplasticizer 

A third-generation superplasticizer (Sika Viscocrete -5930) 
was employed, which conforms to the specifications of ASTM-
C494 Types G and F [12]. Superplasticizers are employed to 
attain sever decrease of water, enhanced flowability, and 
optimal cohesion. The decrease in water-cement (w/c) ratio 
means that the cement paste permeability reduces noticeably, 
hence superplasticizers can be effectively employed to enhance 
the properties of concrete and prevent specific defects such as 
honeycombing. 

E. Water  

Tap water was used conforming [13] 

F. Polypropylene Fibers 

PP fibers absorb water and resist alkalis, chemicals, and 
chloride. Table IX shows the properties of PP fibers. 
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TABLE IX.  PROPERTIES OF PP FIBERS 

Length 12mm 

Diameter 0.032 

Density Kg/m
3
 910 

Tensile properties 600 - 700 

 

G. Polyvinyl Alcohol (PVA) Solution 

PVA is a water-soluble and biodegradable artificial 
polymer. PVA is an excellent adhesive with superior bonding 
strength and film forming and emulsifying properties. It has 
excellent adhesion to both hydrophilic and hydrophobic 
materials. The solution was prepared to employ closely 80g of 
PVC in 2lt of boiled water until it disappeared completely.  

H. Reinforcement Grids  

Two kinds of grid reinforcement were employed, steel and 
polymer with 12.7mm square opening size and 0.2mm 
diameter. 

III. EXPERIMENTAL WORK 

A. Mixures 

Two major categories of ECC mixtures have been designed 
and chosen. The first mixture was composed of OPC, sand, SF, 
PVA solution, and the optimum dosage of superplasticizer of 
about 1.3% which is within the acceptable range which is 
between 0.2 and 1.5% by weight of cement. The mix was 
reinforced with PP fibers. The second mixture was composed 
of the same components except that it was produced from IL 
cement. The mix designs are described in detail in Table X. 

TABLE X.  MIX PROPORTIONS 

Type Ref. ECC 

Cement (kg/m3) 
OPC 

356 356 
IL 

Sand (kg/m
3
) Zone 2 320 320 

SF (kg/m
3
) - 285 285 

VF (kg/m3) PPM - 18 

Water (kg/m3) - 288 288 

S.P (kg/m3) 5930 4.6 4.6 

Acetate (kg/m3) PVA - 3.56 

 

B. Molds Preparation 

For compressive strength tests, 100×100×100mm cubes 
were used, and for the impact resistance test, 500×500×50mm 
molds were used. 

IV. RESULTS AND DISCUSSION 

A. Compressive Strength 

The compressive strength test was conducted according to 
the British standard B.S.1881: part116 [14] by using 3 cubes 
specimens with dimensions of 100×100×100mm and with a 
testing machine of 2000KN capacity with loading rate of 
2.5MPa/s, at a position perpendicular to the direction of casting 
(Figure 1-2). The compressive strength test was conducted at 
the ages of 28, 56, and 90 days. 

It can be noted that the samples reinforced with PP fibers 
have better results than the reference mixtures. The increase in 

compressive strength was 36.11%, 45.5%, and 52.4% at 28, 56, 
and 90 days of water curing respectively. The difference 
between the two types of cement is the change in the chemical 
compounds of the cement The interpretation of the 
compressive strength test results is divided into three stages:  

 

 
Fig. 1.  The typical failure behavior of reference concrete specimens. 

 
Fig. 2.  The typical failure behavior of concrete specimens with 2% PP 

fibers under compression. 

 
Fig. 3.  Compressive strength vs curing age of mixes containing OPC. 

 
Fig. 4.  Compressive strength vs curing age of mixes containing IL. 

At first, there is the addition of PP fibers. These fibers were 
combined with the cement paste and enhanced the ability of 
micro cracks to spread without breaking or pulling the fibers 
and therefore reduced the cracks in the concrete. 
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The second stage is the addition of small amounts of water-
soluble polymers (PVA solution) that enhance the bonding 
strength and durability of cementing materials. 

In the third stage, and keeping in mind the recent focus on 
the sustainable influence on unstable constructions, the 
environmentally friendly SF decreases carbon dioxide 
emissions by decreasing the amount of cement used. SF is a 
material with a volume twice smaller than cement, which can 
easily fill the voids between cement particles, and is also a 
highly active pozzolanic material that reacts easily with 
Ca(OH)2 and water to form secondary CSH through a 
pozzolanic reaction whereby the generated CSH fills the 
capillary voids and a denser microstructure and high 
compressive strength can be achieved (Figure 2). Time-
dependent deformation behavior of bendable concrete 
produced by IL cement was studied in [15]. Two types of IL 
cement were used and PP fibers and PVA solution were 
utilized. The best results obtained were for mixes containing PP 
fibers and PVA solution [15]. 

B. Impact Resistance 

The device used to measure impact resistance contains 
three parts that can be described as follows: 

• The main support part: It consists of an iron bracket that is 
strong enough to support the examination device during the 
examination and withstand the impact. It also contains 
another support on which the examination form is placed, 
which is of angle iron and is well fixed to prevent the 
movement of the form during the examination. 

• The iron structure for dropping the block: It is a cylindrical 
tube with an inner diameter of 10.5cm. It is fixed with 
supports that prevent it from moving during the 
examination. This tube contains an opening of 1.5m height. 

• The falling block: It is an iron ball, weighing 3.4kg with a 
diameter of 9.5cm. This mass is thrown from the height of 
1.5m on the model several times. 

The model is placed on the supporting iron structure, and 
then the iron block is dropped from the specified height of 
1.5m on the model. The number of blows at which the first 
crack appears and the number of blows to cause failure were 
recoded. The average of three 50×50×5cm specimens was 
considered. The test was carried out at the ages of 28, 56, and 
90 days according to ACI C-544 [16]. The results are shown in 
Table XI. 

TABLE XI.  IMPACT RESISTANCE TEST RESULTS 

Mix Reinforcement 

Impact resistance 

No. of blows to cause: 

1
st 
crack at day Failure at day 

28 56 90 28 56 90 

Reference (OPC) Plain 2 4 6 3 5 6 

ECC OPC 
Steel 6 8 9 67 93 118 

Polymer 5 7 9 32 50 67 

Reference (IL) Plain 2 4 5 3 5 6 

ECC IL 
Steel 5 7 8 50 53 55 

Polymer 5 7 8 23 31 38 

Dimensions: 50×50×5cm 

 
Fig. 5.  Impact resistance with curing age of reference and ECC concrete 

mixes containing OPC. 

 
Fig. 6.  Impact resistance with curing age of reference and ECC concrete 

mixes containing IL. 

According to the test results shown in Table XI and Figures 
5 and 6, the samples reinforced with steel mesh and PP fibers 
have the greatest results with 67, 93, and 118 blows at 28, 56, 
and 90 days of water curing respectively, unlike the 
conventional mix which showed the lowest results. The mix 
reinforced with a plastic mesh had mid-values of 32, 50, and 67 
blows respectively. The impact resistance test results 
interpretation is again divided into three stages: 

At first, the addition of PP fibers: these fibers incorporated 
with the cement paste, enhanced the ability of micro cracks to 
spread without breaking or pulling the fibers and therefore the 
cracks in concrete were reduced. 

The addition of small amounts of water-soluble polymers 
(PVA solution): enhances the bonding strength and durability 
of cementing materials. 

The presence of steel mesh that has higher tensile strength: 
The bonding between concrete and reinforcing mesh plays a 
major role in impact resistance, as the number of blows 
required to cause first crack and failure increases. This can be 
attributed to the effect of the reinforcement mesh which helped 
absorb more impact energy efficiently (Figures 7-9). The 
behavior of superplasticized concrete slabs reinforced with 
different types of polymer grids and subjected to low velocity 
impact loading was studied extensively in [17]. The tested 
500×500×50mm and 500×500×25mm slabs had either 
imported or local polymer grids. The adopted falling steel mass 
was 3.36kg in weight and 9.5cm in diameter and the falling 
height was 1.2m. Three mixes were used. Many properties 
were tested during this research, including compressive 
strength and impact resistance. The test results indicated that 
the presence of polymer grids as concrete reinforcement 
enhances significantly the mechanical properties of concrete. It 
increases the number of blows required to cause impact failure 
and delays first crack and final scabbing and spalling to take 
place [17]. 
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Fig. 7.  Typical failure behavior of reference concrete specimens under 

impact. 

  

Fig. 8.  Typical failure behavior of concrete specimens including 2% PP 

fibers and polymer grids under impact. 

 
Fig. 9.  Typical failure behavior of concrete specimens including 2% PP 

fibers and steel grids under impact. 

V. CONCLUSIONS 

According to the obtained experimental results, the 
following are the most notable outcomes of the current study: 

• Compressive strength increased by 36.11%, 45.5%, and 
52.4% over the traditional mixture at the age of 28, 56, and 
90 days of water curing respectively.  

• The fiber-reinforced slab and steel mesh showed superior 
performance in impact resistance compared to the 
traditional mixture and required 67, 93, and 118 blows at 
28, 56, and 90 days respectively, while the slab reinforced 
with fiber and polymer mesh showed satisfactory results 
compared to the traditional mixture with 32, 50, and 67 
respectively. 

• The cost of bendable concrete was reduced by using IL 
cement. 

• Bendable concrete made with locally available materials 
and reinforcements can be widely used instead of 
conventional concrete at complex construction sites. 

• It is possible to use locally manufactured IL cement in 
producing bendable concrete with acceptable mechanical 
properties reinforced with locally available grids. 
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Abstract-The goal of the current study is to develop a diagnosis 

model for chili pepper disease diagnosis by applying filter and 

wrapper feature selection methods as well as a Multi-Layer 

Perceptron Neural Network (MLPNN). The data used for 

developing the model include 1) types, 2) causative agents, 3) 
areas of infection, 4) growth stages of infection, 5) conditions, 6) 

symptoms, and 7) 14 types of chili pepper diseases. These datasets 

were applied to the 3 feature selection techniques, including 

information gain, gain ratio, and wrapper. After selecting the key 

features, the selected datasets were utilized to develop the 

diagnosis model towards the application of MLPNN. According 

to the model’s effectiveness evaluation results, estimated by 10-

fold cross-validation, it can be seen that the diagnosis model 

developed by applying the wrapper method along with MLPNN 

provided the highest level of effectiveness, with an accuracy of 

98.91%, precision of 98.92%, and recall of 98.89%. The findings 
showed that the developed model is applicable. 

Keywords-chili pepper diseases; feature selection; multi-layer 
perceptron neural network; wrapper 

I. INTRODUCTION  

Chili peppers are plants used and consumed by Thai people 
in many forms. They are fundamental spices that can enhance 
the flavor, odor, and color of food. Chili peppers are considered 
unique due to their nutritional and medical benefits, flavors, 
and colors, so they cannot be replaced by other plants, hence, 
they are highly economically important in Thailand [1]. Chili 
peppers must be appropriately stored and maintained before 
being sold. Many farmers usually face problems in chili pepper 
plantations. These include inevitable natural disasters, weeds, 
and pests. Therefore, the farmers need to be educated about 
chili pepper diseases in order to protect their plants 
appropriately. Multi-Layer Perceptron Neural Networks 
(MLPNNs) have been broadly applied to diagnose diseases. 
For example, such models were developed in [2] and in [3] for 
predicting lung cancers and heart diseases respectively. These 
two studies developed disease diagnosis models which were 
more than 90% effective. 

The current research aims to apply MLPNNs to diagnose 
chili pepper diseases. It also employs the filter and wrapper 

feature selection methods to develop the diagnosis model. The 
feature selection methods will select only significant features 
for synthesizing the model rapidly and classifying data more 
effectively [4]. The most effective model in terms of data 
classification will be further applied to the development of a 
chili pepper disease diagnosis system that can assist the farmers 
in diagnosing the diseases and treat their plants timely and 
adequately. 

II. LITERATURE REVIEW 

A. Filter Feature Selection Methods 

Filter feature selection methods are the processes that 
evaluate the level of effectiveness of each feature regarding its 
compatibility with data analysis. These processes do not rely on 
any learning approach. These filter methods select the data by 
ranking each feature in a priority queue. The priority list is 
based on the number specified by the user or the threshold of 
the selected feature. The advantages of these methods are rapid 
data processing and independence from learning methods [4]. 
This research applies two types of filter feature selection 
methods, namely the Information Gain (IG) and Gain Ratio 
(GR), as follows. 

1) Information Gain (IG) 

IG is a measure used for classifying data by calculating the 
gain value of each attribute. If any attribute has the highest gain 
value, it will be selected as a subset with classification power, 
as shown in (1) [5]. Equation (1) demonstrates the calculation 
of entropy, while (2) explains the calculation of the gain value 
[5]. 
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where c refers to the number of classes, ( )ip t  refers to the 

frequency value of class i for node t, Entropy(parent) refers to 
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the entropy of the parent node, k refers to the total number of 
feature values, N refers to the total amount of data of the parent 
node, and N(vi) refers to the total amount of instances of child 
node i. 

2) Gain Ratio (GR) 

GR is a measure that uses the gain ratio as the indicator for 
dividing datasets into sub-datasets based on the IG value. 
However, when the IG value is used for classifying datasets, 
there would be the occurrence of bias in favor of attributes with 
large numbers of values. Thus, the GR can be derived from the 
gain value divided by the SplitInfo value that is calculated in 
(3) [6], where k refers to the total number of split data. 
Therefore, the GR is calculated in (4) [5]: 

2

1

( ) ( )
log

k
i i

i

N v N v
SplitInfo

N N=

= −∑     (3) 

Gain
GR

SplitInfo
=     (4) 

B. Wrapper Feature Selection  

Wrapper feature selection methods are processes that select 
subsets from all features. They explore the feature subsets 
which specifically match a learning approach. Therefore, these 
methods can increase the effectiveness of the learning process 
to the greatest extent. This research applies an evolutionary 
wrapper for selecting features. The features, which are 
predictor variables, are randomized into the equation each by 
each. Then, their effectiveness in prediction is tested. If the 
level of effectiveness in prediction increases, the effective 
features will be maintained. In contrast, if the level of 
effectiveness in prediction decreases, the ineffective features 
will be removed [7]. 

C. Multi-Layer Perceptron Neural Network 

MLPNN is a form of perceptron neural network with 
multiple layers. It is suitable for complex computational tasks. 
It consists of 3 layer lavels, namely the Input layer, the Hidden 
layer, and the Output layer. The Hidden layer could be 
composed of many layers, but there must be at least one layer 
in it [6, 8]. The data are the input of the Input layer. The output 
is sent out from the Output layer. The summation function of 
MLP is calculated in (5): 

1

k

i i

i

n p w b

=

= +∑     (5) 

where n is the total sum gained from the summation function, 
pi is the input of neuron i, wi is the weight of neuron I, k is the 
number of Input layer neurons, and b is the bias value. The 
MLPNN model is illustrated in Figure 1. 

D. Model’s Effectiveness Evaluation 

The model’s effectiveness was evaluated by the confusion 
matrix, which can calculate the precision, recall, and accuracy 
of the model [9-12]. 

E. Related Works 

Authors in [2] developed a model to predict lung cancer 

using the MLPNN, comparing the efficacy of disease 
classification with the K-Nearest Neighbor (KNN) technique. 
The results showed that the disease classification model using 
the MLPNN was more effective. Authors in [3] applied the 
MLPNN to predict heart diseases. The efficacy of the heart 
disease classification model was compared with 9 classification 
methods and the results showed that the MLPNN was the most 
effective. 

Authors in [13] applied the Wrapper method to select 
feature data to classify cardiac arrhythmias. The model’s 
effectiveness was tested using 10-fold cross-validation, 
comparing 5 modeling techniques. The results showed that the 
model used to classify cardiac arrhythmias using Wrapper 
combined with MLP had the best performance. Authors in [14] 
developed an MLP model by applying the Correlation-based 
Feature Selection (CFS) and IG to analyze Thai water buffalo 
diseases. The experimental results showed that the developed 
model by CFS and MLP was efficient with accuracy, precision, 
and recall greater than 99.0%. 

 

 
Fig. 1.  Multi-Layer Perceptron Neural Network model. 

III. METHODS 

In this work, a MLPNN model for chili pepper disease 
diagnosis was developed using filter and wrapper feature 
selection methods. Six 6 processes were involved: data 
collection, data preparation, feature selection, modeling, 
evaluation, and deployment. 

A. Data Collection 

Primary data were collected from 5 agricultural 
professionals and 33 chili pepper farmers in Ubon Ratchathani 
Province of Thailand with the use of questionnaires. This is a 
significant chili pepper cultivation area in 3 districts, namely 
Muang Sam Sip District, Mueang District, and Khueang Nai. 
The secondary data were collected from the review in [15]. An 
analysis of the data revealed 14 diseases in chili peppers in 
those plantations, as shown in Figure 2. The details of the data 
are illustrated in Table I. 

B. Data Preparation 

At the data preparation stage, the selected data were 
prepared before being applied to the model. The data were 
prepared in the following steps: 1) data selection, 2) data 
cleaning, and 3) data transformation. Ultimately, 863 
questionnaires were processed, and were divided into 80% for 
training and 20% for testing. The data used for developing the 
chili pepper disease diagnosis model are illustrated in Table II. 
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Fig. 2.  Sample image of 14 chili peppers diseases. 

TABLE I.  DATA USED IN THIS RESEARCH 

No. Data 

1 Types of chili pepper diseases 

2 Causative agents 

3 Infected areas 

4 Growth stages of infection 

5 Conditions for diseases 

6 Symptoms 

7 

Fourteen types of chili pepper diseases: 

1. Bacterial wilt 

2. Southern wilt 

3. Collar and root rot 

4. Frog-eye leaf spot 

5. Powdery mildew 

6. Bacterial spot 

7. Wet rot 

8. Gray leaf spot 

9. Anthracnose 

10. Cucumber mosaic virus 

11. Chili veinal mottle virus 

12. Chili leaf curl virus 

13. Capsicum chlorosis virus 

14. Tomato mosaic virus 

TABLE II.  FEATURES USED FOR DEVELOPING THE CHILI PEPPER 

DISEASE DIAGNOSIS MODEL 

No. Data Features 

1 
Types of chili 

pepper diseases 

Non: nonliving (abiotic) agents 

Liv: living (biotic) agents 

2 Causative agents 

Bac: bacterial agents 

Fung: fungal agents 

Vir: viral agents 

3 Infected areas 

S1: stems 

F2: fruits 

R3: roots 

L4: leaves 

St5: stems and roots 

Lf6: leaves and fruits 

Ls7: leaves and stems 

Fs8: fruits and stems 

Sl9: stems, leaves, and fruits 

4 
Growth stages of 

infection 

G1: early stage of growth 

G2: flowering 

G3: harvest 

G4: at all stages 

5 
Conditions for 

diseases 

C1: poorly drained soil 

C2: humidity and rain consecutive days 

C3: rains and wet soil 

C4: strong and dry winds 

C5: frost and strong winds 

C6: overcrowded sprouts; poor ventilation 

C7: thrips 

C8: tobacco whiteflies 

6 Symptoms 

S1: browned vessels 

S2: white powdery coating or brown pellets 

appearing on the lower surface 

S3: water soaked lesions on stems and stalks 

S4: midget growth 

S5: severely spotted leaves turn yellow and drop 

S6: black narrow elongated lesions or streaks 

developing throughout the stems to the top of the 

plant 

S7: bleached, pale veinlets 

S8: wet, macerated stalks with black-ended 

silvery hair covering the lesions 

S9: distorted, irregular, curly leaves 

S10: yellowing of lower leaves at the front and 

back 

S11: a dark ring and a yellowish halo around the 

ring, forming a "frog-eye" appearance on the 

leaves 

7 

Types of chili 

pepper diseases 

(classes) 

Bw1: bacterial wilt 

Sw2: southern wilt 

Cr3: collar and root rot 

Fl4: frog-eye leaf spot 

Pm5: powdery mildew 

Bs6: bacterial spot 

Wr7: wet rot 

Gr8: gray leaf spot 

An9: anthracnose 

Cm10: cucumber mosaic virus 

Cv11: chili veinal mottle virus 

Cl12: chili leaf curl virus 

Cc13: capsicum chlorosis virus 

Tm14: tomato mosaic virus 
 

Once the data in Table II had been collected, the research 
team verified their accuracy. Then, they were converted into a 
csv file to be computed in Weka 3.9, as illustrated in Figure 3. 
After converting the data, the authors input the data into Weka 
to select features by applying IG, GR, and Wrapper. 
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Fig. 3.  A sample of the data used in model development. 

C. Modeling 

The data were divided into 4 datasets, namely 3 datasets 
undergoing the feature selection process and 1 original dataset 
used for MLPNN modeling. The research team specified the 
parameters for the MLPNN modeling as follows: Hidden layer 
= 2, Training time = 500, Learning rate = 0.3, and Momentum 
= 0.2. These parameters provided the best results. 

D. Evaluation 

The effectiveness of the chili pepper disease diagnosis 
model was evaluated by 10-fold cross-validation with the test 
dataset (20% of the total data). In addition, it was measured by 
examining the precision, recall, and accuracy of the developed 
models [6]. 

E. Deployment 

After constructing the model, the most effective sample was 
applied to develop the chili pepper disease diagnosis prototype 
system. This system can diagnose chili pepper diseases timely 
and suggest proper treatments for each disease rapidly. The 
research model framework is illustrated in Figure 4. 

 

 
Fig. 4.  The research model framework. 

IV. RESULTS 

The chili pepper disease diagnosis model was developed by 
applying filter and wrapper methods along with MLPNN. The 
number of features remaining after the feature selection process 
is shown in Table III. 

TABLE III.  REMAINING FEATURES AFTER FEATURE SELECTION  

Feature selection method Number of features remaining 

IG 7 

GR 7 

Wrapper 6 

 

The effectiveness of the models was evaluated by 10-fold 
cross-validation. The research results showed that the model 
developed by Wrapper and MLPNN (Wrapper+MLP) provided 
the highest results with accuracy of 98.91%, precision of 
98.92%, and recall of 98.89%. Next in the rankings were 
IG+MLP, GR+MLP, and MLP (original data), as shown in 
Table IV and Figure 5. Furthermore, compared to other studies 
that detected or classified chili pepper diseases (Table V), the 
developed model by the Wrapper+MLP method gave the 
highest effectiveness result. 

TABLE IV.  EFFECTIVENESS EVALUATION RESULTS 

Method 
Precision 

(%) 

Recall 

(%) 

Accuracy 

(%) 

MLP (original data) 92.60 92.54 92.52 

IG+MLP 96.50 96.42 96.45 

GR+MLP 93.34 93.20 93.26 

Wrapper+MLP 98.92 98.89 98.91 

 

 
Fig. 5.  Comparison between the models' effectiveness evaluation results. 

TABLE V.  COMPARISON WITH OTHER RESEARCH STUDIES 

Method 
No. of 

classes 

Accuracy 

(%) 

HSV model feature extraction [16] 2 80.00 

Hyperspectral image + MLP [17] 2 83.26 

Deep Belief Network [18] 2 91.96 

Deep Learning + Support Vector Machine [19] 7 92.10 

Fuzzy C-Means segmentation [20] 5 97.56 

Wrapper + MLP (This study) 14 98.91 

 

V. CONCLUSION AND DISCUSSION 

This research aimed to develop a chili pepper disease 
diagnosis model by applying filter and wrapper feature 
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selection methods along with the MLPNN. The data used for 
classifying the 14 considered chili pepper diseases were 
processed by 3 feature selection techniques, namely IG, GR, 
and Wrapper. 

Once the feature selection process was completed, the 
selected data were applied to develop the chili pepper disease 
diagnosis model with the use of the MLPNN The experimental 
results indicated that the diagnosis model developed by the 
Wrapper method and the MLPNN provided the highest level of 
effectiveness, with an accuracy of 98.91%. This result means 
that the developed model can be used in a chili pepper disease 
diagnosis system, suggesting chili pepper disease prevention 
and treatment. The results of this research conform to the study 
conducted in [3], in which the authors applied the MLP method 
to develop a disease diagnosis model which proved to perform 
better than other known techniques. The research findings also 
conform to the findings in [13]. The authors employed the 
wrapper method and the MLP to classify the symptoms of 
cardiac arrhythmia. Their research results showed that the 
wrapper feature selection method could increase the 
effectiveness of the classification process. 

In general, a disease on chili peppers can be identified by its 
symptoms. Most research is focused on image processing [16, 
17, 20] and deep learning [18, 19] disease analysis from chili 
pepper leaves that require large image datasets to train the 
model. However, some symptoms that appear on chili pepper 
leaves may be similar, resulting in discrepancies in the 
efficiency and accuracy of classification. In addition, the 
disease identification of chili peppers from leaves is limited to 
some diseases with distinctive features appearing on the leaves. 
It is often necessary to analyze symptoms in other parts of the 
chili pepper plant, such as roots, stems, leaves, and fruits. 
Therefore, this study used the information presented on plants 
throughout the chili pepper life cycle and considered the 
environmental conditions to help identify 14 occurring 
diseases. Besides, the Wrapper feature selection process proved 
to be more efficient than the IG, and GR, and the classification 
without feature selection. 
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Abstract-The growing evidence of increased magnetite 

nanoparticles (both endo- and exogenic) in the human brain 

raises the importance of assessing the entire power deposition 

when electromagnetic waves at GHz frequencies propagate in 

such tissues. This frequency range corresponds to many popular 
portable communication devices that emit radiation close to a 

human's head. At these frequencies, the current dosimetric 

numerical codes can not accurately compute the magnetic losses 

part. This is due to the lack of an implemented computational 

algorithm based on solving the coupled Maxwell and Landau-

Lifshitz-Gilbert equations, in the case of magneto-dielectrics, 
considering eddy currents losses and specific properties of 

magnetic sub-millimetric particles. This paper focuses on 

analyzing the limits and the inconsistencies when using 

commercial dosimetric numerical software to analyze the total 

absorbed power in brain models having ferrimagnetic content 

and being exposed to 3.5GHz electromagnetic waves. Magnetic 

losses computed using Polder’s permeability tensor as 
constitutive relation lead to unreliable results. However, using 

such software can provide a preliminary view of the 

electromagnetic impact of ultra- and super-high frequencies on 
magnetic-dielectric tissues. 

Keywords-magnetic brain; magnetite particles; magnetic-

dielectric; microwaves dosimetry; power loss density 

I. INTRODUCTION  

Magnetic nanoparticles in human tissues, and more 
specifically in the brain, have been scarcely investigated for 
their electromagnetic wave absorption at Ultra-High 
Frequencies (UHF) [1, 2]. The presence of biogenic magnetite 
(Fe3O4) nanocrystals in the human brain was discovered in 
1992, while the concentration of 0.2-12µg magnetite in each 1g 
of dry cerebral tissue was identified in 2009 [3]. Besides the 
biogenic magnetite particles, exogenic magnetite nanocrystals, 
arising from atmospheric pollution, were recently discovered to 
be deposited in some organs. These nanocrystals were first 
identified in 2016 in the human brain [4] and later in other 
organs too (heart, blood, liver, etc.) [5, 6]. The exogenic 

magnetite nanoparticles present a different morphology from 
the endogenic [7]. Significant concerns were raised for 
increased health risks as these nanoparticles are regarded as 
highly toxic [8]. They can enter the blood flow and be 
transported to the brain. Moreover, they can catalyze the 
generation of reactive oxygen species in vivo and cause protein 
modification, lipid peroxidation, or DNA damage [8]. The 
increased magnetite content in the human brain raises another 
question about its contribution to the mechanism of thermal or 
non-thermal interactions with electromagnetic fields in high 
frequencies. In general, magnetite nanoparticles absorb very 
well electromagnetic waves at UHF frequencies [9-12]. 
Although their role in brain functioning is still unknown, 
memory mechanisms' [13] or crossing the blood-brain barrier 
[14-15] involvements cannot be neglected. A map of locations 
and mass information about magnetite nanoparticles present in 
the human brain was published in 2018 [16], while the 
concentration differences in the brains of people belonging to 
different geographical regions were highlighted in 2021 [17]. 
To answer this question and address the problem of 
quantification of electromagnetic power deposition in tissues 
having ferro- or ferrimagnetic content, a simulation was 
conducted on wave propagation in human brain models using 
commercial software. Such software suites provide 
radiofrequency/microwave dosimetry solutions at high 
frequencies but have a serious limitation regarding their 
capability to compute correctly the magnetic losses. 

The electromagnetic waves emitted by various 
communication devices using UHF or Super-High Frequency 
(SHF) bands affect the human head in a very significant 
manner. Due to the eyes, ears, and mouth positions, the brain is 
practically always near the wave sources during all kinds of 
wireless communication devices usage. The brain is a target of 
electromagnetic radiation and the dose rate it receives has 
various thermal and non-thermal biological effects. The 
thermal effects represent the basis of the human protection 
standards metrics and safety limits [18, 19], while the non-
thermal are still under debate and study [20-22]. On the other 
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hand, radiofrequency and microwave numerical dosimetry is 
continuously following the development and the popularity of 
emitting technologies [23-30]. Computational dosimetry using 
pure dielectric head models started more than 20 years ago and 
developed progressively using more and more accurate head 
models [31-40]. However, none dosimetric research provided a 
comparative quantification of the dissipated power when a 
brain contains magnetite or not. In this respect, this work 
underlines the limits and gaps in conducting a realistic 
quantification of the entire power loss in a "magnetic brain" by 
using available software, emphasizing its possible role to 
address the "magnetic brain" dosimetric problem in the future. 

Micromagnetic software suites are widely used in the 
electronic industry, but they can't be utilized in 
bioelectromagnetics, as they generally consider tissues as pure 
dielectrics. These software suites have not implemented the 
proper coupled Maxwell and Landau-Lifshitz-Gilbert (LLG) 
equations to provide reliable results concerning the magnetic 
power losses when very high-frequency waves pass a tissue 
containing magnetic particles. Neither the eddy currents nor the 
specific properties (geometric and magnetic anisotropies, etc.) 
of the magnetic nanoparticles are considered in such 
approaches. This analysis introduces the subject of 
reconsidering the software to use in order to assess the real 
impact of the magnetic nanoparticles' presence in tissues.  

II. LIMITATIONS OF PRESENT RADIOFREQUENCY SOFTWARE 

The CST Studio Suite [41] is used to simulate and analyze 
antenna parameters [42-44]. CST and all similar commercial 
software provide also a monitor function for computing the 
Specific Absorption Rate (SAR) of energy deposition in the 
tissues. SAR is a reference metric in all standards and is 
defined by taking into account only the dielectric losses in the 
tissues. SAR is related to temperature increase (∆T) by: 

SAR = ����	

� = � ��     (1) 

where σ is the electric conductivity of the tissue, Erms is the 
root-mean-square value of the internal/local electric (E)-field 
strength, ρ is the mass density, c is the specific heat of the 
tissue, ∆T is the temperature variation, and ∆t is the time 
duration of the wave propagation that dissipated the heat. As 
SAR is expressed in W/kg and power loss density is expressed 
in W/m3, they can be directly connected to the mass density. 

Magnetic losses are not included properly in SAR 
calculations of current dosimetric software packages. Magnetic 
losses may have 4 possible origins: a) relaxation due to the 
rotation of the magnetic moments (without rotation of the 
whole particle) – Neel relaxation, b) relaxation due to the 
rotation of the particle in the alternating field – Brownian 
relaxation, c) shifting of magnetic domain walls in multi-
domain materials - hysteresis loss, and d) generation of 
Foucault (eddy) currents in bulk materials or at centimetric 
scale (resistive heating when the magnetic flux is rapidly 
varying) [45-48]. The first 3 mechanisms of heat dissipation are 
detected mainly in nanometric dimensions and depend on size, 
shape, crystalline anisotropy, morphology, and degree of 
aggregation/agglomeration of the crystals. If ferro- or 
ferrimagnetic (like magnetite) material is present in a dielectric 

tissue, the whole organ should be treated as a magneto-
dielectric. Sub-millimetric magnetic particles are called 
micromagnetics. "Magnetic brain" falls in the magneto-
dielectrics and should be treated by micromagnetics, since the 
dimensions of the magnetite crystals are less than 200nm if 
exogenic and less than 70nm if endogenic. The dynamics of the 
magnetization vector M in a material exposed to an alternating 
magnetic field H is governed by the LLG equation [49]: 

��
�� = − �

���
�×���� − ��
����
��	� ×� ×����    (2) 

where ��  is the saturation magnetization, α is the damping 
constant, γ is the gyromagnetic ratio of the electron, and Heff is 
the effective magnetic field. Heff includes the actual magnetic 
field H obtained as a solution of the Maxwell equations and 
other terms which take into account the crystalline anisotropy, 
the Heisenberg exchange interaction (quantum mechanical 
effect), etc. The LLG equation states that the change rate of the 
magnetic moment (magnetization M) is proportional to the 
torque due to different interactions. The magnetic moment 
itself is due to the orbital rotation and spin of electrons. The 
Larmor precession of the spin creates a resonant frequency in 
the magnetic material property, defined by ferromagnetic 
resonance. Equation (2) shows that torques are due to the 
magnetic field acting on magnetic moments. So the LLG 
equation requires knowledge of the magnetic field, which can 
be obtained by solving the Maxwell equations.  

The vast majority of micromagnetic solvers use the 
magnetostatic approximation to the Maxwell equations [41]. In 
that case, E- and H-fields are completely decoupled. Many 
micromagnetic software suites solve the LLG equation 
dynamically with coupling to the magnetostatic solution [49, 
50]. These tools do not predict the interaction between the 
magnetization M and electromagnetic waves. In that case, the 
Maxwell equations do not include any dynamic effects, and the 
fields propagate through the system instantaneously. The static 
approximation is valid when � ⁄ � ≪ 1 , where τ is the 
characteristic time of the system dynamics, and τm is the 
magnetic diffusion time constant given by � = $%&', where µ 
is the magnetic permeability and L is the system size [51]. 

When frequency increases, the effects of induced eddy 
currents and dynamic magnetic fields become significant and 
cannot be neglected. In such cases, it becomes necessary to 
renounce the static Maxwell equations [50-55]. The magneto-
quasistatic approximation (eddy current approximation) of the 
Maxwell equations is based on neglecting the displacement 
current term (D/(+. Eddy current effects are negligible only 
when time variations of H and M are slow enough and the 
system size is smaller than the skin depth. A magneto-
quasistatic approximation is therefore valid whenever the 
system size is much smaller than the wavelength, and when the 
induced E-fields (due to time-varying H-fields and M) are the 
dominant effect over capacitive effects. This approximation 
neglects wave propagation effects and raises the diffusion of 
both H-field and induced eddy currents. Indeed, under the 
magneto-quasistatic approximation, H-field satisfies the 
following diffusion equation [49]: 

�,
�� = �

�-. /'� − ���� + �
�-. // ∙ �    (3) 
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A similar equation is valid for the induced eddy currents, 
noted by J. 

Full-wave electromagnetic simulators, such as CST Studio 
Suite and Ansys HFSS 3D High-Frequency Simulation 
Software [56], solve Maxwell’s equations by defining material 
dispersion and anisotropy through the application of Polder’s 
permeability tensor as the constitutive relation. This tensor is 
used because ferrimagnetic materials become anisotropic in the 
presence of a magnetizing field. From the perspective of 
solving the Maxwell equations properly, the LLG acts as the 
constitutive relation between the magnetic field H and the 
magnetic flux density B through 2 = %3��	 + 	��. Given H, 
the magnetization M is obtained by solving the LLG equation. 
The LLG and Maxwell equations must be solved jointly as a 
coupled system of differential equations, for realistic and 
complete computation results. Different strategies can be 
adopted to solve the coupled Maxwell-LLG equations. A 
coupled micromagnetic-Maxwell equations solver was 
developed only recently, taking into account the effect of the 
eddy currents [49, 51]. Neglecting the effects of eddy currents 
in the GHz spectrum is completely inappropriate. An efficient 
and accurate modeling tool for multiphysics problems that 
encompasses electrodynamics and micromagnetics was 
proposed in [48]. Three major problems in modeling interactive 
micromagnetics and electromagnetic waves were solved using 
[48]: 1) coupling between Maxwell's equations and the LLG 
equation in every time step, 2) scale disparity of the 
multiphysics, 3) field discontinuity at material interfaces. 
However, such advanced software packages [52, 55] have not 
yet been implemented to treat bioelectromagnetic dosimetry 
issues. In the multiphysics problem, involved in ferro- and 
ferrimagnetic materials exposed to radiofrequency/microwaves, 
the dynamic Maxwell’s (4) and LLG (5) equations must be 
considered as: 

∇ × � = ε(7(+ + 8 + $7									 
∇ × 7 =	−(2(+  

(4) 

(�
(+ = %39�� × �� −

:
|�|� ×

∂�
∂+  (5) 

Consequently, using CST Studio for dielectric versus 
magnetic brain simulations provides an incomplete/partial 
solution to the role that magnetite crystals have in absorbing 
electromagnetic waves in the UHF and SHF spectra since it 
doesn't implement the coupled Maxwell-LLG equations. 
Further on, CST Studio was used with its underlined 
limitations to quantify power loss, stored electric energy, and 
magnetic energy densities in pure dielectric versus magneto-
dielectric brain models. The absorbed power (equal to power 
loss Ploss) was calculated in each model by using the mean 
power loss density values and the corresponding volumes of 
the materials. The energy density formula is obtained as a 
byproduct of the energy conservation law (Poynting theorem), 
which is derived using Maxwell’s equations with the aid of the 
equations of motions of the polarization P (in dielectric) and 
magnetization M (in magnetic) mediums: 

−∇ ∙ S = �=�� + >?@��     (6) 
where S, W, and Ploss stand for the Poynting vector (power 
density in W/m

2
), energy density (in J/m

3
), and power loss (W), 

respectively. Equation (6) can be re-written as: 

−∇ ∙ �E × H� = �=C�� + �=D�� + >?@��     (7) 
>?@�� = E. J    (8) 

where We and Wb are the electric and magnetic energy densities, 
and J is the current density. Equation (7) can be rewritten as: 

−∇ ∙ �E × H� = E ∙ (D(+ + H ∙
(B
(+

= ((+ H
I3E'2 K+ E ∙

(P
(+ +

(
(+ H
%3H'2 K

+ %3H ∙ (M(+  
(9) 

The time-averaged energy density of a harmonic 
electromagnetic wave, NOP, can be calculated as: 

NOP = Q.R �STQ�T�U�T |E|' + -.R �ST-�T�U�T |H|'    (10) 
III. COMPUTING THE ELECTROMAGNETIC LOSSES BASED ON 

POLDER’S PERMEABILITY TENSOR AS CONSTITUTIVE RELATION 

A. Computational Models: Geometries, Electric and 
Magnetic Properties 

Since no micromagnetic solver has yet the capacity to 
include eddy currents' effects, CST Studio was used for some 
magneto-dielectric material computations. A computational 
approach was applied, using magnetite particles having a radius 
of 1mm, to distinguish the contribution of these particles to the 
total absorbed power in the brain and separate the electric and 
magnetic energy densities. The computations were conducted 
in the frequency domain and used almost the same mesh 
dimensions in all cases (mesh properties: hexahedral, 
cells/wavelength = 15, spherical brain model: smallest cell = 
0.2955, largest cell = 5.6774, realistic brain model: smallest 
cell = 0.3217, largest cell = 5.6832). A series of 
electromagnetic exposures were designed, computed, and 
analyzed to observe the contribution of the magnetite particles 
to the total absorbed power in the following brain models: 

• S1: a simple spherical brain model (homogeneous), having 
the dimensions and material properties given in Table I. 
This model was purely dielectric. 

• S2: a simple dielectric brain sphere, having a single particle 
of magnetite located in its center; magnetite volume was 
V1=682.67mm

3
; 

• S3: a simple dielectric brain sphere, containing N1=163 
uniformly spread identical smaller particles of magnetite. 
Their total volume was equal to V1. 

• S4: a simple dielectric brain sphere, having N2=129 
uniformly spread smaller particles of magnetite (identical). 
Their total volume was equal to V2=540.27mm

3
. 
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• S5: an MRI-based anatomical human head model, with 
non-magnetic brain tissues inserted (head of Gustav, 
belonging to the Bio-Models library, 2.08×2.08×2mm 
spatial resolution, containing 11 tissue types, 134028 voxels 
were used for the brain model while its mass was 
1211.905g). The brain had the same volume as the simple 
spherical brain model (homogeneous). 

• S6: an MRI-based anatomical human head model with 
magnetite inserted in the brain tissue (Gustav model with 
magnetite). A number N2=129 magnetite particles were 
uniformly spread in this model, with their total volume 
being equal to V2. 

The mass concentration of magnetite in the brain was 
C1=1.6mg/g for S2 and S3, and C2=2.34mg/g for S4 and S6. 
Table I shows the dimensions of the materials used in the 
models. Table II presents the dielectric, magnetic, and other 
relevant properties of the materials at 3.5GHz. Magnetite 
dielectric and magnetic parameters at 3.5GHz were extracted 
from [49], while the brain and the rest tissues of the head were 
modeled based on dielectric data presented in [50]. 

TABLE I.  BRAIN TISSUE AND MAGNETITE PARTICLES DIMENSIONS 

Exposure 

situation 

Magnetite 

Volume 

(mm3) 

Brain 

Volume 

(mm3) 

Magnetite 

Mass (g) 

Brain 

Mass 

(kg) 

Brain 

sphere 

diameter 

(mm) 

Magnetite 

sphere 

diameter 

(mm) 

S1 - 2144661.00 - 2.24 160 - 

S2 682.67 2143978.00 3.58 2.24 160 10.92 

S3 682.67 2143978.00 3.58 2.24 160 2 

S4 540.28 1159170.72 2.83 1.21 130.35 2 

S5 - 1159717.70 - 1.21 N/A - 

S6 540.275091 1159177.43 2.83 1.21 N/A 2 

TABLE II.  SIMULATION MATERIALS' PROPERTIES 

 Brain Magnetite Copper FR4 

Material type Normal Normal 
Lossy 

material 
Normal 

Real part – relative 

electric permittivity 
45.81 4.8 N/A 4.3 

Real part – relative 

magnetic permeability 
1 0.84 1 1 

Electric Conductivity 

(S/m) 
0.767 0.233657 5.8E+07 0.00861191 

Magnetic Conductivity 

(1/Sm) 
0 7428.26 N/A 0 

Thermal Conductivity 

(W/K/m) 

0.5 

(normal) 

5.5 

(anisotropic) 
401.0 0.3 

Heat capacity (kJ/K/kg) 3.7 0.6 0.39 0 

Bloodflow coefficient 

(W/K/m
3
) 

40000 0 0 0 

Basal metabolic rate 

(W/m
3
) 

7000 0 0 0 

Mass density (kg/m
3
) 1045 5240 8930 N/A 

 

B. Characterization of Emitting Antenna and Field 

Electromagnetic waves were generated by a patch antenna 
(made of copper and FR4 dielectric). Its geometry and 
dimensions are presented in Figure 1(a), and it emitted a 
continuous wave on 3.5GHz. This frequency is used in 
WiMAX communications, based on the IEEE 802.16, and in 

the first implementations of the 5th generation (5G) mobile 
broadband communications worldwide. The simulated power 
of the patch antenna was 0.5W, but simulations in CST showed 
a Voltage Standing Wave Ratio (VSWR) of 1.27 due to its 
mismatch loss, and the radiated power from the antenna was 
0.138W due to its total efficiency of 28% (Figure 1(b)). The 
far-field radiation pattern of this antenna at 3.5GHz is 
presented in Figure 1(c). As it can be observed, the gain is low 
on the O-z direction (-7.8dBi), therefore the exposure of the 
brain model is very low. 

 

(a) 

 

(b) 

 

(c) 

 

Fig. 1.  The emitting patch antenna model: (a) geometric parameters,  

(b) stationary wave ratio and total efficiency at 3.5GHz, c) 3D radiation 
pattern at 3.5GHz. 

C. Exposure of Non-Magnetic and Magnetic Brain Models 

The geometries of the exposure models are shown in 
Figures 2 and 3. The distance between the antenna surface and 
the incidence point of the model (brain, in the case of a full 
head model) was always 45cm, therefore the far-field 
conditions of exposure were fulfilled in all cases. Figures 2(b)-
(c) show the positions of the magnetite particles in the simple 
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homogeneous spherical model of the brain (S1, S2, S3, S4). 
Figures 3(b) and 4 show the magnetite particles distribution in 
the realistic brain model (S5, S6). The results of S1-S3 cases 
can be compared because the mass concentration of magnetite 
is the same (C1). Similarly, the results of the S4-S6 cases can 
be compared due to the same concentration of magnetite (C2). 

 

 
(a) (b) (c) 

Fig. 2.  The computational space figuring the positions of the antenna, 
simplified brain model (sphere) and the distribution of the magnetite particles: 
(a) non-magnetic brain, (b) brain containing a single magnetite particle,  
(c) brain containing spread magnetite particles with a total volume equal to the 
single-particle from situation (b). 

(a) 

(b) 

Fig. 3.  (a) The human anthropomorphic head model (Gustav) and the 
positioning of the patch antenna, (b) figuring the non-magnetic brain in the 
head (up) and the distribution of the magnetic particles in the magnetic brain 
case. 

 
Fig. 4.  Details of the distribution (homogeneous) of the magnetite 

particles in the realistic magnetic brain model. 

IV. RESULTS 

Figure 5 shows the distribution of the E-field levels in air 
tangential to the head model. In all S1-S6 cases, the distribution 
and the absolute values of the E-field strengths in the coronal 
plane are very similar to Figure 5. It can be observed that the 
incident field strengths are not exceeding 4.5V/m and they are 
mostly concentrated in the range between 1-3V/m in the 
coronal plane. 

 

(a) 

 

(b) 

 

Fig. 5.  Incident E-field strength in the air: (a) sagittal plane, (b) coronal 
plane tangential to the nose of the model. 

Table III shows the following post-processed values: a) the 
mean and the maximum power densities in each model, b) the 
mean values of the electric and of the magnetic energy 
densities, c) the mean power loss in each model, d) the 
normalized power loss (the ratio between the mean power loss 
in the model and the mean E-field strength in the air, in the 
coronal plane tangent to the model surface), e) the normalized 
total SAR (the ratio between the total mean power loss per 
mass unit of the model and the mean E-field strength in the air, 
in the coronal plane tangent to the model surface). For 
example, comparing S3 with S1 suggests that power loss, its 
normalized value, and normalized SAR are lower when the 
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magnetite is spread in the brain than when not present at all, 
which is an intriguing result. On the other hand, comparing S6 
with S5, when the magnetite concentration is higher, power 
loss, its normalized value, and normalized SAR are higher 

when the magnetite is spread in the brain than when not present 
at all. Therefore, the presence of magnetic material seems not 
to enlarge the losses consistently. 

TABLE III.  EFFECTS OF MAGNETITE PRESENCE IN BRAIN EXPRESSED BY STORED ENERGY DENSITY AND LOSSES (INCLUDING NORMALIZED ONES) 

Case 
Eincident 

(V/m) 
Material type 

Power loss density (W/m3) Mean energy density (J/m3) 
Ploss (µW) 

Normalized power 

loss (µW/(V/m)) 

Average normalized total 

SAR ((µW/kg)/(V/m)) Max Mean Electric Magnetic 

S1 4.11 Brain 7.37 0.11 5.61E-11 5.68E-11 227.33 55.27 24.66 

S2 4.12 
Brain 6.77 0.11 5.61E-11 5.67E-11 

227.49 55.27 24.63 
Magnetite 0.77 0.34 3.44E-11 4.01E-11 

S3 4.01 
Brain 7.30 0.10 5.35E-11 5.40E-11 

216.70 54.03 24.08 
Magnetite 2.18 0.23 2.92E-11 4.12E-11 

S4 3.94 
Brain 8.19 0.11 5.98E-11 6.04E-11 

131.17 33.27 27.41 
Magnetite 9.36 0.35 4.61E-11 6.04E-11 

S5 3.97 Brain 2.25 0.06 8.47E-11 8.47E-11 70.74 17.82 14.70 

S6 3.96 
Brain 2.23 0.06 8.40E-11 8.40E-11 

70.89 17.89 14.76 
Magnetite 3.53 0.33 4.39E-11 7.05E-11 

 
Figure 6 shows the sectioning plane orientation in the 

models that will be used for presenting the distributions in 
Figures 7-9. Figure 7 shows the distribution of the electric 
energy density stored in the models, in the chosen section 
plane, for all 6 cases. In S3 and S4 images, the magnetite 
particles are emphasized to observe the lower levels of energy 
density at their positions. S5 is the dielectric brain in the head 
model, while S6 is the magnetic brain in the head model. The 
position of the magnetite particles is still observable, as the 
energy density is lower in their positions than in their vicinity. 

 

 

Fig. 6.  Figuring the section plane applied to the models to show the spatial 
distributions of energy density and power loss density. 

 
Fig. 7.  Electric energy density distribution in the chosen sagittal section 
plane in the 6 cases. 

Figure 8 shows the distribution of the magnetic energy 
density for all 6 cases. The position of the magnetite particles is 
still observable in S3 and S4, again, as a bit smaller values than 
in the neighboring material. No differences appear between S5 
and S6 regarding the magnetic energy density accumulation in 
the dielectric versus the magnetic brain. 

 

Fig. 8.  Magnetic energy density distribution in the chosen sagittal section 
plane in the 6 situations. 

Figure 9 shows the power loss density distribution map in 
the chosen section plane. The positions of the magnetic 
particles are delimited visually in all cases. Figure 10 shows an 
enlarged image for the Gustav head model of case S6. Even 
with the micromagnetic limits of CST, which is using Polder’s 
permeability tensor to describe the magnetic properties at a 
larger scale and to compute the losses, obvious excess power 
deposition is due to the presence of magnetite when the 
3.5GHz wave is propagating in the 11-tissue MRI human head 
model having magnetite particles. 

 

 
Fig. 9.  Power loss density distribution in the chosen sagittal section plane 

in the 6 cases. 
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Fig. 10.  Magnification of the S6 case to observe the losses due to magnetite 
particles present in the brain by using the computations based on Polder’s 
permeability tensor as a constitutive relation. 

Based on the results tabulated in Table III, emphasis was 
given to the overall differences between the models, regarding: 
a) the ratio between the magnetic and electric energy densities 
accumulated in each model, in tandem with its volume (Figure 
11), b) the percentage the magnetic brain is lossier than the 
pure dielectric (Figure 12), and c) the power loss densities 
(max and average) in the magnetic and dielectric models 
(Figure 13). The results were grouped in two sections in each 
figure, corresponding to the two difference concentrations of 
magnetite (C1, C2). Figure 11 shows that magnetite 
concentration is not determining the energy density ratio 
between the magnetic and electric energies, as possibly higher 
magnetite content results in lower stored magnetic energy 
density. Moreover, this ratio is larger in all magnetic brain 
models compared to purely dielectric. The overall 
concentration, distribution, and dimensions of magnetite 
particles matter, while the problem becomes more complex 
when examining geometric and magnetic anisotropies, particle 
geometry, local computation of Heff, etc.  

 

 

Fig. 11.  The ratio of magnetic to electric energy densities stored in pure 
dielectric versus magnetic brain models (blue balls) in tandem with the 
volume of the models (red bars). Two categories are delimited due to two 
different concentrations of magnetite (C1, C2). 

Figure 12 shows that for the same concentration of 
magnetite C1, the brain containing 163 smaller magnetite 
particles presents a total deposited power even smaller than the 
dielectric, while the brain containing one single larger 
magnetite particle may have a larger total deposited power. 
Practically, among all cases, the larger total power deposition 
in the magnetic brain happened in Gustav's head. In this case, 
0.21% more total power was dissipated in the magnetic brain 
versus the non-magnetic one. However, the magnetic brain 
containing 129 spheres of magnetite showed a 5.7% lower total 
power loss than the similar pure dielectric brain model. 

 

 
Fig. 12.  Relative percentage of total loss deposition in each model: 

magnetic relative to non-magnetic. 

Figure 13 shows comparatively that in most cases the 
mean power loss density was a little bit higher in the magnetic 
brain than in the pure dielectric. However, the existence of an 
exception indicates again the limitations of CST in computing 
realistically the magnetic losses contribution. Moreover, the 
larger peak values of power loss density are even more 
intriguing, as they seem to be present rather in the pure 
dielectric than in the magnetic brain model. 

 

 
Fig. 13.  Average and maximum values of each model's power loss density. 
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V. CONCLUSION 

This paper analyzed a set of simple or respectively 
anthropomorphic brain models having magnetite content to 
emphasize the differences in the total power deposited in the 
tissue when it is considered purely dielectric versus when it is a 
magnetic-dielectric, with the limitations and the gaps of the 
dosimetric codes. A patch antenna emitting at 3.5GHz was 
modeled and positioned 45cm in front of the brain model. Two 
concentration amounts of magnetite were examined, while its 
distribution in the brain tissue was modeled either as a unique 
sphere or a spread of 1mm radius particles having the same 
total volume. Six dosimetric situations were analyzed 
comparatively, whereas two of them consisted in the brain 
belonging to the Gustav human head voxel model. 

The results showed both higher and lower total power 
losses in the magnetic- versus non-magnetic brain models. The 
relative percentage of the losses on the pure dielectric brain 
was in the range from -5.7 to +0.21%. The larger the magnetite 
concentration, the larger the relative differences. If power loss 
density was normalized to the average E-field strength in a 
coronal plane tangential to the model, in air, it increased in the 
case of the magnetic brain of the anthropomorphic model 
versus the pure dielectric one. The average total SAR 
normalized to the E-field strength in air showed again that the 
contribution of the magnetic loss is not consistent when the 
model is changed. Practically, no clear conclusions could be 
extracted in connection with the magnetic loss contribution to 
the whole dissipated power. The results of the mean values of 
total power loss density showed however more reliability, as 
the stored magnetic energy density was in all cases dominated 
by the magnetic brains. Overall, the present approach aimed at 
underlining the difficulty in getting an accurate solution when 
requesting absorbed doses of electromagnetic energy in tissues 
that are not pure dielectrics but have magnetic features. The 
current computational dosimetry is limited and can only cast a 
shadow of knowledge about these phenomena. Since 
experimental dosimetry in the human brain is precluded, it 
would be of great importance to obtain realistic computational 
information about the degree of significance that magnetic 
particles have when they are present in dielectrics and their 
interaction with signals used by various wireless devices. 
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Abstract-With the advances in technology, computer vision 
applications using deep learning methods like Convolutional 

Neural Networks (CNNs) have been extensively applied in 

agriculture. Deploying these CNN models on mobile phones is 

beneficial in making them accessible to everyone, especially 

farmers and agricultural extension officers. This paper aims to 

automate the detection of damages caused by a devastating 

tomato pest known as Tuta Absoluta. To accomplish this 
objective, a CNN segmentation model trained on a tomato leaf 

image dataset is deployed on a smartphone application for early 

and real-time diagnosis of the pest and effective management at 

early tomato growth stages. The application can precisely detect 

and segment the shapes of Tuta Absoluta-infected areas on 

tomato leaves with a minimum confidence of 70% in 5 seconds 
only. 

Keywords-mobile applications for agriculture; Tuta Absoluta; 

deep learning; convolutional neural networks; segmentation 

I. INTRODUCTION 

Agriculture is an important economic sector of the 
Tanzanian economy, contributing about 29.1% of Gross 
Domestic Product (GDP) and 67% of total employment [1]. 
Tanzanian farmers grow a variety of crops for food and 
economic purposes. As one of the most widely grown crops in 
the world [2], the tomato plant is also grown in different parts 
of Tanzania. In 2017, 247,135 tons of tomatoes were harvested 
in 54,520 hectares, which is equivalent to 64% of all fruits and 
vegetables in the country [1]. Tomato (Solanum Lycopersicum 
L.) is considered a high-value crop and income resource for 
smallholder farmers in Sub-Saharan Africa [3]. Nevertheless, 
the invasive pest known as Tuta Absoluta is a major threat to 
tomato production [4]. It can greatly damage tomato yield to 
the extent that growers may give up production due to the costs 
and losses it causes. Yield losses can reach percentages as high 
as 80-100% if no control measures are taken [5]. The pest is 
native to South America but has spread quickly, not only across 
the Mediterranean basin but also across Europe, Middle East, 
Asia, and Africa, where it was first recorded in Algeria in 2008 
[6-8]. The first case of Tuta Absoluta in Tanzania was recorded 

in August 2014 in Arumeru District, Arusha, and it has since 
spread to the other regions of the country [9]. The number of 
extension officers who are key facilitators in providing farmers 
with proper information on plant diseases and pest control is 
very limited to meet the farmers’ demands in Tanzania [10]. 
Although farmers and extension officers struggle with different 
methods to control the pest, there has not yet been an effective 
mechanism to exploit the Tuta Absoluta’s infestation on tomato 
leaves at early stages before causing great yield losses to 
farmers.  

The application of Artificial Intelligence (AI) plays an 
important role in precision agriculture due to its flexibility, 
high performance, accuracy, and cost efficiency [11-13]. 
Computer vision techniques, such as deep Convolutional 
Neural Networks (CNNs) have shown promise to transform the 
agricultural field in plant disease diagnosis. Several researchers 
developed CNN models using image datasets for pest and 
disease diagnosis in plants like tomato, banana, apple, cassava, 
cherry, alfalfa, wheat, and grapevine [14-21]. Deploying these 
CNN models on mobile phones would be beneficial in making 
them accessible to everyone, especially farmers and 
agricultural extension officers. Despite the widespread use of 
smartphones, CNN models are currently being deployed only 
on a few smartphone applications. The use of mobile 
applications to diagnose plant diseases has received little 
attention in the literature. For instance, Petrellis [22] developed 
a windows smartphone application using image processing 
techniques for identifying vineyard diseases by extracting 
features from grape leaf images. It can be used as a standalone 
application or combined with a remote server, and it is also 
extensible to different plant diseases. Accuracy higher than 
90% was achieved in recognizing the vineyard diseases. As an 
extension of their previous works [22-24], the authors in [25] 
proposed a low complexity image processing and a 
classification method implemented on smartphones for disease 
diagnosis in grape, peach, and citrus plants with an extensible 
set of diseases. Classification algorithms such as decision tree, 
random forest, Naïve Bayes, and neural networks were used in 
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their experiments. The experimental results show that the 
developed mobile application achieved accuracy between 80 to 
98% for disease recognition. Moreover, authors in [26] 
developed an image processing algorithm deployed in 
smartphones for detecting diseases in the wheat plant using a 
dataset of 3637 leaf images. The smartphone application was 
used to capture wheat leaf images that were then diagnosed 
online by comparison with stored previous algorithm results 
with accuracy higher than 80%. 

Similarly, the authors in [27] developed a CNN model 
based on Single Shot Multibox (SSD) architecture then 
deployed it on a mobile application for real-time detection of 
diseases in cassava plants. The model performed better with 
F1-scores of 79% and 54% on test data and real-world images 
respectively. Authors in [28] proposed two deep CNNs 
(Resnet152 and Inceptionv3) using a dataset of 3000 leaf 
images to detect Fusarium wilt race 1 and black Sigatoka 
banana diseases. The Inceptionv3 model was deployed on an 
Android mobile phone and achieved an accuracy of 99% in 
detecting the two diseases in real environment. Authors in [29] 
proposed an automated irrigation and plant-leaf disease 
detection system using an Android mobile application. The 
mobile application was used to take photos of the suspected 
plant leaves, which were then sent to a cloud server, where the 
image was processed by matching it to the plant leaf images 
with diseases stored in the cloud database. In this work, the 
classification was based on Artificial Neural Networks 
(ANNs). In a recent study, researchers reported the 
performance of a deep learning object detection model for 
diagnosing plant diseases and pests [30]. The model was 
trained on 2756 images of cassava leaves exhibiting pest and 
disease symptoms. It was subsequently deployed as a mobile 
application in Android smartphones, which was then tested in 
the field and proved to be 74-88% accurate in diagnosing 
cassava disease and pest symptoms. This diagnosis accuracy 
was higher than that of agricultural extension officers (40-58%) 
and farmers (18-31%). Authors in [31] trained 5 CNN models 
using the PlantVillage dataset [32] with 18,160 tomato leaf 
images to classify 10 labels. The CNN model ResNet50, which 
had better prediction accuracy, was subsequently deployed in a 
mobile application to classify and identify tomato plant 
diseases successfully. 

Early and real-time detection of Tuta Absoluta’s damages 
on tomato plants can play a vital role in managing the pest and 
enhancing farmers’ decisions. This study presents a mobile 
application called TutaSegmenter [33] deployed with a deep 
CNN model to detect and segment the effects of a tomato leaf 
miner (Tuta Absoluta) on tomato plants. This intervention 
approach for early pest detection and effective management at 
primary tomato growth stages will help farmers avoid massive 
economic losses. 

II. METHODS 

We used TensorFlow framework to deploy the CNN 
semantic segmentation model in a smartphone to detect Tuta 
Absoluta’s damage on tomato plants. We employed transfer 
learning based on the U-Net architecture which has shown best 
performance on the International Symposium on Biomedical 
Imaging (ISBI) dataset [34] for semantic segmentation. 

Authors in [35] introduced this U-shaped CNN architecture, 
which has performed exceedingly well in the biomedical image 
segmentation and later in many other fields, outperforming 
earlier segmentation methods even after being trained with only 
a few images [36]. We fine-tuned the model parameters to our 
dataset, which comprised of 1212 tomato leaf images damaged 
with Tuta Absoluta at early growth stages. The tomato leaf 
image dataset was built with images collected from 
experimental fields in Arusha and Morogoro regions in 
Tanzania. Examples of leaf images in this dataset are shown in 
Figure 1. 

 

 
Fig. 1.  Sample images from the tomato leaf image dataset. 

 
Fig. 2.  Conceptual framework. 

The experiments were conducted on a computer 
preinstalled with Windows 10 equipped with one Intel® 
Core™ i7-8550U 3.6GHz CPU, Intel® Iris® Plus Graphics, 
512GB SSD storage, and 16GB memory. Google 
Collaboratory with Tesla P100-PCIE GPU and 27GB memory 
was utilized. We implemented our proposed network using 
Python v3.7.10 and the Keras [37] module with TensorFlow 
[38] as backend. The model’s performance was then evaluated 
using different evaluation metrics, and the model’s parameters 
were tuned to get an optimized model. The optimized CNN 
model was deployed on a Samsung Galaxy A02s Android 
phone to enable farmers to automatically detect and segment 
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the affected areas on tomato plants. Figure 2 shows the 
conceptual framework of this work. 

A. Data Preprocessing 

The dataset of healthy and Tuta Absoluta-infested tomato 
leaf images was collected from the fields in Tanzania using 
Canon EOS Kiss X7 and Samsung SM-G570F cameras. The 
complete details of this dataset have been reported in [39] and 
are freely available to the research community at the open 
access repository in [40]. For this study, 1212 images of 
infested tomato plants were extracted from the dataset to 
develop the semantic segmentation model. Each sample plant 
contained an average of 6 leaves which is equivalent to 7272 
leaflets for the selected images in our dataset. LabelMe [41], an 
open-source graphical annotation tool (see Figure 3), was then 
used to produce ground truth masks by manually drawing and 
labeling irregular polygons following the shape of the infested 
area. Annotations were then saved in VOC [42] format with 
their corresponding images. Then, the dataset was split into 
training and test sets in 80:20 ratio as shown in Table I. 

 

 
Fig. 3.  LabelMe annotation tool. 

TABLE I.  DATA DISTRIBUTION 

Image set Number of images 

Training set 969 

Test set 243 

Total 1212 
 

B. The CNN Model 

The approach presented in this paper is an extension of the 
method described in [39] where a Tuta Absoluta semantic 
segmentation model based on U-Net architecture was 
proposed. In this work, a U-Net architecture was trained for 
200 epochs using an annotated dataset of 1212 images resized 
to 512×512 pixels. The learning rate was set to 0.01 using the 
Adam [42] optimization function and the sigmoid activation 
function. The cross-entropy loss, Intersection over Union 
(IoU), and dice coefficient metrics were used to evaluate the 
model’s performance. Then, an optimized Tuta Absoluta 
semantic segmentation model was deployed in an Android 
smartphone. 

C. Model Deployment 

This refers to integrating a machine learning model into an 
existing production environment to make practical decisions. 
We deployed the proposed model into a mobile phone so that 

farmers and extension officers can use their smartphones to 
automatically detect affected areas on tomato plants. To deliver 
reliable, user-friendly, and efficient software in a short time, 
agile software development methodology was used in 
developing the Tuta Absoluta segmentation mobile application 
based on users’ feedback. We used the TensorFlow Lite 
(TFLite) to convert our suggested model into a lighter format 
because CNN models are complex and heavy, requiring a lot of 
memory and storage space to run. Converting the models into 
TFLite format reduces their file size, increases execution speed, 
and introduces optimizations that do not affect accuracy. This 
enables us to execute CNN models efficiently and run 
inference on mobile devices with limited computing and 
memory resources. The CNN model was converted to a 
mobile-compatible format using the python programming 
language. The application’s interface and functionality were 
then defined using Extensible Markup Language (XML) and 
Kotlin programming language respectively. The mobile 
application software was implemented in Android Studio 
Integrated Development Environment (IDE) and tested in a 
Samsung SM-A025F Galaxy A02s smartphone. Smartphone 
applications are becoming increasingly popular and necessary 
[44]. We developed an Android application since Android 
holds the bigger market share in Africa of over 84% [45], 
where this research focuses. 

Moreover, to achieve its purpose, the Tuta Absoluta 
segmentation mobile application was designed to capture and 
upload images, provide general information about tomatoes 
and the Tuta Absoluta pest, run inference using the CNN 
segmentation model, and display the segmentation results. 
Since the application operates completely offline, it only takes 
5s to run the inference on a captured tomato leaf image and 
accurately segment the Tuta mines. The Tuta Absoluta 
segmentation mobile application is simple and easy to use, 
even without any guidance. 

D. Software Design 

In this paper, the design of the mobile application software 
is visualized using Unified Modelling Language (UML) 
diagrams. This includes the use case, activity and sequence 
diagrams. A use case model outlines how different categories 
of users interact with the system, their expectations, and the 
actions that the system must take to meet these objectives. 
Figure 4 depicts the use case diagram for the Tuta Absoluta 
segmentation mobile application. Each of the use cases shown 
is described in Table II. 

Moreover, the activity diagram describes the dynamic 
aspect of the application software. It graphically represents a 
series of actions or flow of control in a system with support for 
iteration and concurrency. The activity diagram for Tuta 
Absoluta segmentation mobile application is shown in Figure 
5. Also, the sequence diagram depicts how objects interact with 
each other for a particular scenario. It details the way 
operations in the application software are carried out. Figure 6 
shows the sequence diagram for the Tuta Absoluta 
segmentation mobile application. 
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Fig. 4.  The use case diagram for Tuta Absoluta segmentation application. 
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Fig. 5.  The activity diagram for Tuta Absoluta segmentation application. 

TABLE II.  DESCIPTION OF THE USE CASES 

Use case Description Actor (s) 

View tomato info 
The user(s) can display general information about tomatoes such as the scientific 

name, production statistics, and planting information. 
Farmer or extension officer 

View Tuta absoluta info 
The user(s) can display general information about Tuta Absoluta such as their 

common and scientific names, physiology, and life cycle. 
Farmer or extension officer 

Capture/take photo 

The user(s) can access their mobile phone’s camera to take a photo of a tomato 

plant. Then the system will automatically run inference on the photo using the CNN 

model in the background to segment Tuta mines. 

Farmer or extension officer 

Upload an image 

The user(s) can upload a tomato plant image from their mobile phone’s gallery. 

Then the system will automatically run inference on the uploaded photo using the 

CNN model in the background to segment tuta mines. 

Farmer or extension officer 

View image The user(s) can view the captured or uploaded image in the mobile application. Farmer or extension officer 

Display segmentation results 
The user(s) can display the original image, segmentation results, and overlay in 

the mobile application. 
Farmer or extension officer 

 

User App CNN 
model

View tomato/tuta info

Display tomato/tuta info

Upload/Capture image

Segment/detect tuta mines

Segmentation results

Display original  image

Display segmentation results

 

Fig. 6.  The sequence diagram for Tuta Absoluta segmentation application. 

III. RESULTS AND DISCUSSION 

The model’s performance was evaluated using the cross-
entropy loss, IoU and dice coefficient evaluation metrics. The 
experimental results show that the U-Net segmentation model 
achieved 78.60% and 82.86% of IoU and dice coefficient, 

respectively. Figure 7 shows the U-Net training loss curve over 
200 epochs. The losses dropped rapidly during early training 
iterations before stabilizing around 60 epochs, indicating that 
the model fits well on the characteristics of our dataset at both 
the early and late stages of the training process.  

 

 
Fig. 7.  Training and validation loss for U-Net. 
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Figure 8 illustrates the confusion matrix for our segmenter. 
Since our task is binary segmentation, we map 0 for the 
background class and 1 for Tuta, the object of interest. As 
mentioned above, the U-Net model was converted to TFLite 
format and then embedded into a mobile application in Android 
Studio. Deploying on mobile devices would help democratize 
model access while also protecting user privacy that runs 
inference offline. 

 

 
Fig. 8.  Confusion matrix for the Tuta Absoluta segmentation model. 

 
Fig. 9.  Tuta absoluta segmentation mobile application: (a) splash screen, 

(b) landing/home page. 

We developed a simple and user-friendly mobile 
application named TutaSegmenter [33] to allow smooth 
interaction between the farmers/extension officers and the 
application. The application can be downloaded, free of charge, 

from the Google Playstore. The farmer/extension officer clicks 
on the application icon which welcomes them with a colorful 
splash screen that lasts only for 2s before landing on the 
scrollable home page. The home screen has two clickable cards 
with quick facts about the tomato plant and Tuta Absoluta, and 
a clickable floating button for Tuta segmentation, as illustrated 
in Figure 9. The user can read general information about 
tomatoes, such as their scientific name, production statistics, 
and cropping information such as the amount of water, soil, and 
fertilizer they require by clicking on the tomato plant card, as 
shown in Figure 10(a). By selecting the Tuta Absoluta card 
from the main page, the user can view general information 
about the pest, including common and scientific names, 
physiology, and lifecycle (see Figure 10(b)). This will assist the 
farmer in learning and comprehending the pest to adopt 
effective pest management and tomato plant care procedures. 

 

 
Fig. 10.  Tuta Absoluta segmentation mobile application: (a) description 

page for tomato cropping, (b) description page for Tuta Absoluta. 

Additionally, on every page of the mobile application, we 
placed a clickable floating button for Tuta segmentation so that 
the farmer can quickly navigate to the disease diagnostics page 
to detect and segment Tuta mines in tomato leaf images. The 
disease diagnostics page allows the user to capture or upload 
images, then shows the results (predicted masks and masks 
overlay) displayed in a horizontally scrollable section along 
with the original image. The user can also view the input image 
size and detection details (labels found and the execution time) 
in the bottom sheet layout (see Figure 11(c)). If the image is 
devoid of Tuta mines, the application will display a text “No 
labels found” as shown in Figure 11(a). 
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Fig. 11.  Tuta Absoluta segmentation mobile application. (a) A healthy plant. (b) Original image and mask prediction. (c) Segmentation results. 

IV. CONCLUSION AND FUTURE WORK 

This paper presents a cost-effective mobile application for 
real-time detection and segmentation of Tuta Absoluta’s 
damage on tomato plants at their early growth stages. We 
utilized a CNN model trained on a 1212 tomato leaf images 
dataset and optimized it for mobile deployment. We evaluated 
the performance of the deployed model on a mobile application 
that detects Tuta mines in tomato leaf images with minimum 
detection confidence of 70%. The application was able to 
precisely detect and segment the shapes of Tuta Absoluta-
infected areas on tomato leaves in just 5s. Since the deployed 
model operates offline, there are no running costs once 
installed. The application provides early and real-time 
diagnosis of the devastating pest, and effective management at 
early tomato growth stages to avoid huge economic losses. 
Providing these services in the absence of a mobile network, 
makes the application ideal for use in remote areas, which is 
beneficial to smallholder farmers especially in developing 
countries. This study proves that the use of computer vision 
techniques is vital in revolutionizing disease and pest 
management in agriculture. 

In the future, we expect to continuously improve the 
diagnostic model in Tuta Absoluta segmentation application 
and add more knowledge as it becomes available to provide 
farmers with an ever-improving link to expert knowledge. 

Also, we aim to make the application capable of determining 
the extent of damage and suggest appropriate actions to be 
taken to control the pest based on the severity status. The 
application will be translated to Swahili, a widely spoken 
language in the Eastern, Central and Southern parts of Africa. 
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Abstract-Studies and research on land suitability for the 

localization of economic and industrial activities in cities are 

attracting academics and local policies concerned with urban 

planning and organization in order to make urban areas more 

accommodating. The current paper aims to demonstrate the 

ability of visualization and simulation techniques to assist 

planners in preserving urban real estate by combining the Delphi 

method with one of the multi-criteria hierarchical analysis 

decision-making techniques. The city of Bordj Bouarreridj in 
Algeria was chosen as the case study and, with the participation 

of experts, a set of criteria were adopted to determine land 

suitability. Three criteria were selected in the first phase with the 

use of the Delphi method. In the second phase, we applied the 

Analytical Hierarchy Process (AH, a hierarchical analysis 

method. During the third stage, the obtained results were 

translated into the GIS program to derive the spatial suitability 
map. The following are among the most important achieved 

results: 13.38% (521.793 km2) of the area was regarded to be of 

high suitability, 67.54% (2,634.758 km2), achieved moderate 

suitability, 12.94% (504,794 km
2
) attained low suitability, and 

6.14% (239,685 km
2
) were found to be not suitable at all. 

Keywords-industrial activity; Bordj Bouarerridj; land 

suitability; control consumption; Delphi method; AHP   

I. INTRODUCTION  

Both private and public sectors contribute to the increment 
of the area of cities. In Algeria, we find that most of the 
construction of industrial zones is usually at the expense of 
agricultural lands, which affects the land uses of cities by 
covering the increasing housing demand [1]. The economic 
transformations of cities have created factors, represented in 
factories and workshops, that contribute to the emergence of 
management and organizational problems of the territory, 
especially about the allocation of lands and their suitability. 
The planners confront a dual problem in this situation. They 
must create initiatives and programs that maintain ecological 
balance while promoting economic growth, while they must act 
as mediators, attempting to prevent conflict and reduce 
objections. Land use planning is a means of optimal allocation 
of land resources [2]. It is frequently utilized in the spatial 
allocation and characteristics of land size to scheme and 

arrange land usage of the studied areas. Studying and 
identifying land-use needs for each land-use type is critical and 
fundamental for evaluating land use suitability for each land 
mapping unit [3]. Land use suitability analyses are of 
considerable use in the planning of mega-cities [4]. As a result, 
it is critical to use a technique that allows weight estimation. 
One such strategy is the Analytical Hierarchy Process (AHP), 
which is a multi-criteria decision-making method. 

The author in [5] used several variables that were related to 
the environmental aspect. He focused his studies on 
environmental indicators. In this study, the answers were 
obtained by experts and institutions, and the obtained data were 
analyzed with the AHP method, after which a map of spatial 
suitability was derived by the Geographic Information Systems 
(GIS). Authors in [6] used AHP to determine the GIS weights 
based on 12 variables. Their study focused on social, economic, 
and environmental indicators. Such methods have the largest 
number of variables but the participation of experts and 
sometimes residents is often necessary. Authors in [7] used 
GIS and AHP to select the best sites for urban growth in 
Seremban, Malaysia. Many social, economic, and 
environmental factors were considered to create a final land 
suitability map, but the notable thing in this study is that the 
researchers relied on the selection of factors and variables on 
local literature and general observations only without relying 
on experts or residents. 

This paper presents the results obtained by integrating the 
Delphi approach, AHP, and GIS in analyzing the relevance of 
land use to economic activity to control the land consumption 
in urban areas. The case study area was the city of Bordj 
Bouarerridj. 

II. MATERIALS AND METHODS 

A. The Study Area 

Bordj Bouarerridj is an Algerian city in the high eastern 
highlands. It is located in the Algerian east in the middle of two 
Atlas Mountains series, the Beban mountain range and the Al-
Hodna mountain range with a population density of 186.4 
inhabitants/hectare in 2014, according to the NSB (National 
Statistics Bureau). Its total area is estimated at 3901.02km2, i.e. 
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the 1/600 of the total area of Algeria. The forms of land usage 
vary, the land appropriateness is broad, and the degree of use is 
high (Figure 1). 

 

 
Fig. 1.  The study area. Prepared by the researchers on the QGIS program, 
2021. 

B. Data Collection 

1) Suitability Factors for Land Use for Industrial Activities 

The criteria defined by the Delphi method to study the 
suitability of lands for economic and industrial activities, and 
their weights were appreciated by using the expert choice v11 
program, which is an application for multi-criteria analysis 
through AHP. After collecting the geographical data, layers of 
determinant criteria, and sub-criteria were set in the open-
source QGIS program. The results are displayed graphically in 
Figures 2-9. 

 

 
Fig. 2.  Geological nature of the study area. Prepared by the researchers on 
the QGIS program. 

2) Nature and Environment 

For this factor, forest areas, hydrographical networks, and 
watershed basins have been identified, through the Bordj 
Bouarerridj city Reconstruction Plan. The suitability sub-
factors were as follows (Figure 2): Forest areas: (0-5 Km), (5-9 
Km), (9-13 Km), and (> 13 Km). Hydrographical network: (0-5 
Km), (5-10 Km), (10-15 Km), and (> 15 Km). Watershed 
basins: (0-5 Km), (5-10 Km), (10-15 Km), and (>15 Km). 

 

 

Fig. 3.  Railways of the study area. Prepared by the researchers on QGIS. 

 
Fig. 4.  Principal roads of the study area. Prepared by the researchers on 
QGIS. 

3) Security and Protection 

The relevant information was collected from the planning 
and reconstruction plans of the Bordj Bouarerridj state. Layers 
were determined in the ARC GIS program in urban tissues, 
archaeological areas, slopes, and geological sites according to 
the opinion of experts and technicians. The range of suitability 
for the distance from residential areas was as follows: (< 4 
Km), (4-10 Km), (10-15 Km), and (> 15 Km). For slope, the 
range of suitability was as follows: (< 4%), (4%-8%), (8%-
12%), and (> 12%). The geological nature was determined 
according to the permeability and type of soil. 
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Fig. 5.  Watershed basins of the study area. Prepared by the researchers on 
QGIS. 

 

Fig. 6.  Forests on the study area. Prepared by the researchers on QGIS. 

 
Fig. 7.  Urban areas of the study area. Prepared by the researchers on 
QGIS. 

4) Economic Determinant 

For this factor, we considered all the main roads and 
structured railway lines of the case study. The data were 
collected from the planning and reconstruction plans of Bordj 
Bouarerridj in 2018. The range of suitability was determined by 
the experts as follows: (0.5-4 Km), (4-10 Km), and (> 10 Km) 
(Figures 3, 4). 

 

Fig. 8.  Water ways of the study area. Prepared by the researchers on 
QGIS. 

 

Fig. 9.  Slopes of the study area. Prepared by the researchers on QGIS. 

C. Methods 

Industrial site selection is a spatial decision problem. Such 
problems typically involve a large set of feasible alternatives 
[8]. Land suitability for industrial activities is a somewhat 
complicated process considering the data and characteristics 
that distinguish them. Therefore many possible alternatives 
must take as well as appropriate multi-faceted and often 
conflicting standards, such as economic, environmental, 
climate, social, etc. The Delphi method is often applied to 
define the evaluation criteria as a way of structuring the method 
of collective communication to affect the complex problem of 
extracting and studying the influential factors to seek out the 
most appropriate sites. The suitability of lands for industrial 
activities in urban areas is determined by calculating the degree 
of importance of the percentage of significant value [9]. After, 
we used the AHP method which is used to solve complex 
decision problems [10]. That decision-making tool depends on 
reliable measurement and thorough evaluation to present 
suitable lands for economic activities [11]. It also serves as a 
helpful tool for capturing both subjective and objective 
assessment measures for checking the consistency of the 
evaluations and thus reducing bias in decision making [12]. 
This study is based on the AHP and through interactive 
computer programs (expert choice v11) [13]. The computer 
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uses a hierarchical framework of criteria and comparisons 
between them to establish the criterion weight. The additive 
transformation function of the weighted summation technique 
is applied to get a final score for each choice. Expert Choice 
Network accepts no restriction on the size of the decision 
issued in this scenario. The DM's preferences on criteria are 
represented by cardinal weights [14]. 

 

 
Fig. 10.  The analysis used for this research. 

D. Delphi Method  

The Delphi method is a consensus method that aims to find 
general agreement among an expert panel on a specific 
research topic [15]. It is considered a way for organizing the 
group communication process to facilitate group issue solving 
and model building. Its principal area of application has 
remained that of technical forecasting [16]. In this research 
paper, we relied on 15 experts of various disciplines, namely 
geology, urbanization, economics, and law, who are familiar 
with the research topic and close to the decision-making 
authorities. Our questions were presented to them in four 
stages. After the first stage, we sent an anonymous summary of 
the resume of the experts' outlook of each previous stage and 
its reasoning [17]. This gradually led to the convergence of 
viewpoints and after the questionnaire's results were obtained. 
Through the questions posed to the experts and based on their 
opinions, criteria of approval for each standard set of sub-
criteria were set. After this, the AHP series pyramid was 
analyzed to determine the weights of the main indicators and 
the sub-criterions in Expert Choice v11 software. 

E. Hierarchical Analysis Process  

AHP is a Multiple-Criteria Decision-Analysis (MCDA) 
technique used in solving various decision-making problems 
[18-20]. It is suitable for the evaluation of complex multi-
attribute alternatives [21], because it is considered one of the 
most effective and easy procedures [22]. The AHP model has 
been applied to determine weights and ranks of all the 
subcategories [23]. The AHP methodology may tolerate 
inconsistency according to pair-wise comparison by given a 

measurement of evaluation inconsistency. This measurement is 
among the most essential parts of the priority determination 
process. The higher the consistency ratio, the assessment result 
becomes more inconsistent [24]. After the hierarchy creation, 
the relative importance of all resolution elements is captured 
and detected through binary comparisons. The Expert Choice is 
a decision-oriented program that provides support to decision-
makers by organizing information with regarding to the 
complexity of a multi-solution problem into a hierarchical 
model consisting of objective, potential scenarios, agents, and 
alternatives. The priorities are determined along with the 
comparison matrix. We begin with a matrix that is consistent 
and has known priority pi. pi/pj is used to compare alternatives i 
and j which is multiplied with the priority vector p results [25]: 

��� ��⁄ �� ��⁄ ⋯ �� ��⁄�� ��⁄ �� ��⁄ ⋯ �� ��⁄⋮ ⋮ ⋱ ⋮�� ��⁄ �� ��⁄ ⋯ �� ��⁄ 
 �����⋮��
 � � �����⋮��
    (1) 
Or grouped: 

	�� � ���    (2) 
where �� is the prioritization vector, n the matrix dimension, 
and A the matrix of comparison. 

The author in [13] proposed a Consistency Index (CI) 
because priorities are only relevant if they are generated from 
coherent or close-to-consistent matrices, which is related to the 
eigenvalue method [26]: CI � ����	����������	�����     (3) ��� 	!"#!�$�%&!	 � ∑(". *"    (4) 

The Consistency Ratio (CR) is calculated to measure the 
consistency of the solution [27], and it is obtained by (5). The 
Random Consistency Index (RI) is shown in Table I [28]. CR � ,-.-    (5) 

TABLE I.  RANDOM CONSISTENCY INDEX. 

n 1 2 3 4 5 6 7 8 9 10 
RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 

 

If CR ≥ 10% the data are considered inconsistent. If  
CR < 10% we have data consistency and the matrix is 
considered as having an acceptable consistency [25]. 

F. Geographic Information System (GIS) 

GIS is a process of mapping and integrating computer-
founded information with the ability of data layer management 
to make appropriate decisions by combining geographical 
information layers [29]. Data combined with an application of 
GIS provide alternative, flexible and scalable means [30]. The 
availability of digital data archives since 1987 enables the 
quantitative and qualitative assessment of land use patterns 
[31]. Accordingly, several studies have been conducted 
emphasizing the adoption of Delphi, AHP, or a combination of 
these methods, with GIS for modeling and analyzing spatial 
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suitability [32]. It assists decision-makers to assign priority 
weights to decision criteria, evaluate the suitable alternatives, 
and visualize the results [33]. 

III. RESULTS AND DISCUSSION 

This research relied on a MCDA using the AHP analysis to 
study the suitability of land use for economic activity in order 
to control the consumption of urban land involving the 
opinions of experts in the field. Eight criteria were used to 
quantify the suitability for economic and industrial land use, 
namely urban areas, slopes, forest areas, hydrographical 
network, watershed basins, geology, roads, and railways. A 
comparison matrix was implemented between the main factors 
and subfactors and paired-wise comparison was conducted 
between the sub-criteria of the same level [34]. Afterwards, the 
weight of each determinant was extracted (Figure 11). 

 

 
Fig. 11.  Results of AHP among main and sub criteria. 

 
Fig. 12.  Performance sensitivity for nodes. 

The proportion of consistency was less than 10%, which 
means that the distribution between the factors was acceptable. 

TABLE II.  AHP KEY CRITERIA RATING 

criteria weight rating 

Road 0.2265 2 
Railway 0.1531 3 
Geology 0.237 8 

Hydrographical network 0.571 6 
Watershed basins 0.0726 5 

Slope 0.1015 4 
Forest 0.0318 7 

Urban area 0.3338 1 

 
Fig. 13.  Priorities with respect to goal. 

Based on the previous hierarchical analysis of the suitability 
of land use for economic and industrial activity, the role of GIS 
comes in the form of a model that summarizes all stages of 
work in the ARC GIS. We compiled all the pre-defined 
standard maps in GIS via Raster calculators with each standard 
multiplied by the weight generated by the AHP and Expert 
Choice to produce a suitable land use map. (Figure 14). 

 

 
Fig. 14.  The produced land suitability map for for economic and industrial 
activity regarding the Bordj Bouarerridj area. Prepared by the researchers on 
the QGIS program. 

The final map gross weight was calculated by raster 
calculation using (6): SL � 1ROw∗ ROr6 7 1RWw ∗ RWr6 7 1Gw ∗ Gr6 71WWw ∗WWr6 7 1WAw ∗WAr67 1Sw ∗ Sr6 7 1Fw ∗ Fr6 71Uw ∗ Ur6    (6) 
where SL is the suitability of land use for economic and 
industrial activity, w is the weight of each criterion, r is the 
classification of each criterion, RO stands for road, RW for 
railway, G for geology, WW for waterways, WA for water, S 
for slope, F for forest, and U for urban areas. 

Through hierarchical analysis the proportion of land-use 
suitability for economic and industrial activity in the city of 
Bordj Bouarerridj was:  

• 13.38% of the total area with a total surface area of 
521.793km2 achieved high suitability. 

• 67.54% of the total area with a total surface area of 
504.794km2 achieved moderate suitability. 

• 12.94% of the total area with a total surface area of 
2634.758km2 achieved low suitability. 
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• 6.14% of the total area with a total surface area of 
239.685km2 was not suitable. 

The results are summarized in Table III. In the final map 
(Figure 14) of the city of Bordj Bouarerridj' suitability of land 
usage for industrial activities, we note that the areas that 
achieved high suitability according to the AHP are the areas 
that are away from the urban tissues and near the road. 

TABLE III.  PERCENTAGE OF AHP STANDARD. 

Classes Area (km2) % 

High suitability 521.793 13.38 % 
Moderate suitability 2634.758 67.54 % 
Low suitability 504.794 12.94 % 
No suitability 239.685 6.14 % 

Total 3901.023 100 % 
 

IV. CONCLUSIONS 

In this study, we utilized Delphi methodology and AHP and 
GIS technologies and a strategy was developed to assess the 
land use for economic activities and thus be able to manage the 
land consumption of metropolitan areas. The case study of this 
research was the state of Bordj Bouarerridj. A group of experts 
defined a set of criteria that helped determine the suitability of 
regions for economic activity. The AHP hierarchical analysis 
method was used to extract land-appropriate measures through 
the Expert Choice program. The consistency ratio was 0.03, 
which is less than 0.1, and therefore is considered favorable.  

After using the AHP method, spatial analysis of the study 
area was carried out, with the creation of a geographical 
database of the criteria specified by the experts in GIS 
environment by creating a model using all accounted data to 
extract an appropriate map of land use for economic activity.  

We can conclude by saying that the combination of the 
Delphi method and the hierarchical analysis using Expert 
Choice software in GIS environment is a practical scientific 
method that gives accurate results in determining the land use 
suitability for economic activity, according to the defined 
criteria. However, these criteria remain variable factors because 
they depend on the specificities of each region. The produced 
map may be adapted to identify regions for future housing 
development, evaluate the worth of a property, and assist 
decision-makers in achieving balanced urban development. 
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