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 “Non linear sea surface temperature”

 Noise in SST

 Sensitivity to true SST
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Point of comparison: simulated bias 

correction

 Le Borgne et al. (2011) extension to NLSST

 “NL2011”

Uncorr SST = NLSST(y)

Sim bias correction = NLSST(ysim) – SSTsim

Corr SST = NLSST(y) – (NLSST(ysim) – SSTsim)

= SSTsim + NLSST(y – ysim)

Equivalent to Petrenko et al. (2011), Incremental Regression, 

to within an offset

Sensitivity is also unchanged by simulated bias correction
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Point of comparison: atmospheric 

correction smoothing

 Atmospheric state assumed to vary less in space than 

pixel resolution

 So “atmospheric correction” term may be averaged over 

a wider area to reduce noise

 So NLSST noise reduces to

 The SST sensitivity is not systematically 

changed/improved 
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 OE SST = SSTsim + GAIN(y – ysim)

 Looks a bit like Inc Regression

 But GAIN is a matrix calculated dynamically using a 

forward model F and its derivative K = dF/dx

 We can obtain different properties by choosing different 

Sa
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 Choose Sa to match the error covariance of prior 

information

 Maximum a posteriori probability (MAP) solution

 Usually regarded as the “optimum” solution

 Minimizes the error variance of the solution

 But solution is a balance between prior and observations

 If prior is biased, some of this bias remains

 Sensitivity to true SST not equal to 1 (dependency on prior)
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 Choose Sa to be infinity 

 Maximum likelihood (ML) solution

 Prior effectively doubles as a linearization point

 Solution is insensitive to prior (if within valid linear range)

 Sensitivity to true SST = 1 (no dependency on prior)

 Only a good solution if there is enough information in obs

 In practice, for SST, can choose Sa to be large wrt SST
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Introducing atmospheric correction 

smoothing to OE

 OE formulation we have discussed so far retrieves SST 

and TCWV for a given pixel

 To take advantage of smoothly varying TCWV, retrieve 

the mean TCWV across the clear pixels in a box centred 

on the pixel

 Same box etc as previously shown for atmospheric 

correction smoothing of NLSST algorithms
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Observations used for smooth-

atmosphere OE

Target pixel for SST

Smoothing pixel

Cloudy pixel (ignored)
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Dependence of observations on 

target pixel SST and box TCWV 
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 By adding surrounding observations to observation 

vector, can extend OE to reduce noise

 Assumption is that TCWV in target pixel equals the mean 

of the TCWV in the clear pixels surrounding 

 Result is a reduction in noise with increase in sensitivity

 This algorithm will be used for MSG SEVIRI reprocessing 

 Need to apply to dual view AATSR / SLSTR

 Haven’t investigated optimum box size for TCWV average

 Need to extend to deal better with aerosol


