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Abstract 
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smart services. The preliminary testbed on which the IoRL home network is implemented and tested is 
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Executive summary 

This document describes the services within the IoRL platform, their concept, interactions and 
integrations. The descriptions of the interfaces between the system layers are also included. 
The deployment options for IoRL as an indoor small cell solution are presented, highlighting 
the pros and cons of each deployment option. The document also includes mmWave 
localization algorithms and techniques. A theoretical network modelling is also provided, 
specifically including VLC, mmWave and WiFi channels, with the consideration of signal 
blockage. We present network-layer optimization implementations and performance 
evaluations with examples. Finally, the document concludes with network slicing 
implementation mechanisms for the IoRL network. 
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Definitions 

IoRL home network 

An IoRL home network is a wireless system setting for indoor environments composed by 
visible light communication (VLC), wireless fidelity (WiFi) and millimeter wave (mmWave) 
remote radio-light heads (RRLH) access points sharing same virtual infrastructure. 

Indoor environment 

An indoor environment is a single building setting in which the VLC, WiFi and mmWave access 
points are placed. 

RRLH access point 

A RRLH access point is a transceiver operating either using VLC, WiFi or mmWave radio access 
technology. 

Virtual infrastructure 

A virtual infrastructure is a system consisted by virtual network components such as 
controllers, switches, monitoring tools, etc. 
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1 Introduction 

1.1 Objective of this document 

The main objectives of this document are to: 

 Identify the SDN-NFV platform that has been used to effectively implement the IoRL 
home network in practice.  

 Explain the design, the rational and the implementation of the network services that 
has been customized for the IoRL.  

 Define the preliminary solutions for IoRL deployment as part of Mobile Networks, 
outlining the pros and cons of each deployment scenario. 

1.2 Structure of this document 

The rest of the document is organised as follows:  

 Section 2 explains the SDN-NFV IoRL platform and implementation steps. 

 Section 3 explores the network services deployed on top of the developed 
platform, shedding light on the implementation details. 

 Section 4 describes the interface between L2 and L3. 

 Section 5 specifies the possible deployment scenarios of the IoRL with Mobile 
Network Operators. Explaining the details of each scenario, and its compliance 
with standardization.  
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2 SDN – NFV Platform 

In this section, an overview about the concept and the implementation of the Intelligent 
Home IP Gateway (IHIPGW) of the IoRL is given, to establish a better understanding of the 
designed small cell system. 

2.1 SDN – NFV platform concepts 

The purpose of creating the IHIPGW, is to enable the IoRL small cell to offer intelligent 
services to its users. Therefore, the system design leverages SDN/NFV technologies to enable 
flexible, adaptive and reconfigurable services. The platform enables third party service 
providers to utilize system information to customize the offered services. The next section will 
present the platform implementation.   

2.2 Development of the SDN/NFV Home Environment (intermediate) – 
Platform, Concepts and Implementation 

On the technical part, the Intelligent Home IP Gateway of the IoRL architecture is realized by 
an SDN/NFV platform, implemented on a physical DELL R730xd server (Figure 1). 

The server basic specs are as following: 

 CPU: 2x Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz  

 Memory: 192 GB RAM 

 Disk 1: 240 GB SSD SATA 

 Disk 2: 1 TB SATA 

 Network I/F: 
o 2x 10GbE 
o 1x GbE 

 

Figure 1 - Actual picture of the Dell R730xd server at NCSRD Data centre 

The SDN/NFV platform server is running on Ubuntu Linux 16.04LTS, while OpenStack (Queens 
version)  [1] is used as the cloud operating system and NFVI enabler. OpenStack is currently 
the prevailing open-source cloud controller with a wide ecosystem of services and plug-ins. It 
is also the most widely used controller for NFV platforms, also a part of the OPNFV (Open 
Platform for NFV) suite. The services will be deployed on Virtual Machines (VMs), and as 
Virtual Network Functions (VNFs). Figure 2 depicts the dashboard of the OpenStack Virtualized 
Infrastructure Manager (VIM), giving an overview of the cloud infrastructure that implements 
the Intelligent Home IP Gateway. The OpenStack VIM is responsible for controlling and 
managing the (Network Function Virtualisation Infrastructure) NFVI compute, storage and 
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network resources.

 

Figure 2- Snapshot of the OpenStack Dashboard 

2.3 Network design architecture 

The IoRL SDN/NFV platform includes three physical network interfaces, each connected to an 
external Layer 2 network. In addition to those, two more virtual networks (tenant networks in 
OpenStack terminology) are created on the NFV Infrastructure, in order to host some 
Management and Orchestration (MANO) Layer instances, as well as the VNFs that are 
instantiated on the platform. Figure 3 depicts the detailed Network Architecture, including the 
IP segments used for each network, while Figure 4 provides an overview of the Network 
Topology from the OpenStack Dashboard.  

 

Figure 3 - Illustration of the network architecture 
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Figure 4 - Snapshot of the network topology at the OpenStack dashboard 

The SDN/NFV platform acts as a Layer 3 router for the physical and virtual networks of the 
IoRL platform. In more details, each network is connected to an OpenStack virtual router [2]. 
The router’s role is to route the traffic between the networks, as well as to act as a gateway 
for the IoRL platform’s internal access networks (VLC network, Wi-Fi Network). An SDN 
Forwarding Device (SDN switch), on which OpenFlow v1.3 rules can be applied, is also part of 
the SDN/NFV platform. This SDN Forwarding Device is implemented by an Open Virtual Switch 
(OVS) on the server, being controlled by a Ryu SDN Controller running as an instance on the 
NFV Infrastructure.  

2.3.1 Provider Network 

“Provider” network is a physical Layer 2 network, which is responsible for realising the 
connection of the IoRL platform to the Internet. The IP segment used for this network is 
10.100.128.0/20. The SDN/NFV platform is connected to this network via a 10 Gigabit 
Ethernet network interface connection (NIC). The interface is mapped to an OVS switch port 
inside OpenStack, which is then connected to the virtual router. 

2.3.2 VLC Network 

“VLC” network is another physical Layer 2 network, which implements the VLC/mmWave 
access network of the IoRL platform. The SDN/NFV server is connected to it via a second 10 
Gigabit network interface, which is also mapped to an OVS switch port. The virtual router acts 
as a gateway to the Internet and NAT point for the “VLC” network. Finally, the IP segment 
used here is 10.16.1.0/24. 

2.3.3 Wi-Fi Network 

The “Wi-Fi” network is the last physical Layer 2 network of the IoRL platform. The SDN/NFV 
server uses a 1 Gigabit network interface to connect to it, while the IP segment for this 
network is 10.16.0.0/24. The virtual router is a gateway and NAT point for this network as 
well. 
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2.3.4 MANO_net and Service_net Networks 

“MANO_net” and “Service_net” are two virtual networks inside OpenStack, also connected on 
the virtual router. MANO_net is the network where all the instances of the MANO Layer are 
connected. For the IoRL platform purposes, there are two such instances, namely the SDN 
Controller and the NFV Orchestrator. Service_net is the network which hosts all the VNFs that 
are deployed on the platform. The segment used for these virtual networks are 
192.168.100.0/24 and 192.168.13.0/24 respectively. It is important to note that for getting 
access to instances attached to these virtual networks from an external network, you have to 
assign them a public (“floating” in OpenStack terminology) IP via the OpenStack VIM. 

2.4 MANO layer components and architecture 

The Management and Orchestration Layer comprises of two instances, the SDN Controller, 
responsible for controlling the Open Virtual Switch on the NFVI, and the NFV Orchestrator 
(NFVO), responsible for the instantiation and the Life-Cycle Management (LCM) of the VNFs.  

2.4.1 SDN controller 

Ryu  [3] is the solution that implements the SDN controller on the IoRL SDN/NFV platform. It is 
deployed on a Virtual Machine on the NFV Infrastructure attached to the MANO_net. Ryu is 
responsible for controlling the OVS in the server, by installing, updating and deleting SDN 
rules. It supports OpenFlow version 1.3 for managing network devices and provides software 
components with well-defined REST APIs that implement the controller’s North Bound 
Interface (NBI). Various application running as VNFs on the NFV Infrastructure, such as the 
Load Balancer and the security VNF, can use these REST APIs to create, update or delete SDN 
rules on the OVS switch. Finally, Ryu offers a graphical topology viewer that can be accessed 
using any web browser, as depicted in Figure 5. 

 

Figure 5 - Snapshot of the Ryu SDN controller at the topology viewer 
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2.4.2 NFVO 

The NFV Orchestrator component is based on Open Source MANO (OSM), release five [4]. 
OSM is one of the most popular open-source platforms for NFV orchestration, and, being 
developed under the ETSI umbrella, is also aligned with the ETSI NFV specifications. OSM 
controls the life cycle of the VNFs, NSs, and network slices, controls and maintains their 
configuration, and monitors their in-life health and performance. It offers a North Bound 
Graphical User Interface providing access to its functionalities as shown in Figure 6. 

 

Figure 6 - Snapshot of the OSM graphical user interface 

2.5 VNFs 

Virtual Network Functions are Virtual Machines, hosted in the SDN/NFV server, that run 
specific services for the IoRL Platform. They are designed, implemented and distributed in the 
form of VM image files (e.g. img, raw, qcow2, etc.) by various partners of the project. 

Onboarding the VM image to the OpenStack’s image repository on the SDN/NFV server, is the 
first step for the deployment of a VNF. The next step is to create the VNF Descriptor (VNFD) 
for each VNF and upload it to the OSM VNF repository. VNFD is part of the OSM Information 
Model (IM), based on the YANG model, that is used to describe various parameters of the VNF 
to be deployed, such as the VM Image, compute, memory and disk resources, network 
connection points, etc. The last step is to create the Network Service Descriptor (NSD) and 
upload it to the repository. NSD is also part of the OSM IM and may include one or multiple 
VNFs, describing the way they are connected over one or more networks.  

After NSD and the referenced VNFDs have been onboarded to the OSM Repository, we can 
instantiate the Network Service using the OSM Web Interface. Figure 7 illustrates the 
instantiation of a Network Service (NS). On the top-right, we can see the creation of the NS 
called “iorl_uc1” on the OSM dashboard. This service is described in the “iorl_uc_nsd” NSD 
and includes three VNFs, Load Balancer (LB), Multiple Source Streaming (MSS) and 
Transcoder, which we can see on the bottom-right part of the figure. Finally, on the left part 
of the figure, we see the creation of three new VMs on OpenStack dashboard, one for each 
VNF. 
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Figure 7 - Snapshots of OSM’s (right) and OpenStack’s (left) dashboard for network service 
instantiation 

In the IoRL SDN/NFV platform we use the OSM to instantiate a Network Service (NS) with one 
or multiple VNFs and perform LCM actions on these VNFs. In addition to that, OSM acts as a 
VNF repository, where VNFs related to the IoRL platform are stored. Particularly, at current 
development stage the SDN/NFV IoRL home environment includes three VNFs, namely: 

1. VNF for multiple source streaming 
2. VNF for ffmpeg transcoding 
3. VNF for security 

For the sake of clarity, the programming code of these three VNFs is available at 
https://github.com/H2020-5G-IoRLproject/H2020-IoRL-code/ 

  

https://github.com/H2020-5G-IoRLproject/H2020-IoRL-code/
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3 IoRL small-cell network services building and network 
deployment  

3.1 Building Network Services 

This section provides a description of the integration and interaction of the services deployed 
on the IoRL platform. 

 Follow me service 3.1.1

  Follow Me Service (FMS) is a smart multimedia service designed to improve UE’s QoE by 
enabling the clients to watch the requested videos on the nearest TV screen without 
sacrificing the client’s mobility. In other words, FMS client can move freely within the home 
environment from one room to another and FMS service takes care of delivering the video to 
the nearest TV, by utilizing the available accuracy of the location estimation mechanism as 
well as the intelligence of the SDN networking.  

 Service interaction  3.1.1.1

The FMS interacts with multiple network entities to realize service, such as location server, 
proxy/Cache serve, SDN controller. FMS service architecture depicted in Figure 8. 

 

Figure 8 - MS architecture 

When a location server sends a location estimation message to the location database, the 
FMA receives a copy of that message. FMA checks if the UE registered for the FMS by 
inspecting its local table of the registered UEs, and if a match is found, then it compares the 
location information, otherwise, the message is ignored (UE is not registered with FMS). If the 
received message is an initial request message from the UE, then FMA provides the controller 
with a forwarding policy to configure the OvS to forward the URL request to the proxy server. 
At the same time, the FMA looks up its local table to check if the UE is a new client or if it is an 
existing client. 
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- In case of a new client, FMA sends location acquire message to location database, and 
stores the UE location information from the returned response message. 

- Otherwise, it is an existing client, forwarding to compare location information step. 

There are two outcome possibilities when FMA compares the UE current location information 
against the previously stored location information: 

1- Client’s location information is used by an algorithm to workout TV information (IP and 
MAC addresses) of the area where the client exists. 

2- New client has no previous TV information; therefore, the current information is used 
by the OvS to forward the video to his first location. 

If the client’s new location is in the same room, then nothing needs to be done because the 
movement of the UEs does not require traffic redirection. While if the new location is in 
another room then the follow me procedure is triggered, which includes: 

- Storing the current TV information that corresponds to the client’s current location. 
- Controller modifies the OvS flows to forward the flow to new location. If the UE is not 

in the FMS enabled area, then the controller sends a pause request message to the 
proxy server. 

 Service integration 3.1.1.2

FMS has not completely integrated into the IoRL testbed, since we are in the process of 
integrating the network entities together. The SDN/NFV server includes the SDN controller as 
well as the instances, which performs as the database and the location server. The SDN server 
is connected to the external network (Internet provider), and connected to the other server 
which deploys 5G L2 processing. The status of the IoRL testbed is depicted in Figure 9. 

 

 

Figure 9 - IoRL testbed 
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 Multi-source streaming over RRLH 3.1.2

In the IoRL Architecture, the video streaming can be managed in two different ways. Firstly, 
the video can be streamed from the server to the end user using the IoRL system as a black 
box providing internet access. This first possibility is essential to allow the compatibility with 
actual streaming services over the internet, and especially video communication tools (UC 1.4, 
3.6, 4.2 and 5.4). Secondly, the video can be streamed to the end user using Multiple-Source 
Streaming (MS-Stream).   MS-Stream adds reliability at the application level for the system by 
streaming sub-flows of video data from different sources or through different paths. Those 
sub-flows can be read independently, giving a lower video quality, or can be merged, giving a 
higher video quality.  

In the IoRL system, MS-Stream will be used in several use cases to route the video data in high 
quality through the Remote Radio Light Head network and in low quality through the Wi-Fi 
access — or any other alternative network — to provide reliability in case of an interruption in 
the data transmission in the Radio Light network, as shown in Figure 10. 

  

Figure 10 - MS-Stream for multi-path streaming through the IoRL network 

During the second period of the project, the MS-Stream solution has been developed both on 
the server side and on the client side. On the server side, a VNF have been created following 
the initial description provided in deliverable 3.1. On the client side, a web video player has 
been developed to be used in computers, smartphone and tablets following the information 
given in the deliverable 5.1. The video player embeds the MS-Stream algorithms needed to 
use the VNF effectively to deliver video streams through multi-path. A user interface has been 
added to control the multiple functionalities of the VNF, as described in deliverable 6.1. The 
MS-Stream end-to-end solution has been deployed, tested and evaluated in local 
environments. The MS-Stream VNF also has been validated in the SDN/NFV IoRL platform 
created by the partners involved in the WP3.  

The objectives for the third period of the project regarding MS-Stream will be to deploy and 
evaluate the solution through the complete IoRL network.  

 MS-Stream VNF 3.1.2.1

An MS-Stream VNF has been developed during the second period of the IoRL project. This VNF 
takes the form of a Linux-based qemu virtual machine running several modules in Docker 
containers. The main modules are the MS-Stream Server and the MS-Stream Transcoder.  
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3.1.2.1.1 Modules of the VNF 

The MS-Stream Server is an application that can answer client requests for specific video 
contents. This module is responsible for the creation of video segments adapted to Multiple-
Multiple-Source Streaming. The video segments are created from video data transcoded in 
numerous qualities. For that purpose, the MS-Stream Transcoder comes along with the 
server. This Transcoder is a module that can transcode input video data into Multiple-Source-
ready video data in one or several qualities. Those data then can be pushed to the MS-Stream 
Server and be available for the MS-Stream Player in the UE, as shown in Figure 11.  

 

Figure 11 - Interconnection of MS-Stream modules in the Home IP Gateway 

Both the server and the transcoder have been written in NodeJS [5]. The server is linked with 
a MongoDB [6] database to store the metadata of the available videos. The transcoder uses 
the dash muxer of ffmpeg [7] — in addition with the libx264 [8] open source transcoder — on 
the video streams to create the Multiple-Source-ready video data.  

3.1.2.1.2 Requirements of the VNF 

The MS-Stream Server and the MS-Stream Transcoder run on the same virtual machine as a 
single virtual MS-Stream function. Both functions have some specific needs in terms of 
hardware resources. The critical needs are in CPU and storage, as shown in Figure 12.  

The main resource needed for the transcoding is the CPU. A single 24/7 real time live 
transcoding in multiple quality for a 4K stream can cost up to 100% of one CPU core. In order 
to be able to transcode several live streams, the MS-stream VNF needs about 3 or 4 vCPU.  

In terms of disk storage, the VNF requires enough storage to save the full data for the videos 
on demand. For the live streams, the VNF only needs enough space to save a few minutes of 
data as the server only keeps a window of the last video segments to be delivered to the end 
users. 
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Figure 12 - Requirements for the VNF 

3.1.2.1.3 User interface  

The video transcoding and video delivery functions are exposed through a REST API and a web 
interface. The functionalities of the latter are described more precisely in the section 3.3.1 of 
the deliverable 6.1. Through this web interface, a user is able to start a new transcoding of a 
video file or a live stream from a camera. Then, the video can be displayed to the end users by 
a web video player running on the user equipment.  

 Multiple Source Streaming description and algorithms 3.1.2.2

In addition with the VNF, a MS-Stream video player has been developed for the user 
equipment side. As MS-Stream is a client centric protocol, the video player is embedding 
innovative multi-source adaptive algorithms to provide a strong quality of experience for the 
end users in numerous scenarios where multi-path streaming can be useful.  

This subsection is about the description of MS-Stream in the context of IoRL. More detailed 
information can be found in [9], [10] and [11]. 

3.1.2.2.1 Multi-Path capability of MS-Stream 

MS-Stream is an evolution of HAS solutions (and more specifically, the dynamic adaptive 
streaming over HTTP–DASH- standard) that simultaneously uses several paths for the 
download of one video segment. MS-Stream clients request the server through several paths 
to deliver substreams (referred as descriptions) generated from the existing set of DASH 
content qualities so as to handle network-path heterogeneity. When retrieved, the requested 
descriptions are merged in order to reconstruct and display the original requested content 
quality. In the event of description loss or outdated delivery, content playback continuity is 
not affected, only image quality is. Additionally, if the considered network paths experience 
outages or throughput degradation, the MS-Stream client relies on content-adaptation 
mechanisms to avoid QoE degradation. Thanks to its codec agnosticism and DASH-
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compliance, this protocol represents an evolving solution that can be applied to many 
scenarios.  

Prior the streaming session, a manifest file containing information about the available 
network paths and the video segments is delivered to the client. The MS-Stream content 
delivery includes the following steps: 

a. The client asks the MS-Stream servers to deliver substreams through network 
paths.  

b. The MS-Stream server retrieve the segments available in the DASH Storage.  
c. The segments transit on the selected network.  
d. The MS-Stream Aggregator module embedded inside of the player merges the 

received descriptions so as to reconstruct the original content quality. 

Finally, as content is being delivered over N paths, a global and per-path adaptation process is 
required to deal with path heterogeneity.  

Hence, the MS-Stream client is an evolving DASH client, which incorporates a cost-effective 
segment aggregation module and an adaptation engine capable of content adaptation. From a 
technical standpoint, MS-Stream ensures DASH-backward compliance: upon the delivery of a 
regular DASH manifest file, an MS-Stream client can use the single source DASH protocol. 

3.1.2.2.2 MS-Stream adaptation algorithm 

As in the DASH standard, the MS-Stream protocol has adaptation capabilities through a two 
phase protocol. The first phase consists of prior-download adaptation decisions for the 
upcoming descriptions, composed of two steps: (a) quality selection according to the global 
bandwidth of the multiple paths and (b) description requests generation to adapt the bitrate 
of the data to network resources heterogeneity. The second phase consists in performing in-
segment download adaptation so as to ensure smooth video playback.  

The goal of the prior-download adaptation algorithm is to create the video segment requests 
that will be sent to the MS-Stream server.  

In a first step, the bandwidth observed on every paths during the download of the last 
segment is analyzed in order to select the most appropriate video quality. This quality is called 
the target quality and is defined as the quality that should be displayed to the user by the 
video streaming system. As an example, if the first path provide A Mbps and the second path 
B Mbps, then the decision is going to be a target quality with a bitrate around (A + B) * x 
Mbps, where x is a margin for error.  

In a second step, the player is willing to select the descriptions to request for every network 
path. The objective here in the IoRL project is to request a maximum number of segments in 
the target quality from the RRLH/mmWave network and segments in a lower quality from the 
alternative network. By doing that, if the connection with the RRLH/mmWave network is 
optimal, the end user will receive the target quality. On the opposite, if the connection with 
the RRLH/mmWave network is lost, the player will be able to use low quality segments to 
display a reliable video streaming experience at the cost of visual quality.  

The goal of the in-segment download adaptation is to ensure the reliability of the video 
delivery by being sure there is no pause during the playback. By simultaneously retrieving 
descriptions from several servers, the probability to receive at least one stream is increased. 
However, description synchronization is required so as to be resilient to network 
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heterogeneity and avoid blocking events. A set of three rules has been designed for this 
synchronization at client side.  

(a) For a given content description, if at least one description is retrieved, then other 
description downloads can be abandoned; this reactive rule ensures the delivery of at least 
one description before moving on to the next one.  

(b) If the buffered content playout reaches a given lower threshold, description downloads 
can be canceled in order to ensure uninterrupted video experience, hence providing a 
temporary suboptimal visual quality to the end users; this second reactive rule can only be 
applied if rule (a) is satisfied.  

(c) If the buffered content playout duration exceeds twice the average description duration, 
then a timeout value is set on HTTP description requests. The timeout value reflects a 
consumption behavior (aggressive, conservative, etc.) and can be tuned during the streaming 
session, according to the available buffered content. Once the timeout has elapsed, 
description requests can be canceled while satisfying rules (a) and (b). This proactive rule 
enables the use of the buffer to compensate for network characteristic fluctuations on 
different paths. 

 IoRL use case: MS-Stream for reliable live streaming - QoS/QoE benchmark of the 3.1.2.3
MS-Stream solution 

In order to define the interest of MS-Stream in the IoRL project, the player is evaluated for the 
use case of reliable live streaming. This use case can be found in the UC 1.5, 2.4 and 5.2 of the 
project. In those use cases, a business actor — or a partner responsible for a demonstration in 
the project — wants to deliver a live stream to several users connected to the IoRL network 
on computers, tablets or smartphones, as shown in Figure 13. 

 

 

Figure 13 - Live Streaming use case in IoRL 

The main goals of video streaming systems is to ensure a great quality of experience for the 
end users by providing reliability, the highest possible quality and a low delay between the 
real-time and the video received by the end users.   
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Reliability can be easily achieved on a stable network connected directly to a fixed TV set or 
computer. However, it is more complicated when mobile devices and moving end users are 
the target. MS-Stream is supposed to provide reliability by design by taking advantage of 
multi-path to deliver adaptive video to the end user without interruptions if one of the 
available networks is overloaded or not working.  

Following the same idea and as described in the previous part, the algorithms embedded in 
the MS-Stream player tries to provide the best available video quality by sending high quality 
video segments through the best networks.  

Finally, the video delay is another concern with live streaming. In an ideal world, the user 
would like to have no delay and watch the stream in real time. However, in practice, the delay 
can come from a number of factors. Only a few video protocols are in real time and it is at the 
cost of quality and reliability, making them unsustainable for mobile users in the IoRL project.  

The following Figure 14 explains where the video delay, called end-to-end video delay, will 
come from in the project. 

 

Figure 14 - Decomposition of end-to-end streaming delay 

The end-to-end delay can be defined as the delay between the time an action happens in 
reality and the time the same action is watched by an end user. The camera capture delay is 
the delay needed by the camera to capture the picture and send it to the network. Usually, 
this first delay is reduced to the minimum by the manufacturers. The network delay to the 
transcoder is the network delay needed to send the data to the transcoder. This delay is often 
similar with the network delay to the user equipment and both network delays are supposed 
to be reduced to the minimum by design in the IoRL RRLH/mmWave network. The transcoding 
delay is the time needed to transcode the stream and create video segments in several 
qualities. On top of the computation time, this delay can be significant if long segments are 
used. If the segment is 3 seconds long, then the transcoder is going to buffer the video data 
during 3 seconds and to introduce a 3 seconds delay as a consequence. Finally, the buffering 
delay is the delay introduced by the user equipment depending on the video streaming 
protocol. The goal of the buffering delay is to prevent pauses in the playback by waiting for 
more data to increase the reliability in case of an unexpected loss of bandwidth.  

The average end-to-end delay observed when using the most famous video streaming 
protocols is presented in Figure 15 below.  
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Figure 15 - End-to-end delay of existing video streaming protocols and MS-Stream 

The MS-Stream end-to-end delay is usually stable between 1 and 5 seconds. This end-to-end 
delay is not perfect for very sensitive video streams and can be outperformed in terms of 
delay by UDP-based protocols in reliable networks. However, this delay is low enough for a 
majority of live streaming use case and the protocol is better than the most advanced TCP-
based protocols.  

Even if UDP-based protocols seems to be more efficient for immobile devices, if the network 
can be considered stable, one main advantage of MS-Stream is the reliability introduced by 
the multi-path capability for mobile users.  

The next parts are about the evaluation of the reliability and the video quality delivered by 
MS-Stream in order to validate the advantages of the protocol in the context of mobile users 
connected to indoor wireless networks. 

3.1.2.3.1 Performance Benchmark Tests 

The goal of the evaluation is to study the impact of MS-Stream in terms of quality of 
experience for mobile users. In video streaming, the quality of experience (QoE) refers to the 
subjective perceived quality by the end-users. The QoE includes a lot of criteria. The most 
important ones are: 

(a) the video stalling due to rebuffering - similar to the reliability 

(b) the average displayed video bitrate - similar to the displayed video quality  

In this evaluation, we consider a live streaming from a camera using the MS-Stream VNF. Two 
video players are connected to one VNF through two network paths. The first path is 
simulating the IoRL RRLH/mmWave network with a controlled bandwidth (from 0 to 30Mbps). 
The bandwidth of this network is modified every 200ms according to the different scenarios 
described in the next sub-section. The second path, on the other hand, is simulating slow 
alternative network, with a constant 1 Mbps, as shown in top half of Figure 16.  
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The first player is the MS-Stream player embedding the innovative multi-path algorithms. The 
second player is single path player slightly improved to periodically test the two networks and 
potentially select a more appropriate one, as shown in bottom half of Figure 16. 

 

Figure 16 - Benchmark of the evaluation 

3.1.2.3.2 First Scenario: slowly moving user 

On this first scenario, we consider a user moving slowly under the lights, as shown in Figure 
17. At the beginning, the user is not under the light and cannot use the high bandwidth of the 
RRLH/mmWave network. Then, the user is slowly walking under the light before living the 
RRLH/mmWave network again. The RRLH/mmWave network is simulated by a Gaussian with a 
peak at 30 Mbps when the user is just behind the light.  

 

 

Figure 17 - First scenario: slowly walking user 

 

In the following graphs shown in Figure 18, the cumulative bandwidth of both networks is in 
orange. The video displayed to the user is shown in blue. The single path player is on the left, 
and the MS-Stream player on the right 
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Figure 18 - Results of the first evaluation. Single path player on the left, MS-Stream player 
on the right 

As a result, the MS-Stream player is faster to detect the light because it is connected with 
both networks. Moreover, the MS-Stream player can be greedier and decrease the quality at 
the last moment by using its second network as an insurance in case of emergency. As a 
conclusion, the MS-Stream protocol is able to provide a better video quality in average in this 
scenario. 

3.1.2.3.3 Second scenario: Obstacle   

On this second scenario, we consider an obstacle moving slowly under the lights, as shown in 
Figure 19. At the beginning, the user is under the light and can use the high bandwidth of the 
RRLH/mmWave network. Then, an obstacle is suddenly blocking the signal coming from the 
RRLH/mmWave network.  

 

Figure 19 - Second scenario: obstacle between the user and the RRLH network 

In the following graphs shown in Figure 20 , the cumulative bandwidth of both networks is in 
orange. The video displayed to the user is shown in blue. The single path player is on the left, 
and the MS-Stream player on the right.  
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Figure 20 - Results of the second evaluation. Single path player on the left, MS-Stream 
player on the right 

In this second scenario, the MS-Stream player is able to select a new quality immediately by 
using the data received on the second available network. However, the single path player can 
not adapt to this event and during a few seconds, the video is paused and nothing is delivered 
to the user. As a conclusion, the MS-Stream protocol is able to provide a better video quality 
in average in this scenario.  

This evaluation has demonstrated in two scenarios the impact of MS-Stream in terms of 
reliability and video quality for the project. It is worth to note that the single path player is 
actually more advanced than the state of the art video players because none of them is by 
default able to switch between two networks in case of an emergency, leaving the user with 
an interrupted video. 

 VR Service 3.1.3

Within IoRL there are several VR use case applications under development. Each of which 
benefits from the suggested high data rates and low latency provided by the IoRL 5G network. 
Furthermore the IoRL project intends to explore the possibility of utilizing its distributed 
antenna system to provide 6DOF wireless, tracker-less, multiuser VR experiences to both PC 
and mobile VR. 

3.1.3.1 Service interaction 

The services provided range from the following: 

-    360 degree live video streaming service  

-    Multiplayer VR gaming experiences  

-    360-degree video streaming for Virtual tourism  

360 live streaming  

The 360 degree live video streaming service aims to provide users with the ability to live 
stream media data from a 360 Theta V camera to another user in a VR environment. The 
intention is to allow the VR user to observe the world through a remote camera.  

The current approach the IoRL project has utilised is to use StreamShark, an existing Content 
Delivery Network (CDN) to distribute the live data over the internet. A VR user is then able to 
use Firefox Nightly and WebVR to display the video as a 360 VR experience. An overview of 
this system is demonstrated below in Figure 21.  
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Figure 21- 360 VR Live Streaming System diagram 

Multiplayer gaming 

Multiplayer VR gaming experiences allow multiple users to interact together in a single 
environment. This uses high amounts of processing power and bandwidth to provide a shared 
synchronous experience.  

The IoRL project has developed two experiences with the purpose to be made completely 
multiplayer. The first is the VR bike game, a VR experience in which users can physically ride a 
bike in a virtual scene. The second is a VR car game, again users can physically control a 
steering wheel and pedal controller to virtually explore a virtual setting.  

The existing method employs a steering controller of some sort to input commands to a 
computer, Unity 3D software then directly outputs the relevant media data to the VR user(s). 
This is shown in Figure 22. 

 

 

Figure 22 - Multiplayer VR System diagram 

Virtual tourism 

Virtual tourism involves streaming 360-degree content from either online or within the IoRL 
network. Both the Dystopian London and Globe Theatre experiences are currently VR games 
allowing the user to explore freely. The IoRL project means to store this data within a network 
cache for all users.  

The London tour, however, is an online 360 video that will be streamed through the IoRL 
network to the VR Head Mounted Display (HMD).  

Both systems are combined to compose a Virtual Tourism package, this is illustrated in Figure 
23 
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Figure 23 - VR virtual Tourism System diagram 

3.1.3.2 Service integration  

The VR services provided by the IoRL project will be developed into a single VR Virtual 
Network Function (VNF) within the IoRL network. This VR VNF will initiate when a VR user 
requests use of a particular IoRL VR service. Drawing location data from the Location Database 
(LD) which is calculated from the Location Server (LS).  Depending on the VR application, 
location data will be requested for transmission to the relevant terminals, either to the User 
Equipment (UE) or the VR VNF applications. This data, along with the VR VNF data will be 
processed accordingly and ultimately routed through the SDN to the IoRL transport system 
(RRLH Controllers (RRLHC), Splitters and RRLHs) ending at the users’ VR system. A system 
overview is illustrated in Figure 24. 

 

Figure 24 - VR VNF System integration 

3.1.4 Security services 

In the IoRL Radio Access Network (RAN) multiple remote communication techniques will be 
utilized, for example, VLC, mmWave and Wi-Fi, as is presented in the Figure 25 Each utilized 
technique introduced unique threats to the IoRL system. However, when we analyze attacks 
that span over one technique we observe that in most cases usable traffic must be forwarded 
by the Intelligent Home IP Gateway (IHIPG). Due to this fact, during initial threat analysis we 
decided that all IoRL security mechanism will be implemented in this part of the system and 
called Integrated Security Framework (ISF). 

 

Performed in the first year of the project analysis of vulnerabilities in the various 
environments, for example, supermarket, train station or home, revels multiple possible 
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attack types. During further works in the second year we develop, deploy and experimentally 
verify multiple ISF modules that could detect and in some cases mitigate attacks.  

Currently ISF have modules that could detect and mitigate: 

• TCP port scanning detection and prevention, 
• DHCP address pool exhaustion detection and prevention, 
• Rogue DHCP server detection, 
• MAC table overflow prevention, 
• Network sniffing detection. 

 

Figure 25 - IoRL RAN with multiple remote communication techniques in combination with 
the IoRL IHIPG with SDN, which hosts security VNF. 

 Service integration 3.1.3.1

All proposed security functions will be deployed at the IHIPG as security VNF, and called 
Integrated Security Framework (ISF). The main aim of the ISF is related to the detection of 
various attack types directed to or sourced from IoRL RAN, for example, Denial of Service 
attacks, or hostile scanning activity. The main parts of the ISF are: 

 Virtual Machine containing main detection programs, 

 SDN security monitoring and management application, 

 Web-based security Dashboard. 

To realize security VNF virtual machine, as is presented in Figure 26, introduces three 
interfaces: 

 Interface no. 1, to web based interface which is accessed from inside the IoRL system 
and if needed from outside IoRL system after proper user authorizations, 

 Interface no. 2, to the SDN controller, which enables possibility of SDN network 
reconfiguration by SDN security application, 

 Interface no. 3, to configured via SDN mirror port, in which interesting packets for 
further analysis will be received. 
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Figure 26 - presents the ISF elements deployment in the IHIPG system. 

All details concerning these ISF elements were described in the deliverable 2.4 " Threats 
Analysis and Integrated Security Framework for the IoRL Use Cases" section 5.  

Further in the following sections we will provide information concerning conducted 
experiments with remote detection of sniffing activity which could lead to eavesdropping 
attacks. 

3.1.3.1.1 Implementation, Experimental Methodology & Results 

We have developed and evaluated the proposed defensive mechanisms within the SDN-based 
environment. The following subsections incorporate details on the utilized test-beds, 
experimental methodology, and obtained results. 

3.1.3.1.2 DNS-based and Forged MAC addresses-based solutions 

The two first detection scenarios were realized in our virtualized SDN environment as seen on 
Figure 27. We have utilized Open vSwitch version 2.10.1 and RYU controller version 4.30. We 
have developed a custom RYU module that instructs the Open vSwitch to forge packets and 
send them to the sniffing host. 

 

Figure 27 - Testbed for the DNS-based and forged MAC addresses approaches. 
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During the DNS-based experiment we sent TCP segments to the sniffing host with: 

● randomized source and destination MAC addresses, 
● randomized source and destination IP addresses, 
● randomized source and destination TCP ports, 
● randomized SEQ and ACK numbers, 
● 2 null-byte payload. 

Using this approach we were able to detect reverse DNS requests on the SDN switch coming 
from the examined machine when the TcpDump (with default configuration) was running 
which matched the randomized IP addresses we provided in the forged packets. 

During the MAC-based experiment we sent a correct ICMP echo request to the sniffing 
machine but with a randomized destination MAC address. 

However, it must be noted that we were unable to replicate a response when the machine is 
sniffing on the following operating systems: 

● Fedora 29 Linux (with kernel version 5.0.5), 
● Windows XP Professional Service Pack 3, 
● Windows 7 Professional Service Pack 1, 
● Windows 8.1 Pro, 
● Windows 10 Education. 

This suggests that this sniffing detection method is no longer effective for the relatively 
modern OSes.  

It is also worth noting that due the nature of the two detection methods presented above, 
i.e., that each mechanism is either successful in sniffing detection or not and practically no 
parameter tuning is possible, therefore, we verified only whether they are still feasible but in 
this paper we do not provide any numerical results.  

To summarize the DNS-based approach can be still useful in sniffing detection, however, MAC-
based approach is not applicable any more. 

3.1.3.1.3 The proposed artificial load-based approach 

In the remainder of this subsection we present an experimental test-bed, methodology, and 
obtained results for the sniffer detection method that relies on inflicting artificial load on the 
machine under investigation and measuring its RTT times with and without the load. 

3.1.3.1.4 Experimental test-bed 

For this approach we have temporary resigned from the SDN and controller-generated 
packets due to a low maximum throughput of the solution (in our tests, around 1,000 packets 
per second) and instead connected the sniffing host to an another machine (called later the 
probing machine) directly via an Ethernet cable. The probing machine was responsible for 
both creating the packet flood using macof and issuing pings. For the purposes of this 
experiment we have modified the standard version of the macof program in such a way that it 
automatically performs series of 30 seconds of no activity followed by 30 seconds of flooding 
until the program is terminated. Additionally, a variable packet throughput during the flooding 
can be configured. 

In this scenario we utilized three different computers acting as the sniffing machine: 
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● Tower PC with AMD Athlon 64 X2 Dual Core 4200+ @ 2.20GHz, 8 GB RAM and 
Windows 8.1 Enterprise N x64, 

● ThinkPad T460p with Intel Core i7-6820HQ @ 2.70GHz, 32 GB RAM and Windows 7 
Professional x64 SP1, 

● ThinkPad X1 Extreme with Intel Core i7-8850H @ 2.60GHz, 16 GB RAM and Windows 
10 Education x64. 

Laptops were both put in the “balanced” power management mode for the experiment and 
tested on battery and AC power separately. 

3.1.3.1.5 Experimental methodology 

We have determined that in our experimental environment the probing machine could handle 
a maximum flood packet output of around 10,000 packets per second. That is why, we have 
used this setting for all of our experiments. 

For each of three machines that we experimented with (one desktop PC and two laptops) we 
performed the following experiments: 

1. For the whole experiment duration we executed ping command with the lowest 
possible interval (0.01 seconds) targeted at the suspicious host and record the 
corresponding RTTs, 

2. Then for the next 60 seconds we activated the modified version of macof tool, 
however, for the first 30 seconds it sleeps (silent period where no packets are sent) 
and for the next 30 seconds it generates 10,000 packets per second (flood period). In 
both cases we note corresponding RTTs, 

3. In half of the cases for both of these periods the sniffer was active and for the second 
half it was not active (sniffing/no sniffing). This allowed us to compare the delays with 
the artificially inflicted load for the case of normal user machine and for the device 
with NIC set to the promiscuous mode.  

In overall, for all machines we obtained 72 experiment runs (each with silent and flood 
periods) in 36 cases the sniffer was activated and 36 for which there was no sniffing. 

Next, for each silent and flood periods we calculate a mean, median and a standard deviation, 
separately. Then based on obtained values we determine the values of the three markers 
using equation:  

 

 

(1) 

where x is the calculated mean, median or a standard deviation. Then these markers were 
used for the classification purposes by utilizing a simple threshold comparison with one of the 
three markers. To perform classification we needed to determine the suitable threshold for 
this purpose. In order to establish it we performed a 50:50 cross validation, where we used 
half of the experiments to select the most optimal value and then test it using the second half. 
Then we repeated the process by switching the halves. The obtained detection results are 
presented in the next subsection. 
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3.1.3.1.6 Experimental results 

 

Figure 28 - Sniffing inactive: first 30 seconds -- silent period (left) and next 30 seconds -- 
flood period (right) 

 

Figure 29 - Sniffing active: first 30 seconds -- silent period (left) and next 30 seconds -- flood 
period (right) 
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Figure 30 - Sniffing inactive: first 30 seconds -- silent period (left) and next 30 seconds -- 
flood period (right) 

 

Figure 31 - Sniffing active: first 30 seconds -- silent period (left) and next 30 seconds -- flood 
period (right) 
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Figure 32 - Mean-based ROC 

 

Figure 33 - Median-based ROC 

 

Figure 34 - Standard Deviation-based ROC 
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Obtained experimental results show that there is indeed no significant difference between 
ping response times with and without flooding on all machines when the sniffer is not active 
(see Figure 28 and Figure 30). On the other hand, only the outdated Tower PC behaved 
accordingly to the expectations when the sniffer is active, i.e., with the increased response 
times during flooding periods (Figure 31). Surprisingly, both laptops achieved even shorter 
response times under flooding when sniffing was enabled an example for the ThinkPad X1 
Extreme is presented in Figure 29. Presumably it is caused by the intelligent overclocking 
technology implemented in the modern Intel CPUs installed on both laptops.  

As already mentioned in previous subsection we have used three markers that rely on mean, 
standard deviation, and median to verify which of these metrics would be most suitable for 
the sniffing detection purposes. The obtained results for each metric are presented in Table 1, 
Table 2 & Table 3.and the corresponding ROC curves are illustrated on Figure 32 - Figure 34 

From these results it is visible that the median-based approach yields the best detection 
performance with True Positive Rate (TPR)  equal to 1, False Positive Rate (FPR) of 0.028, and 
AUC=0.98. Although for the mean-based technique AUC is quite high and it equals 0.92 the 
FPR and TPR values are not satisfying. For example, we are able to achieve quite high 
TPR=0.889 but at the same time FPR are too excessive, i.e, 0.194. Alternatively, for another 
threshold the TPR is lower 0.778 and so is the FPR value which is 0.056. Finally, the standard 
deviation-based detection produced the worst results with AUC of only 0.75, TPR around 0.7 
and FPR of 0.222. 

To summarize, for the proposed measurement-based sniffing detection method median-
based approach should utilized as it offers the best detection performance with the 
acceptable false positives level.  

Table 1 - Mean-based detection results (AUC=0.92) 

False Positive Rate (FPR) True Positive Rate (TPR)  Threshold value 

0.000 0.083 0.765 

0.028 0.750 0.285 

0.056 0.778 0.258 

0.194 0.889 0.175 

0.222 0.917 0.166 

0.278 0.944 0.151 

0.333 0.972 0.133 
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0.528 1.000 0.105 

 

Table 2 - Median-based detection results (AUC=0.98) 

False Positive Rate (FPR) True Positive Rate (TPR)  Threshold value 

0.000 0.167 0.760 

0.028 0.167 0.756 

0.028 1.000 0.323 

 

 

Table 3 - Standard Deviation-based detection results (AUC=0.75) 

False Positive Rate (FPR) True Positive Rate (TPR)  Threshold value 

0.000 0.167 1.230 

0.056 0.306 1.080 

0.083 0.500 0.917 

0.111 0.639 0.669 

0.222 0.694 0.375 

0.389 0.722 0.300 

0.417 0.750 0.275 

0.500 0.778 0.199 

0.583 0.806 0.157 
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0.667 0.833 0.127 

0.694 0.889 0.106 

0.722 0.917 0.097 

0.750 0.944 0.087 

0.778 0.972 0.058 

0.833 1.000 0.040 

 

3.1.3.1.7 Conclusions 

We have studied existing approaches to the sniffing detection and discovered that many of 
them are outdated and thus no longer effective. Based on these findings we proposed a novel 
solution that is able to discover machines that have NICs set to the promiscuous mode. Our 
approach is based on the macof and ping tools and it relies on inflicting artificial load on the 
investigated machine and measuring its RTT times with and without the load. The initial 
experimental prove that such an approach is effective.  

This new solution together with others previously proposed that are still applicable to today's 
networks have been incorporated within the Integrated Security Framework which is being 
developed for the IoRL system.  

3.2 L3-L2 interface 

The Generic Routing Encapsulation (GRE) tunnel is used to deliver user data between 
L2/L3(RRC) and SDN directly. The IP addresses of all UEs are fixed and predefined in L3(RRC) 
and SDN. SDN sets the QoS Flow Identification (QFI) into the header of IP (user) packet and 
send IP packet to L2/L3(RRC) via GRE tunnel. When L2/L3(RRC) receives IP packet from SDN, it 
will obtain the QFI from DSCP(IPv4) or Traffic Class (IPv6) and UE IP address from the 
destination IP address in the header. According the QFI and a predefined QoS mapping table 
defined in L2/L3(RRC), L2/L3(RRC) should allocate the corresponding slots resources and 
select mmWave or VLC mode for L1 transmission. 

 Interface protocols 3.2.1

The user IP packet is carried over GRE tunnel, the protocol stack is shown in Figure 35. 
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Figure 35 - L2/L3(RRC) and SDN Protocol Stack 

 Control plane 3.2.2

 3.2.2.1 The QFI Field Definition in IP (user) Header 3.2.2.1

 The QFI can be exchanged between the L2/L3(RRC) and SDN as a part of the packet network 
layer header, namely Type of Service (TOS) for IPv4 or Traffic Class (TC) for IPv6. As can be 
seen in Figure 36 TOS give us 8 bits to be used for QFI, two bits currently unused, which leave 
us with 6 bits to specify the QFI.  

 

Figure 36 - Header of IPv4 and IPv6 

In Figure 37, the first 2 bits LSB are ignored, then using the other 6 bits to specify QFI: 

 

      0 0 

Figure 37 - QoS Bits in Differentiated Service of IP Header 

 3.2.2.2 QoS Requirement Mapping Table 3.2.2.2

The standardization 5QI to QoS characteristic mapping from TS 23.501 table 5.4.7-1 [69] is 
selected for the QoS requirement. The table is shown in Table 4. 
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Table 4 - QoS Mapping Table 

Because we only have 6 bits for QFI, to express all QFI in this table, we need a conversion 
table for mapping TOS/TC field bits to real QFI. The conversion table is shown in Table 5 

 

Table 5 - TOS/TC Field Mapping Table 

Bits of TOS/TC field QFI 

00000100(0x04) 1 

00001000(0x08) 2 

00001100(0x0C) 3 

00010000(0x10) 4 

00010100(0x14) 5 

00011000(0x18) 6 



Deliverable D3.2 IoRL H2020-ICT 761992 

© IoRL consortium 2019 Page 47 of (104) 

00011100(0x1C) 7 

00100000(0x20) 8 

00100100(0x24) 9 

00101000(0x28) 65 

00101100(0x2C) 66 

00110000(0x30) 69 

00110100(0x34) 70 

00111000(0x38) 75 

00111100(0x3C) 79 

3.2.1 Data plane 

The user data, which is carried in data field of the user IP packet, will be sent together with its 
control data to L2/L3(RRC). 

3.3 IoRL as small cell deployed within Mobile Network Operator 
(MNO) 

This section presents IoRL as can be seen by MNOs, it will include short introduction for the 
system and the present the available options that comply with 3GPP architecture designs. 

 Visible Light Communication-based gNB   3.3.1

Visible Light Communication-based gNB (VLC-gNB) is a 5G small cell solution for indoor 
environments, as shown in Figure 38, it consists of two main subsystems linked together, the 
radio access network subsystem and the networking and services subsystem. 

The radio access network subsystem consists of mmWave and VLC modules which are utilizing 
60 GHZ unlicensed or 40 GHz licensed bands and visible light communication to release the 
radio resources for the indoor environments. These technologies enabled the VLC-gNB to 
provide Gbps data rate and sub-meter location accuracy indoors [12]. 

The networking and services subsystem consists of the Intelligent Home IP Gateway (IHIPGW). 
It offers intelligent management, flexible deployment, and add-on services for the VLC-gNB. 
The intelligence and flexibility are offered by use of SDN and Virtualised Networking Functions 
(VNF) technologies, which enable the system to deploy UE’s location server with sub-meter 
accuracy, which in-turn supports the deployment of add-on services such as smart TV services 
[12] location based data access services [13].     
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Figure 38 - VLC-gNB small cell 

The VLC-gNB provides an intelligent solution for different indoor environments such as, home, 
museum, supermarket and tunnel stations…etc. [14]. It provides better QoS for UEs and offers 
local internet breakout, to reduce backhaul traffic, latency and improve user experience [13]. 
The next step for the VLC-gNB is to be deployed as a part of MNO RAN. However, the 
integration of the VLC-gNB with RAN should be considered carefully in order to provide a 
solution that does not downgrade the benefits gained during operation in the standalone 
environments. There are multiple possible deployments of the VLC-gNB indoor small cells as 
shown below.   

 Conventional topology All – Connected (AC) deployment: 3.3.1.1

Each VLC-gNB small cell visible and connected back to the core network. 

 

 

Figure 39 - AC- VLC-gNBs topology 

In AC-VLC-gNB deployment, each VLC-gNB small cell is visible to the core network as shown in 
Figure 39 , the UE traffic is traversed back to the core, without the involvement of the outdoor 
gNB. The VLC-gNB small cells use NG interface (N2/N3) to connect with 5G core while using Xn 
interface to connect to all other VLC-gNBs and gNBs. Adopting AC-VLC-gNB deployment makes 
the cost and the handover signalling relatively high, while enables higher flexibility and lower 
latency in comparison to the other possible deployments. 
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 Dual Connectivity (DC) deployment: 3.3.1.2

 DC supports Stand Alone (SA) and Non-Satnd Alone (NSA) deployments, the latter 
deployment is considered to enable gradual transition to 5G network by enabling indoor gNB 
small cell to work with LTE outdoor eNB. 

3.3.1.2.1 gNB and VLC-gNB DC: 

 UE is connected to outdoor gNB acting as a Master Node (MN) and one VLC-gNB small cell 
acting as a Secondary Node (SN), as shown in Figure 40. The MN is connected to the 5G core 
via NG interface and to the SNs via Xn interface. 

3.3.1.2.2 eNB and VLC-gNB DC: 

 UE is connected to outdoor eNB acting as a Master Node (MN) and one VLC-gNB small cell 
acting as a Secondary Node (SN). The MN is connected to the Evolved Packet Core (EPC) via S1 
interface and to the SN gNB via the X2 interface. The SN gNB might also be connected to the 
EPC via the S1-U interface and other SN gNBs via the X2-U interface. 

 

Figure 40 – Dual Connectivity topology 

Adopting DC deployment makes the cost relatively high, while enabling more flexibility, lower 
latency and handover signalling in comparison to the other possible deployments. 

 VLC-gNB as Distributed Unit (DU) deployment 3.3.1.3

In DU-VLC-gNB deployment, each VLC-gNB has only Radio Link Control RLC layer, MAC layer 
and Physical layer at each DU, while the Centralized Unit (CU) for a group of the VLC-gNB DUs 
are kept as a VNF at the gNB, named Virtual Gateway (V-GW). As shown in Figure 41, V-GW 
connects to VLC-gNB DUs using F1 interface. gNB uses NG interface to connect to 5GC and Xn 
interface to connect to the other gNBs. V-GW is implemented as a Virtualised Network 
Function (VNF) and resides within gNB to optimize the signalling and the operation of the VLC-
gNB DUs by providing one point of interaction with gNB to all connected VLC-gNB DUs. Also it 
enables the VLC-gNBs to provide intelligent services since it utilizes Network Function 
Virtualisation (NFV) technology to offer virtualised network entities such as V-proxy/cache 
servers.    
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Figure 41 - VLC-gNB Distributed Units topology 

Adopting DU-VLC-gNB deployment makes the cost, flexibility and the handover signalling 
relatively low, while making the latency relatively higher.  

3.4 MmWave Localization 

The Location Server design covers a short system overview and a list of functions 
implemented for TDoA based location estimation together with supporting functions required 
to test the location estimation functions.  

The description of the planning tool covers summary about the optimization concept based on 
the particle swarm optimization, a simplified example illustrating the optimization steps and a 
more realistic example showing the strength of the planning tool.. 

 Algorithms for Location server 3.4.1

 Location server is a VNF implemented at intelligent HIPG to estimate location coordinates of 
all connected UEs in the IoRL network. RRLHC and UEs measure location relevant parameters 
that are used by location server in location estimation process.  

In the case of mmWave localization, the measured parameters are TDoAs that are estimated 
by RRLH controller based on ToA measurements performed by at least 4 RRLHs. The 4 RRLHs 
are the minimum number of sensors to make 3D localization available. RRLHs will be 
synchronized in a switched architecture which was proposed in D5.1 and which is illustrated in 
Figure 42. 
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Figure 42 - Switched architecture for the TDoA estimation using mmWave 

The following functions were implemented in a Python library by FhG: 

 localizationlb.TDOA_ls(RRLH_x,y,z,TDOA,Niter)  

o a function for positioning using LS algorithm 

 localizationlb.TDOA_ts(RRLH_x,y,z,TDOA,Init,Niter,flag)  

o a function for positioning using Taylor series based algorithm 

o it is an iterative algorithm 

 localizationlb.TDOA(RRLH_x, y, z, UE) computes TDOAs 

o a function for simulations, it computes TDOAs for a given scenario and can be 
used for evaluation of positioning algorithms 

An example of such a simulation is given in Figure 43. One UE was estimated in a room (4m x 
5m x 3m) by 5 RRLHs that were distributed at the ceiling (red dots). The position estimates 
Figure 43(a) were simulated for TDOA estimates that were corrupted by AWGN with 10cm 
standard deviation. This resulted in the positioning error with histogram that is depicted in 
Figure 43(b). 
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a) Position Estimates corrupted by AWGN b) Position Error Histogram 
Figure 43 - Example of mmWave positioning of an UE by 5 RRLHs delivering 10cm 

 Tool for the RRLH distribution planning with respect to the localization 3.4.2
performance 

A tool for planning the optimum geometrical distribution of RRLHs was elaborated by FhG. 
The planning tool was implemented in Python in order to avoid licensing cost connected with 
Matlab and the usage of special optimization Matlab packages. 

The aim of this planning tool is to propose an (sub-)optimum constellation of RRLHs with 
respect to its coverage and the localization precision. Thus, the result of the planning is a set 
of two dimensional coordinates of all RRLHs that are used to localize UEs within a 
predetermined area. The RRLHs are assumed to be situated within one plane at the ceiling. 
This plane can also have irregular shape defined by a polygon. In order to evaluate 
performance of a certain constellation it is necessary to determine the precision of such RRLH 
constellation. 

One possible way to determine the localization precision of a certain RRLH constellation is to 
use Monte Carlo simulation. Realistic TDOAs are simulated by ideal TDOAs that are corrupted 
by AWGN of a predefined standard deviation. The noisy TDoAs result in a set of noisy location 
estimates of an UE situated at a specific position. These location estimates create a scatter 
plot with a shape similar to an ellipsoid as shown in Figure 43. Thus the result of such Monte 
Carlo simulation can be represented by three values of standard deviations related to the axes 

of the 3D ellipsoid. These standard deviations (𝜆1 , 𝜆2 , 𝜆3 )  determine the precision of the 
localization using certain RRLH constellation for a specific UE position and TDOA noise level 
𝜎𝑇𝐷𝑂𝐴. In literature, these three values are usually combined into one which is referred to as 
the geometric dilution of precision (GDOP) 

 

 
𝐺𝐷𝑂𝑃 =

√𝜆1
2 + 𝜆2

2 + 𝜆3
2

𝜎𝑇𝐷𝑂𝐴
 

(2) 

 

Since the localization precision also depends on the UE position, it is necessary to determine 
GDOP for different UE positions. Thus, GDOP is basically 3D function of UE coordinates. GDOP 
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creates a heat map showing how good the localization is at different positions of UE within 
the targeted area. Examples of a two-dimensional heat maps, with fixed height of the UE, are 
shown in Figure 44 for two different RRLH constellations. The targeted area was a room with 
dimensions 3m x 3m x 3m. And only a 2D GDOP was computed for a height of the target at 
1m. It is evident how the localization precision strongly depends on the antenna constellation 
and the UE position as well. The standard deviation of TDOA estimates was assumed to be 
50cm in this example was. 

 
Figure 44 - Examples of GDOPs for two different RRLH constellations 

In order to find out a (sub-)optimum RRLH constellation it is necessary to solve an 
optimization problem in which a relatively large number of unknowns (twice the number of 
RRLHs) depends only on small number of criterions (e.g. one GDOP value for a certain RRLH 
constellation). A usual way to solve such a problem is to optimize a cost function. Since the 
cost function is highly nonlinear the traditional gradient based optimization approaches will 
most probably not be suitable candidates. They will tend to converge to one of numerous 
local minima. Optimization procedure that found inspiration in the biology such as of Particle 
Swarm Optimization (PSO) will most probably be more appropriate candidate. PSO is a 
method that optimizes a problem by iteratively trying to improve a candidate solution by 
moving particles of a population around in the search-space according to simple mathematical 
equations using the notion of the particle position and its velocity. PSO was originally 
intended for simulating movement of organisms such as birds in a flock or bees in a swarm 
[15]. 

In the PSO algorithm, a swarm contains a set of particles 𝐩𝑘
𝑖  ( i= 1 to number of particles) that 

evolve with time k. The swarm moves with time (iterations) towards the minimum of a cost 

function. In our case, the cost 𝑓𝑘
𝑖 of the ith particle at time k is given by single GDOP value that 

depends on the RRLH coordinates. In order to compute a single GDOP value describing the 
localization and eventually the coverage performance of certain RRLH constellation it is 
necessary to estimate 3D GDOP values and to compress it into one value by e.g. taking a mean 
value. However, this is time consuming procedure if GDOP is determined by means of Monte 
Carlo simulations. Fortunately, GDOP can be estimated analytically [16] which drastically 
reduces the computational complexity. This allows GDOP to be used as the cost function to 
optimize the geometrical distribution of RRLHs. 

Particles, i.e. vectors of different RRLH coordinates, evolve with iterations according to  

 𝐩𝑘+1
𝑖 = 𝐩𝑘

𝑖 + 𝐯𝑘+1
𝑖 Δ𝑡, (3) 

RRLH1 RRLH2 

RRLH3 

RRLH4 

RRLH1 

RRLH2 

RRLH3 

RRLH4 

https://en.wikipedia.org/wiki/Computer_simulation
https://en.wikipedia.org/wiki/Flocking_%28behavior%29
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where Δ𝑡 is the time increment between two iterations and 𝐯𝑘+1
𝑖  is the ith particle velocity at 

time k+1 which is computed according to the following update formula 

 
𝐯𝑘+1

𝑖 = c1𝐯𝑘
𝑖 + c2U(0,1)

(𝐩𝒊−𝐩𝑘
𝑖 )

Δ𝑡
+ c3U(0,1)

(𝐩−𝐩𝑘
𝑖 )

Δ𝑡
, 

(4) 

where 𝐩𝒊 is the best position of the ith particle according to its cost values 𝑓𝑘
𝑖 over all previous 

iterations, 𝐩 is the best global particle of the whole swarm, U(0,1) is a random variable 
uniformly distributed between 0 and 1. The coefficient c1 is the inertia factor which controls 
the motion influence from the previous iteration. The coefficient c2 is the self-confidence 
factor which controls the motion according to particle memories (the best of each particle in 
its evolution). The coefficient c3 is the swarm-confidence factor which controls the motion 
according to the best particle in the swarm. Explanation of the particle position and velocity 

update formula is shown in Figure 45. The new velocity 𝐯𝑘+1
𝑖  contains a part of the previous 

velocity and random parts of the motion towards the best ith particle and motion towards the 
best particle within the swarm.  

 
Figure 45 - Updates of particle positions and velocities 

The following simulation visualizes the basic principles of PSO based optimization of the RRLH 
constellation. The optimization scenario is shown in Figure 46. Two RRLHs are situated at a 
ceiling of a 10m x 5m x 2m room. The RRLHs can be distributed only along one line in order to 
allow simple visualization of the optimization process with only 2-dimensional search space. 
The swarm contained 300 particles each of them was represented by a vector with X-
coordinates of both RRLHs. The swarm evolved over 200 iterations looking for a global 
optimum according to the value of a GDOP based cost function. The evolution of 40 particles 
during the first 3 iterations is depicted in Figure 47. It is obvious that the particles are 
randomly scattered within the 2-dimensional search space. 

 
Figure 46 - Optimization scenario with 2 RRLH's 
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Figure 47 - Distribution of 40 particles during the first 3 iterations 

Figure 48 illustrates the evolution of X-coordinates of the 40 particles. At the beginning the X-
coordinates reach values randomly between their predefined bounds – 0m and 5m. After 
certain number of iterations, their values converge to the global optimum. Figure 49 shows 
the last 10 iterations of the 40 particles. All particles are scattered in a vicinity of the global 
optimum that was estimated to be [x1=0.94m, x2=8,94m]. This defines the optimum RRLH 
constellation with RRLH1 at [0.94m,0m] and RRLH2 at [8.94m, 0m]. 

 
Figure 48 - Evolution of X1-coordinate 

 
Figure 49 - Distribution of 40 particles during the last 10 iterations 

Figure 50 and Figure 51 illustrate the benefit of the planning tool. Figure 50 shows the GDOP 
distribution of an intuitively selected RRLH constellation within which the RRLHs are situated 
in a way to spread the largest aperture of the two element “antenna array”. Figure 51 depicts 
the result of the optimizer. The area in between the RRLHs that featured the worse 
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positioning precision in the case of the intuitive approach (about 3.7m) reaches now about 
60cm better localization precision. 

 
Figure 50 - GDOP for Rx1 at [0,0] and Rx2 at [10,0] Intuitively the best placement 

 
Figure 51 - GDOP for the optimization result with Rx1 at [0.95,0] and Rx2 at [8.94,0] 

The example discussed so far was only used to illustrate the basic functionality of the RRLH 
distribution planning tool. More realistic example of the optimization tool performance is 
given in Figure 52 and Figure 53. Here, the room where UEs shall be localized has a more 
complex polygonal shape. The task of the optimization tool was to find out the optimum RRLH 
geometry with respect only on the localization precision and without any respect on the 
coverage. Figure 52 shows the optimum RRLH geometry for 5 RRLHs and Figure 53 illustrates 
the achieved precision for this geometry. The white areas show also the places in which there 
is no coverage of the localization system. At these positions the UE cannot be localized in 3D 
since some of LOS are blocked by the walls of the room.  

 
Figure 52 - GDOP for Rx1 at [0,0] and Rx2 at [10,0] Intuitively the best placement 
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Figure 53 - GDOP for the optimization result with Rx1 at [0.95,0] and Rx2 at [8.94,0] 

Figure 54 and Figure 55 illustrate results of the optimization tool when the coverage aspect 
was also taken into account and influenced the cost function of the PSO optimizer. It is 
obvious that there is a trade-off between the localization precision and the system coverage. 
While improving the coverage, the percentage of the covered area, the localization precision 
is slightly decreased (compare Figure 54 and Figure 55). This trade-off can be controlled by a 
weighing parameter within the cost function that is balancing the two criteria – the coverage 
and the precision. 

 
Figure 54 - GDOP for Rx1 at [0,0] and Rx2 at [10,0] Intuitively the best placement 

 
Figure 55 - GDOP for the optimization result with Rx1 at [0.95,0] and Rx2 at [8.94,0] 
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The strategy of the described RRLH geometry planning tool can be also used for looking for 
optimum RLLH constellations with respect to other criteria than the localization precision. 
Optimizations with respect to capacity and the coverage of the communication system is one 
of its possible extensions 
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4 The Load Balancing Process at the IoRL SDN/NFV Home 
Environment 

To meet the future demand for mobile data traffic and network reliability, the IoRL system 
exploits the visible light communication (VLC) and millimetre wave (mmWave) spectrum. 
However, typical VLC and mmWave access points (APs) cover relatively small 

areas, of approximately 2-3 m diameter [17]In contrast, with the conventional radio-
frequency (RF) systems, like wireless fidelity (WiFi) routers that operate on the traditional sub-
6 GHz band, can transmit up to 40 meters indoors, and can reach the shadow area where light 
and beams do not cover. For example, combining the high-speed transmission of VLC and the 
ubiquitous coverage of RF, the hybrid network in [18] shows that joint VLC and WiFi access 
can significantly improve the performance of indoor wireless communications over each 
network working alone. 

 The 
access point assignment (APA) issue however becomes a prominent challenge in hybrid 
networks. Unlike homogeneous networks, hybrid networks provide radically different 
overlaying coverage. Also, different types of APs differ in coverage range and system capacity, 
which makes APA more challenging. For example, when compared to VLC and/or mmWave, 
WiFi has a much larger coverage range but smaller system capacity, and therefore, using the 
signal strength strategy method, which always assigns a user to the AP offering the highest 
signal-to-noise ratio (SNR), would cause users to be more attracted to WiFi often leading to (i) 
traffic overload in WiFi and (ii) idleness in VLC/mmWave. 

For this reason, load balancing is necessary in hybrid networks, like in the IoRL network. 

Next sub-Section performs a literature review to examine recent advancements in load 
balancing solutions. 

4.1 Review of relevant literature 

Most relevant literature seeks for solutions to supplement the standalone VLC and mmWave 
networks with RF networks. This is because, compared to VLC and mmWave networks, RF 
networks have not only ubiquitous presence (high coverage area) and proper operation in 
non-line of site (LoS) environments but also the devices connected to RF networks do not 
suffer from VLC/mmWave interference and vice-versa [19] Therefore, adding one or more RF 
APs to VLC and/or mmWave networks mitigates the LoS blockages, handover overhead, inter-
cell interference, etc. However, the problem of finding a compromise between the high 

coverage area RF networks and the high VLC/mmWave capacity networks remains. That is, 

how to distribute the users among the APs (either RF, VLC or mmWave) to improve the overall 
system’s performance with an acceptable fairness of the system. 

The key idea is to associate the users who suffer from interference, handover overhead, 
blockages, etc. to the RF APs and keep the other users connected to the VLC and mmWave 
networks. Several techniques have been proposed to balance the load and tackle such APA 
issues by an efficient user distribution among either VLC/RF or mmWave/RF APs. Load 
balancing consists of two missions: the APs’ assignment in APA and resource allocation, 
whether this resource is a time slot in TDMA or a subcarrier in OFDMA schemes. 
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Specifically, the APA in [20] distributes users between one RF AP and one VLC AP, where some 
users associated to the VLC AP alleviate the load of the RF AP, and the infeasible VLC 
connections are transferred to the RF AP. In [21] authors investigate the advantages of 
combining multiple RF and VLC APs and propose the dynamic distribution of users on both the 
VLC and RF networks, based on the users’ channel condition, i.e., SNR, so as, users can 
migrate to APs with higher data rates. The APA in [22] is implemented assuming that the 
resources are allocated fairly among users to conclude that the hybrid network improves the 
performance significantly, compared to either VLC or RF standalone networks. Authors in [23] 
associate the users to a VLC network, and then, re-allocate the users receiving a lower data 
rate than a predefined threshold to RF APs. In [24] a centralised and distributed optimisation 
problem is formulated for user association to the APs (whether this AP is VLC, mmWave or RF 
AP) with allocating the resources jointly among users. In [25] a centralised problem for 
maximising proportional fairness is formulated as a mixed-integer non-linear programming 
(MINLP), with particularly high complexity. The same study proposes the distributed version 
of the algorithm which has lower, yet impractical, complexity. The load balancing scheme in 
[26] considers that static users are connected to VLC APs, while moving to an RF AP. Using 
same scenario, [27] formulated two proportional fairness problems of joint APA and resource 
allocation, and separate APA and resource allocation, to show that the former approach 
achieves better quality-of-service (QoS) for the users, but with a significant higher complexity, 
up to 1000 times greater, than the later. The study in [28], instead of assigning users to a 
specific AP, the problem is formulated by considering network hierarchal assignment by 
means of first assigning the network to each user, and then select the appropriate AP, in the 
assigned network, for each user. However, the formulated problem is for static systems, 
which motivated [29] and [30] to provide insights for dynamic systems including the non-LoS 
and LoS channel blockages. The assumption is that, users with high occurrence rate of channel 
blockages are assigned to the RF network, whereas users with low rate of blockages remain in 
the VLC network. Like in [31], the formulated load balancing problem is also MINLP, which 
makes the resulted algorithm highly complex. 

Therefore, besides the system design, how to formulate the problem and resolve it in low 
complexity is a non-trivial question. For example, the solution methods used by the 
aforementioned studies for balancing the load in hybrid networks are:  

- optimisation based algorithms,  
- evolutional game theory, and  
- fuzzy-logic based algorithms. 

These solution methods are considered the most common approaches and have been studied 
and compared in [32], which concluded that fuzzy logic-based algorithms outperform the 
other approaches when APA is to apply in dynamic systems, while the optimisation-based 
algorithms are best for the static systems by means of complexity and optimality level. In this 
research direction, [33], optimised a system consisting of a cascaded power-line 
communication (PLC)/VLC link, along with as RF link, where the total transmitted power under 
QoS constraints was minimised. The formulated optimisation problem was shown to be a 
convex problem that could be solved efficiently via Lagrangian method. In [34], authors 
formulate a power and carrier allocation problem for energy efficiency optimisation in 
software-defined VLC/RF network, which is the only study to consider load balancing through 
SDN/NFV consideration, to the best of our knowledge. The optimisation problem considers 
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the backhaul constraints, QoS requirements, and the inter-cell interference constraints. With 
the help of the SDN controller, the resource allocation strategy 

can be requested as an application from the application layer, then through the SDN 
controller, the requested strategy can be implemented in the APs in the physical 

layer. Because the objective function is the nonconvex function, the Dinckelbach (dual) 
approach was also used to convert the problem into a serial of convex optimisation problems. 

 Simi
lar to [35] our scope is to exploit the advantages of SDN/NFV technology to resolve the load 
balancing solution at the application layer and implement it at the physical layer by proposing 
a much smoother problem formulation and more practicable solution. For instance, as we 
show later in our theoretical modelling in Section 4.3, our design method converts the 
problem into convex meaning that the solution can be approached via pure Lagrangian 
(convex) analysis, which is shown to facilitate sufficiently lower algorithmical complexity with 
higher optimality level than Dinckelback-type (dual) approaches [36]. 

4.2 Empirical load balancing scheme and implementation 

This Section presents the design and implementation of a load balancing approach based on 
empirical logic. 

The main conclusion from our previous literature review is that load balancing consists a 
significant technology, which helps to save power and improve resource utilisation in network 
[37]. This is mainly because current network infrastructure relies on a vertical architecture 
with a variety of software and hardware creating, thereby, a system with limited flexibility, 
which issues undesirable effects recently coined as Network Ossification (NO). 

Our hypothesis is that we can combat NO using SDN/NFV that facilitates breaking the vertical 
integration between the network control plane and its data plane, which bypasses the 
inflexibility of mainstream load balancing solutions that use dedicated load balancers for 
forwarding the user (or client) requests to different servers requiring dedicated hardware 
support that is expensive, lacks flexibility and is easy to become a single point failure [38]. 
More specifically, our SDN controller will be able to decide how to manage the packet or 
which task to perform such that to choose packets that can be dropped or added to a new 
flow entry for forwarding similar packets in next time instances, in a fast, inexpensive and 
convenient way. 

Our aim is to distribute the different traffic flows carried by the IoRL home network through 
the different parallel VLC, mmWave and WiFi paths between source and destination. 

Our focus will draw on using the OpenFlow protocol for establishing the communication 
between a Ryu controller and the network elements, where we will rely on empirical logic to 
implement an SDN/NFV load balancing process based on throughput threshold criteria and 
build and measured using Mininet simulator and iperf, respectively. 

 The role of OpenFlow, Ryu controller, iPerf and Mininet in the empirical 4.2.1
design 

We use OpenFlow because OpenFlow’s central-control model is shown to avoid the need for 
constructing global policies from switch-by-switch and user-by-user configurations, and it can 
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also support near-optimal traffic management [39] For instance, the behaviour of a 
forwarding device can be summarised in two steps [40]:  

Step 1: When it receives a packet that does not match a certain entry in its routing table, it 
contacts the controller that defines how the packet should be forwarded or discard the packet 

Step 2: When the received packet matches a rule in its routing table, the corresponding action 
in the forwarding table is performed. 

Moreover, as discussed in previous deliverable D3.1, there are five topmost open source 
controllers in terms of their usage, namely, POX, Ryu, Trema, FloodLight, and 

OpenDaylight. For our empirical modelling we choose Ryu controller because of its  

efficient performance for the development and prototyping of network control software. Also, 
Ryu has a Pythonic OpenFlow interface, which we are familiar with and used is similar 
developments to explore prototype distribution, SDN debugging, network virtualisation, 
controller design, and programming models. Ryu supports OpenFlow and can run even in low-
performance computers (e.g. laptops) because it can be bundled with just-in-time PyPy 
compiler and CPython interpreter, which offer easy deployment. 

Furthermore, we use Mininet to create a realistic virtual network, running real kernel, switch 
and application code, on a single machine (either virtual machine, cloud or native), in seconds, 
with a single command. Mininet is generally a convenient way to develop, share, and 
experiment with OpenFlow. Besides, at current development state of the IoRL system 
simulation in Mininet looks the only way we can test and evaluate the proposed load 
balancing solutions, while their actual implementation will take place at the IoRL SDN/NFV 
home environment (i.e. in VNF form) when the L2 system will be available. 

To measure the maximum achievable bandwidth in our system we also use iPerf, which is a 
reliable tool for IP networks to support tuning of various parameters related to timing, buffers 
and protocols (TCP, UDP, SCTP with IPv4 and IPv6). 
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Figure 56 - Illustration of the of the SDN/NFV load balancing topology 

 Network design using empirical load balancing logic 4.2.2

Figure 56 illustrates the network topology, which we have taken for load balancing evaluation, 
and Figure 57 provides a snapshot of the topology instantiation in Mininet. At the right-hand 
side of the figure, we see the Ryu controller to implement the load balancing probes, while at 
the left-hand side Mininet is used for creating the virtual network topology including the WiFi 
and VLC/mmWave AP deployment. Our topology includes four SDN switches and fifty pairs of 
virtual iPerf monitored clients, where each client is set to request random traffic load. Under 
such scenario the Ryu controller is to install the flows at the SDN switches and communicate 
remotely with the load balancing application using the Restful API. In that way, the load 
balancing application will be able to perform tracking of connected users to WiFi and 
VLC/mmWave APs and install the new flows for each client based on a throughput threshold, 
namely 1thr . 
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Figure 57 - Snapshot of the Mininet instantiation 

When the total traffic requested by all users is above 1thr  then the load balancing application 
will allocate random users to the WiFi network and keep the rest users to the high-speed 
VLC/mmWave access. In the same example, when the total traffic requested by all users is 
below 1thr , then some users will randomly be allocated from the WiFi to the VLC/mmWave 
network. The flow diagram of the load balancing process is illustrated in Figure 58. 

 

Figure 58 - Illustration the flow diagram including Ryu controller and load balancing 
application processes 

 Implementation using empirical load balancing logic 4.2.3

We implemented the load balancing process as VNF and instantiated in the IoRL home 
SDN/NFV environment following the process described in previous Section 4.2.2. For the sake 
of clarity, the programming code of the load balancing VNF is available at 
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https://github.com/H2020-5G-IoRLproject/H2020-IoRL-code/ and we illustrate in Figure 59 
the interface of the load balancing VNF with options for traffic redirection among the 
available WiFi and VLC/mmWave links. 

 

 

Figure 59 - Snapshot of the load balancing application with options for traffic redirection 

Furthermore, Figure 60 and Figure 61 illustrate the data traffic in the IoRL home network 
before and after the instantiation of the load balancing VNF, respectively. For this experiment, 
we considered (i) 50 users in total with same priority each one requesting a random amount 
of throughput, (ii) 1 Gbps maximum WiFi link capacity, (iii) 1 Gbps maximum VLC/mmWave 
link capacity, and (iv) 10 Gbps maximum link capacity between the SDN/NFV server and the 
Internet (referred as external interface). From Figure 60 we see that before load balancing, all 
traffic is assigned to the VLC/mmWave link, while upon enabling the load balancing in Figure 
61 traffic is redirected from the VLC/mmWave to WiFi link, e.g., traffic decreases at 
VLC/mmWave interface. This is because our application switches the network access to 
random users whenever the total network throughput exceeds the VLC/mmWave link 
capacity, which has been predefined by setting the threshold 1thr  to 1 1 Gbpsthr  . 

Remark that we name such load balancing logic as “empirical” because although it has been 
proved practicable by numerous related applications, it is yet suboptimal for the following 
reasons: 

 it relies on intuition without considering specific allocation policies and 
performance optimisation; 

 it is user service and user priority agnostic since it does not consider assigning 
minimum QoS requirements and weights to individual users; 

 it improves the total throughput performance in a rather asymptotic than 
systematic manner, e.g., without using specified strategy. 

In an effort to improve our system and address the issues of the empirical design, the next 
sub-Section proposes two load balancing schemes based on analytical channel and policy 
modelling and optimisation of specific performances. 

https://github.com/H2020-5G-IoRLproject/H2020-IoRL-code/
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Figure 60 - Snapshot of the data traffic in the IoRL home network per interface before load 
balancing  
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Figure 61 - Snapshot of the data traffic in the IoRL home network per interface after load 
balancing 

4.3 Theoretical load balancing modelling, optimisation and 
implementation 

This sub-Section is to propose and specify the benefits of analytical load balancing processes 
by considering that the channel state information and user coordinates can be sent from the 
MAC layer (L2) to Network layer (L3) in matrix form at fixed time intervals. 
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The purpose of such effort is the identification of the practical differences between our 
empirical load balancing logic, presented in previous Section 4, and explicit algorithm designs, 
built on axiomatic principles of system optimisation that are likely to better specify more 
compound load balancing criteria justified via decision-making problems and solution analysis.  

The importance of our study for the IoRL home network can be perceived upon recalling from 
our previous deliverable D3.1 that the VLC and mmWave technologies are particularly prone 
to shadowing and blockage phenomena due to the many physical obstacles situated inside 
rooms/buildings, which unavoidably occur in practice and may force steering most traffic load 
from high-speed VLC/mmWave to low-speed WiFi access for long time periods. We further 
contribute by investigating the load balancing problem considering the QoS requests and 
priorities of each user individually in hybrid networks with three-tier VLC/mmWave/WiFi 
access, while relevant modellings consider two-tier network access, i.e., either mmWave/WiFi 
or VLC/WiFi. Besides, to the best of our knowledge, most of these studies mainly consider 
outdoor scenarios, while the application of load balancing process in indoor environments has 
yet been carefully studied, as intended in this deliverable. 

The main research contributions of this work are highlighted below. 

 We derive explicit solutions on the optimal AP indexing for two proposed 
algorithms via analysis. Such efforts are limited in relevant projects and 
literature studies, where programming-based (empirical) logic is mostly 
adopted, e.g., [41] [42] [43] [44] [45]. 

 We resolve the optimal indexing for specific APs rather than the indexing of the 
type of network access, as considered conventionally [46] [47] (see the below 
Figure 62 for example). This may also pave the way for the load balancing result 
to be calculated by taking advantage of the powerful computing capacity 
available in L3, which saves resources valuable for other tasks of L2, where 
computing capacity is fundamentally less. 

 We account three types of network accesses (i.e. VLC, mmWave, WiFi), 
whereas most related designs perform load balancing between two types of 
network access (e.g. mmWave/WiFi or VLC/WiFi). 

 We provide the detailed implementation pseudo code for each algorithm with 
extended examples and simulation results, where we demonstrate the 
superiority of our approaches in terms of individual user throughput 
performance due to fairness achieved via the additional minimum QoS and 
user priority criteria. 
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Figure 62 - Representation of conventional load balancing topology with intensive L2 
processing for access point indexing (left), and proposed load balancing approach with joint 

network access and access point indexing at L3 (right). 

Finally, we remark that for the sake of fair comparisons between the empirical and analytical 
schemes, as well as to arrange a clear picture of their main differences, we will consider 
relatively simple modellings of channel interference, user positioning, traffic distribution, etc., 
while more inclusive models are subject to future study, in case the evaluation results 
encourage such investigation. 

 Network and channel modelling  4.3.1

Let us consider a hybrid VLC, mmWave and WiFi home access network, where multiple users 
are distributed into a square-shaped room. A single WiFi access point (AP) is placed on the 
ground at the centre of the room, and four Remote Radio Light Heads (RRLHs) are fitted on 
the ceiling that situate the LED photodiodes and the mmWave modules. Each light-beam and 
mmWave-beam acts as an individual high-speed AP covering a confined small area, while the 
WiFi AP provides lower-speed data rate but covers the entire room area. To avoid modelling 
channel interference, we assume that the VLC APs operate at different frequencies, and that 
the mmWave APs have fixed directional beams [48]. All APs are connected to the IoRL Home 
IP Gateway (HIPG), which drives the data to the central SDN/NFV controller that performs the 
traffic steering among the three available RATs by evaluating the signal-to-noise-rate (SNR) 

with respect to user positioning in the room. For instance, the relative distance of user j  

with coordinates of  ,j j   for AP i  with coordinates of  ,i i   can be calculated by the 

formula: 

 2 2

2 1 2 1( ) ( )d x x y y     
(5) 
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Next sub-Sections focus on modelling each VLC, mmWave and WiFi channel to derive the SNR 
function including effects due to channel blockage and shadowing. 

4.1.1.1 VLC channel modelling with blockage considerations 

A typical VLC channel with blockage is comprised of line-of-sight (LoS) and non-line-of-sight 
(NLoS) light-beam paths, which reach and do not reach the end-user, respectively. For 
instance, given the AP index 1,...,i I  and user index 1,...,j J , the LoS path can be described 

by the straight line between i  and j , and the corresponding Euclidean distance is denoted by  

ijd  . Also, by denoting with (i) ij  and ij the angles of irradiance and incidence, respectively, 

(ii) 1/2  the radiation angle where the light intensity is half of the intensity of the main-beam 

direction, (iii) PDA  the physical area of LEDs (photodiodes), (iv) fg  the gain of the optical filter, 

(v) max  the semi-angle of the field of view (FoV) of each LED, and (vi) n  the refractive index, 
we can represent the channel gain of LoS path with 
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and the optical concentrator gain with 
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Furthermore, the modelling of NLoS can include complex policies with n-order reflections of 
the light-beams. For the purpose of simplicity, in this deliverable D3.2 we consider first-order 
reflections, which consist of two segments: (a) from AP i   to a point x  on the wall, and (b) 
from the point x  to home user j . We denote with (i) ixd  and 

xjd  the Euclidean distances of 

these two segments, respectively, (ii) ix  and ix  the angles of radiance and incidence with 

respect to the first segment, (iii) 
xj  and 

xj  the angles for the second segment, and (iv) wA  

and L  a random surface of the wall with its respective wall reflectivity. The expression of 
NLoS channel gain can be then given by 
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(8) 

and, by recalling (6), (7) & (8), the total gain of each VLC channel link ( , )i j  is given by 

 VLC LoS NLoS ,  ,  ij ij ijG G G i I j J    
 

(9) 
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Moreover, we consider a blockage process, which occurs due to signal reflection to walls, 
furniture, home user bodies, etc., and impacts the total gain for each ( , )i j  VLC link in (9). 

Remark that we will study the issue of VLC and mmWave channel blockage, assuming that 
users are immobile during the period of interest, and that user’s position is randomly and 
uniformly distributed in the room, where each user can be connected to one AP only, e.g., 
either VLC, mmWave or WiFi. With respect to VLC channel blockage, there are three key 

elements for each ( , )i j  VLC link pair: occurrence rate ij , occupation rate ij  and blockage 

degree 
ij . Occurrence rate describes the number of channel blockages happening per unit 

time, occupation rate is the proportion of time where a user experiences channel blockage 
and blockage degree is a binary variable to indicate at what extent the channel blockage 
affects the VLC channel quality, i.e.,  1ij   stands for a complete blockage, while 0ij   means 

no blockage. Without loss of generality, we consider 1ij   for all users when channel 

blockage occurs. At the VLC receiver, the gathered photons are converted into an electric 
current denoted by [49]. 

   VLC1
,  ,  

ij ij

ij

R P G
I i I j J





   
   

 

(10) 

with R  the detector responsivity, P  the transmitted light(optical) power, and   the optical to 

electric power conversion coefficient. In light of (10) we recall that VLC modulates the light 
intensity of LEDs, so as, to convoy information bits [50]. Photodiodes, semiconductor devices 
that convert light into current, can be then employed at the receiver to detect signals using 
the electric current expression in (10), which yields that the SNR of a VLC user can be written 
as 

 VLC

VLC VLC
,  ,  

ij

ij

I
SNR i I j J

N BW
   

  

(11) 

with VLCN  and VLCBW  the power spectral density (PSD) of noise at the LED, and the system 
bandwidth of the VLC AP, respectively. 

4.1.1.2 mmWave channel modelling with shadowing considerations 

it is well-known that the mmWave signal is susceptible to high path loss, fading, noise, and 
interference. All these phenomena cause serious degradation in SNR at the receiver leading to 
poor overall system performance. Without loss of generality, mmWave communication 
channel has been represented by the double directional channel model, where the channel 
gain between user j  and the mWave AP n N  is given by [51]. 

    
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

 

(12) 

 

where  1,...,q Q is the index of the number of multipath components, 1,...,c C  the index of 

the number of rays in the room (i.e. each IoRL RRLH has 4 mmWave rays in total). Each ray is 
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represented by the path gain 
qcH , the phase 

qc , time of arrival 
qc , and the azimuth angle-of-

arrival 
A

qc , azimuth angle-of-departure 
D

qc , zenith angle-of-arrival 
A

qc ,  zenith angle-of-

departure 
D

qc , with the respective  R , T , R , T  the intensities at the mmWave transceiver. 

Hence, the task of our channel modelling is thus to find all these parameters for a mmWave 
communication channel. Interestingly, [52] and [53] propose comprehensive channel models 
to fit the LοS and NLοS transmission links from 30GHz to 73GHz frequency bands. Remark that 
these bands are selected because they have been mostly deployed in mmWave cellular 
network and are likely to be adopted by the IoRL network too. These two studies specify that 
small-scale fading has a less impact on mmWave signal propagation, and hence the large-scale 
fading effect is considered in measurements. Also, they specify that path loss effects in 
mmWave channel can be approached by a statistical model based on realistic measurements, 
which is summarised as 

    mmWave 2

1010 log ,  0, ,ij nj sPL a b d        
 

(13) 

with 
mmWave

ijPL  the path loss in dB, a  and b   are the least square fits of floating intercept and 

slope over the measured distances up to 200 meters, 
ijd  the distance between user j  and the 

mmWave AP i , 2

s  is the variance of the lognormal shadowing   and all parameters are 

specified in Table 6 

Table 6 - Path loss parameters based on statistical model in [Ref] and [Ref] 

Path loss parameters based on statistical model in [54] and [55] 

Pathloss parameter a  b  
2

s    

30GHz                        
NLoS 

72.0 2.92 8.7 1.0 

LoS 61.4 2.0 5.8 5.0 

73GHz                        
NLoS 

86.6 2.45 8.0 1.0 

LoS 69.8 2.0 5.8 8.0 

We use the path loss model in (13) to determine the received signal power at each user j , 

and then we will use the signal power to estimate the SNR of the -thj user in the -th  

mmWave AP, which is described by 

 

 

2
mmWave mmWave

10

mmWave mmWave mmWave

10 0

10 log

                            10 log ,

nj nj n j njSNR h P G PL

BW N N

    

   
 

(14) 
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where 
iP  is the i-th mmWave AP total transmit power, mmWave

0N  and mmWaveN  the noise power 

density and the noise figure at the AP, respectively,  
1020 logj

l
G





 
   

 
 is calculated using the 

transceiver antenna length of l  and propagation environment density  . Furthermore, 
assuming that each link experiences independent Nakagami distributed fading, the small-scale 

fading component 
2

njh  can be modelled as normalised Gamma random variable 

 
2

,1/njh     , with   to be very large integer for LoS link, and 1   when the link in 

NLoS. For the sake of clarity, we refer Section 4.3.3 for the exact values of the parameters in 
(13) and (14) used during our simulations. 

4.1.1.3 WiFi channel modelling 

The WiFi channel has been extensively modelled by the relevant literature, like in [56], [57], 
[58], [59], [60], [61] The purpose of the sub-Section is to pick most inclusive among these 
extensive modellings and simplify its channel description towards a smooth SNR function that 
facilitates the theoretical evaluation of traffic steering processes. For instance, according to 

[62], the path loss model of indoor RF propagation under central carrier frequency 
cf  is 

subject to the free space loss 
   FS

10 10( ) 20 log 20 log cF d d f   
 up to a breakpoint distance 

BPd  between the WiFi AP and the user, and it is described by 

 
 

FS BP

FS BP

10 BP

( ) ,                              

( ) 35 log ,  

F d X d d

F d d
F d X d d

d





  


   
    

   

(15) 

where X 
 is a Gaussian random variable with zero mean and deviation  . Considering a 

Ricean   -factor for channel coefficient distribution (i.e. 1   before the breakpoint at 
BPd  

and 0   after the breakpoint), where X 
 has unit variance, i.e., 1X , the multipath 

propagation of the WiFi channel is given by [ [63], eq. (3.13)] 

 WiFi 1,  
1 1

jH e X j J 
     

   
(16) 

with   the angle of arrival/departure of the LοS component. With (15) and (16), the channel 

gain of the WiFi channel for each user j  at distance jd  from the AP can be defined as 

  
WiFi WiFi 1010 ,  

jF d

j jG H j J


   
 

(17) 

with the corresponding SNR to be calculated by 

 WiFi WiFi

WiFi

WiFi WiFi

j

j

G P
SNR

BW N




  
(18) 

with 
WiFiP  the total transmit power, WiFiBW  the total bandwidth and WiFiN  the transmit power 

spectral density at the WiFi receiver. 
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 Theoretical load balancing schemes 4.3.2

Having defined the LoS and NLoS formulas of SNR for VLC, mmWave and WiFi channel in (11), 
(14) and (18), respectively, we propose two load balancing algorithm designs for AP 
assignment. The first algorithm follows the logic of our empirical approach, where switching 
between APs occurs accounting certain thresholds in terms of throughput. In that case the AP 
assignment process is purely opportunistic because the decision is not drawn on specific user 
criteria or characteristics, such as minimum user QoS requirements, user priorities, etc. That 
means those users with best positioning (or highest SNR) may occupy most (if not all) APs, 
while the users in bad positioning may be allocated with sufficiently less APs or even none. 
Hence, we propose a second algorithm that aims to maximise the overall throughput subject 
to minimum QoS and priority criteria for each user, towards fairer and more practicable AP 
allocation. 

 Pure opportunistic load balancing scheme 4.3.2.1

The first proposed algorithm, namely Pure Opportunistic Load Balancing (POLB), follows a 
two-stage logic. At first stage, it fully utilises the highest possible spatial spectral efficiency of 
the system by prioritising users to be allocated to VLC APs. At second stage, it uses the data 
rate thresholds 1 2thr thr  to allocate users achieving lower data rates than (i) 1thr to mmWave 
APs, and (ii) 2thr  to WiFi APs. More precisely, POLB initially applies a criterion of maximal 
effective throughput, that is, for user j , the VLC AP achieving the highest communication link 

data rate is expressed as 

 
VLC

1 VLCarg maxj ij
i D

S SNR



 

(19) 

with   VLC 1, I ,D i i i    the set of the VLC APs. We remark that in the IoRL system each AP 

can service more than one user, however, to make our design tractable for demonstration we 
assume that each AP can be allocated to one user only, while users can link with several and 
different type of APs, which, based on Shannon’s capacity formula, yields that the data rate 

for each user j  at AP VLCi D  is given by   VLC VLC VLC

2log 1j ijR BW SNR   . Similarly, the mmWave 

AP achieving the highest communication link is given as 

 
mmWave

2 mmWavearg maxj nj
n D

S SNR



 

(20) 

with   mmWave 1, ,D n n N n    the set of the mmWave APs, and 

  mmWave mmWave mmWave

2log 1j njR BW SNR    the data rate of user j  at AP mmWaven D . In the re-

allocation part, users satisfying the condition 
VLC 1jR thr  are liked with mmWave APs, while 

the users with 
mmWave 2jR thr  are allocated to WiFi. However, in the WiFi system, the data rates 

of users also need to be improved to satisfy the average data rate requirement. For this 

reason, POLB allocates the optimal WiFi carriers to the users according the 
WiFi

jSNR  in the 

current state. Therefore, similar to the VLC and mmWave system, POLB employs the criterion 
of maximal throughput for channel allocation in the WiFi system too. That is, the optimal WiFi 
channel for user j  is the channel with highest SNR among others, which is expressed as 
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mmWave

3 WiFiarg maxj wj
w D

S SNR



 

(21) 

with   WiFi 1, ,D w w W w    the set of the WiFi channels and  WiFi WiFi WiFi

2log 1j wjR BW SNR   . In 

view of (19), (20) and (21), the optimal AP allocation for each user j  can be determined by 

seeking for each user j  for the highest 
*

jSNR  among the three access technologies, which is 

given by the search 
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       ,  1 2
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 

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

  

(22) 

In that case, the instantaneous user rate can be defined as 
VLC mmWave WiFi

j j j jR R R R   , with 

 op.Total

1

J

j j

j

R S R


   the maximum achievable throughput over all users and APs. The search in 

(22) is implemented using the below Algorithm 1, which is of low linear complexity in the 

number of participating users and the number of APs, i.e., in the order of   I J W J  O , 

with  O  the big-O notation. 

Algorithm 1: POLB implementation pseudo code (Purely Opportunistic Load Balancing) 

1: Initialisation: acquire the AP positioning  ,i i  ,  ,n n  , ,i I n N    

2:             acquire user coordinates  ,j j   from matrices 
I JV  and 

N JM  of L2 

3: 
            acquire LoS/NLoS parameters ij

, ij
, 

ix , 
ix , xj , xj , ij  from L2 

4: for all user 1j   to J  do 

5:            set 
mmWave

njH  , 
WiFi

jH   homogeneous j , with   and   positive small 

numbers    

6:            compute 
ixd , xjd , 

ijd  using (1) 

7:            compute 
VLC

ijSNR , 
mmWave

njSNR , 
WiFi

jSNR  using (7), (10) and (14), respectively  

8:            compute  VLC mmWave WiFi, ,j ij nj jR SNR SNR SNR  using the results of Step 7 

9:            compute 
1

jS , 
2

jS  and
2

jS  using (15), (16) and (17), respectively 

10:        if 1jR thr  
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11:               allocate user j  to VLC AP 
* 1

j jS S  according to (18) 

12:           else if 1 2jthr R thr   

13:                allocate user j  to mmWave AP 
* 2

j jS S  according to (18) 

14:             else  

15:                 allocate user j  to WiFi AP 
* 3

j jS S  

16: end for 

 QoS- and priority-aware load balancing scheme 4.3.2.2

The second proposed algorithm, namely QoS- and Priority-aware Load Balancing (QPLB), is to 
alter the opportunistic AP distribution of Algorithm 1, with a fairer AP distribution logic for 
maximising the overall throughput subject to priority weights and minimum QoS throughput 

requirement for each user. More precisely, QPLB defines the utility ˆ
jR to describe the 

aggregated throughput of each user over all the allocated APs (i.e. considering three types of 
network access) as 

  

   

 
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
 

(23) 

where   0,1ijs  ,  0,1njs  ,  0,1wjs   are the elements of the two-dimensional matrices 

I J ijs
   S , N J njs

   S , W J wjs
   S  of the AP indexing over VLC, mmWave and WiFi access for 

each user j , respectively. Also, QPLB considers assigning weights to distinguish users into 

three priority classes, namely high priority Class 1, medium priority Class 2 and low priority 

Class 3, which are specified by the set  Class( )

jq 
, with 1,2,3   the index of user Class and 

Class(1) Class(2) Class(3)

j j jq q q  . Based on (23) and the weight definition, we formulate the system 

throughput maximisation problem constrained on user’s classes and their minimum QoS 
requirements described below. 
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(24) 
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The optimisation objective f  in (24) represents the sum weighted throughout of all system 

users, which is to be maximised over the indexes 
ijs , 

njs , 
wjs . Also, constraints (C1)-(C3) are to 

relax the binary (discrete) indexes 
ijs , 

njs , 
wjs  into continuous variables  0,1ijs  ,  0,1njs  , 

 0,1wjs   respectively by describing them as the proportion of time that an AP is allocated to 

user j  (known as time-sharing relaxation). Finally, (C4) balances the distribution of priority 

classes among users ensuring that the summation of the assigned weights should equal to 
one, while constraint (C5) ensures that the assigned throughput to each user should be at 

least equal to its minimum QoS defined as
minQoS 2j thr . Given that AP indexes have been 

relaxed into continuous variables, the optimisation objective function f  and the constraints 

(C1)-(C5) are either logarithmic concave or affine differentiable functions at points 
ijs , 

njs , 
wjs  

meaning that the optimisation problem (24) is concave with respect to
ijs , 

njs , 
wjs  and it 

converges to global optimal points  *

ijs ,  *

njs ,  *

wjs  within the space determined by the 

intersection between regions I J , N J , W J  of I J ijs
   S , N J njs

   S , W J wjs
   S  for 

all users, respectively. Therefore, we can use the Lagrangian method to resolve problem (24), 
which we do following three steps. At first step, we define the Langrangian function 

Lf  of 

problem (24) as 
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           

 

  

      

  

 

mmWave mmWave

2

1 1 1

WiFi WiFi min

2

1

log 1

       log 1 QoS ,

J I N

nj

j i n

W

wj wj j

w

W SNR

s BW SNR

  



 
  




     

 

  



 

(25
) 

where 
 1

j , 
 2

j , 
 3

j ,   and 
j  are the Langrangian multipliers related to constraints (C1)-

(C5), respectively. At second step, we recall the primal feasibility and complementary 

slackness Karush-Kuhn-Tucker (KKT) conditions that yield 
1 2 3 * * * 1* 2* 3* * *, , , , , , , , , , , ,

0

ij nj wj j j j j ij nj wj j j j j

L

ij s s s s s s

f

s
         





, 

1 2 3 * * * 1* 2* 3* * *, , , , , , , , , , , ,

0

ij nj wj j j j j ij nj wj j j j j

L

nj s s s s s s

f

s
         





, 

1 2 3 * * * 1* 2* 3* * *, , , , , , , , , , , ,

0

ij nj wj j j j j ij nj wj j j j j

L

wj s s s s s s

f

s
         





, which with some 

manipulations result to 

      1 * * VLC V

2

LC1 log 1j j j ijq BW SNR     
 

(26) 
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      2 * * mmWave mmWave

21 log 1j j j njq BW SNR     
 

(27) 

      3 * * WiFi Fi

2

Wi1 log 1j j j wjq BW SNR      
 

(28) 

From equations (26)-(28) we can derive the optimal Langrangian multipliers 
 1 *

j ,
 2 *

j , 
 3 *

j  

related to the time-sharing indexing constraints (C1)-(C3). Remark that each multiplier is a 

function of the weight 
jq  and the optimal Langrangian multiplier 

*

j  of each user. Although 

 jq  are known input for each user,  *

j  are yet unknown variables and depend on the 

minimum QoS requirement 
minQoS j  of each user. Intuitively, if we find  *

j  then  ( )*

j


 can be 

adjusted according to both user weights and minimum QoS meaning that it can be later used 

as comparison metric to derive the optimal indexes 
*

ijs , 
*

njs , 
*

wjs  of each user at each network 

access, i.e.,  

         

      
        

1 * 2 * 3 ** * *

1 * 2 * 3 * * * *

1 * 2 * 3 *

ˆ ˆ ˆ, , arg max , , ,

ˆ ˆ ˆ ˆ ˆ ˆ, , ,  if  , ,
          , ,

0,  otherwise

ij nj wj j j j

j j j ij ij nj nj wj wj

j j j

s s s

s s s s s s

  

  
  



   
 
  

(29) 

 

At third step, we find  *

j  by resolving the below system of equations. 

 
     

 

VLC VLC mmWave mmWave

2 2

1 1

WiFi WiFi min

2

1

ˆ ˆ ˆ ˆ ˆ, , log 1 log 1

ˆ                                + log 1 QoS 0,  

I N

j ij nj wj j j ij ij nj nj

i n

W

wj wj j

w

f s s s q s BW SNR s BW SNR

s BW SNR j


 




         




     

 

 


 

(30) 

where  ˆ ˆ ˆ, , 0j ij nj wjf s s s   indicates that the QoS constraint (C5) in (24) is violated. Also, to resolve 

(30) QPLB assumes that indexes îjs , ˆnjs , ˆwjs  are uniformly distributed and equal for all APs, i.e., 

 ˆ ˆ ˆ 0,1ij nj wjs s s   . The physical meaning of such assumption is to assign the same amount of 

information to be transmitted from each AP to a specific user, which helps to compare the 
service capacity of each AP with respect to current user position (or respective SNR), and 

adjust the respective 
j  according to the required 

minQoS j . Besides, at this stage, we seek for a 

reasonable way to compare the service each AP can afford for the same user, otherwise, if 

ˆ ˆ
ij njs s  then the adjustments of  j  will be impracticable, e.g., an AP i  with higher SNR than 

AP n  could be randomly assigned with lower index ˆ ˆ
ij njs s . Nevertheless, QPLB resolves the 

system in (30) using iterative bisection process described in the below Algorithm 2, which can 
be summarised by the search 
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     1 * 2 * 3 ** * *

For each  within 1:

                 within 1:

                  within 1:

ˆ ˆ ˆ                    arg max ,  arg max ,  arg max , ij j nj j wj j

i I

n N

w W

s s s    
 

(31) 

and has complexity in the order of    lnI N W J    O , with 0   the optimality 

threshold set at each iteration of the bisection process. 

Algorithm 2: QPLB implementation pseudo code (QoS- and Priority-aware Load Balancing) 

1: Initialisation: <follow similar process as in Steps 1-8 of Algorithm 1> 

2: for all user 1j   to J  do 

3:            set homogeneous  ˆ ˆ ˆ 0,1ij nj wjs s s   , , ,i n w    

4:            set a feasible region of γ  denoted as 0 0,inwj inwj  
 

 such that 

 

 
 

0

0

0

 for all 1,

0

j j

j j

f

j J

f





 



 


,  

            with 0,...,    the iteration index 

5: 
           update 

2

j j

j

 


 




 , 

                         
 

 
1

ˆ ˆ ˆ if  , , , 0

ˆ ˆ ˆ if  , , , 0

j j ij nj wj

j

j j ij nj wj

f s s s

f s s s














 
 



γ

γ
, 

                         
 

 
1

ˆ ˆ ˆ if  , , , 0

ˆ ˆ ˆ if  , , , 0

j j ij nj wj

j

j j ij nj wj

f s s s

f s s s














 
 



γ

γ
 , 

             until  ˆ ˆ ˆ, , ,j ij nj wjf s s s
J


γ  with   a very small number (optimality level) 

6:              repeat bisection algorithm in Step 5 until we find a γ  such that 

 
2

1

,
J

j inw

j

f  


 γ  

             (stopping criterion) 

7: end for 

8: for 1i   to I  (VLC APs) 

9:      compute 
 1 *

j  using (22) 
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10: 

    compute 

   
 1 * *

1 * 1 **
ˆ ˆ,  if  

ˆ arg max ,  
0,  otherwise

j ij ij

ij j j

s s
s


 

 
  

  

11: end for 

12: for 1n   to N  (mmWave APs) 

13:      compute 
 2 *

j  using (23)  

14: 

    compute 

   
 2 * *

2 * 2 **
ˆ ˆ,  if  

ˆ arg max ,  
0,  otherwise

j nj nj

nj j j

s s
s


 

 
  

  

15: end for 

16: for 1w   to W  (WiFi APs) 

17:                compute 
 3 *

j  using (24) 

18: 
                compute    

 3 * *
3 * 3 **

ˆ ˆ,  if  
ˆ arg max ,  

0,  otherwise

j wj wj

wj j j

s s
s


 

 
  



 

19: end for 

20: for all user 1j   to J  do (compute throughput of each user) 

21:                 compute  * * *ˆ ˆ ˆ ˆ, ,j ij nj wjR s s s   

22: end for 

In summary, we designed and resolved two load balancing schemes to define the allocation of 
specific APs to the home users: the first scheme is referred as POLB and follows the pure 
opportunistic logic similar to our empirical approach presented Section 4, while the second 
scheme is referred as QPLB and establishes AP allocations with user QoS- and priority-
awareness. In next sub-Section we use simulations to evaluate the performance of the 
proposed algorithms and present simplified examples to discuss their practical significance. 

 Simulation settings  4.3.3

We consider a 15 × 15 × 3 metres open office space, where one WiFi AP is placed on the 
ground at the centre of the office, and eight Remote Radio Light Heads (RRLHs) are fitted on 
the ceiling as shown in Figure 63. Each RRLH includes one LED and one mmWave antenna. 
Each LED and mmWave antenna acts as a VLC AP and mmWave AP, respectively, covering a 
confined area, while the WiFi AP provides coverage for the entire room. Recall that in our 
study we consider that the VLC APs operate at different frequencies and the mmWave beams 
are directed at fixed points, so as, they do not interfere with each other.  
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For the user positioning and to study the issue of VLC/mmWave channel blockage, we assume 
the users are uniformly distributed within the office and that they are immobile at each 
interval, which lasts 1.5 sec, i.e., during the load balancing decision processing. Between time 
intervals, i.e., during load balancing processing time, users have random speeds that are 
uniformly distributed between 0 and 2 metres per second. During this time, the direction of 
the movement of each user changes randomly at every interval where the load balancing 
takes place and it is uniformly distributed between 0 and 2π. 

 

Figure 63 - Representation of the hybrid VLC/mmWave/WiFi system in the considered 
indoor simulation environment 

The RF channel has been considered as in [64] and [65], and by using the Matlab’s reference 
software library for WLAN channels available in [66] we modelled channel propagation and 

shadowing effects, which facilitates calculating (15)-(16) and obtaining the channel gain 
WiFi

jG
 

of each user using (17). Having defined 
WiFi

jG
 and by setting the WiFi noise power density 

WiFiN = -174 dBm/Hz, WiFi carrier bandwidth WiFi /BW N =20 MHz, WiFi transmitted power 
WiFi /P I = 20 dBm, we have calculated the 

WiFi

jSNR  in (14) as a function dependent on current 

user positioning, e.g., specified by variables  wjd , ,w j . 
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For the VLC channel, we assume that the source of emission and the reflected points on wall 
have a Lambertian1 radiation pattern of [1, 6, 7], and we set the parameters specified in Table 

6 to calculate equations (6)-(10) and derive the 
VLC

ijSNR  in (11) as function of user positioning 

with respect to the VLC APs, e.g., specified by variables  ixd  and  xjd , ,i j .  To survey the 

illuminance distribution and the corresponding SNR of VLC APs, we assume four VLC APs 
situated on the ceiling of the office, where each VLC AP includes two LEDs located at the 
position like in Figure 63. Based on our simulation settings and the VLC channel  modelling in 
Section 4.1.1.1, the illuminance and the SNR performances with respect to vertical and 
horizontal user coordinates are illustrated in Figure 64.  

Table 7 - VLC channel simulation settings 

VLC channel simulation settings 

Parameter/Symbol Value Parameter/Symbol Value 

Half intensity radiation angle 
(

1/2 ) 
30 deg. 

Physical area of LEDs 

( PDA )  
1 cm

2
 

Optical filter gains (
fg , 

cg ) 1.0, 0.7 Wall reflectivity ( L )  0.8 

Angle of irradiance (
ij ) 40 deg. 

Angles of radiance for first 
and second segment (

ix , 

xj )  

35 deg. 

50 deg. 

Maximum angle of incidence 

( max )  
90 deg.  

Angles of incidence for 
first and second segment 
(

ix , 
xj ) 

15 deg. 

22 deg. 

Number of LEDs ( I )  1 
Optical to electric power 
conversion coefficient   

0.9 

Detector responsivity ( R )  0.53 A/W 
Transmitted optical power 
( P ) 

35 dBm 

Bandwidth per LED ( VLC /BW I ) 20 MHz PSD of noise ( VLCN  ) 
10−21 
A2/Hz 

                                                      

 

 

 

1
 Recall that the Lambertian emission means that the light intensity emitted from the source has a cosine 

dependence on the angle of emission with respect to the surface normal. 
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Figure 64 - Illustration of the VLC AP illuminance (left) and SNR (right) versus the vertical 
and horizontal distance of a user from the considered VLC AP based on the VLC channel 

modelling in Section 6.3.1.1 and the simulation settings in Table 6. 

For the mmWave channel, we followed the Matlab’s reference software library for spatial 
and millimetre-wave channels available at [67], which helps to define the parameters related 
to equations (13) and (14), which are specified in Table 6 of Section 4.1.1.2 and the below  To 
survey the power density and the corresponding SNR of mmWave APs, we assume four 
mmWave APs situated on the ceiling of the office, where each mmWave AP has four beams 
transceivers located at the position like in Figure 63. . To survey the power density and the 
corresponding SNR of mmWave APs, we assume four mmWave APs situated on the ceiling of 
the office, where each mmWave AP has four beams transceivers located at the position like in 
Figure 63. Based on our simulation settings and the mmWave channel modelling in Section 
4.1.1.2, the illuminance and the SNR performances with respect to vertical and horizontal user 
coordinates are illustrated in Figure 65. 

Table 8 - parameters used for simulation of mmWave channel 

parameters used for simulation of mmWave channel 

Parameter/Symbol Value 

Bandwidth per beam ( mmWave /BW N ) 20 MHz 

AP transmit power (
iP ) 40 dBm 

Noise power density ( mmWave

0N ) -174 dBm/Hz 

Propagation environment density (  ) 0.01 

Transceiver antenna length ( l ) 0.005 m to 0.1 m 
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Figure 65 - Illustration of the mmWave beam power density (left) and SNR (right) versus the 
vertical and horizontal distance of a user from the considered mmWave AP based on the 
mmWave channel modelling in Section 6.3.1.2 and the simulation settings in Table 6 and 

Table 8 

 Performance evaluations and implementation examples  4.3.4

Let us consider that our hybrid network has to serve 20 users within the office, each one 
having different priorities and minimum QoS requirements, specified in Table 9. 

Table 9 - The user priorities and minimum QoS requirements used during evaluation 

The user priorities and minimum QoS requirements used during evaluation 

User 
index 

( j  ) 

User priority  

( jq )  

User minimum QoS 
requirement in 
Mbit 

(

minQoS j )  

User coordinates at first 
time interval in meters 
( ,x y ) 

1 0.02 (Class 3) 50 1.7882   11.5797 

2 0.02 (Class 3) 50 14.0974   13.9928 

3 0.02 (Class 3) 50 9.6833   14.5911 

4 0.02 (Class 3) 50 7.1919    2.8804 

5 0.02 (Class 3) 50 9.5898    2.0831 

6 0.02 (Class 3) 50 8.1707   10.4440 

7 0.02 (Class 3) 50 9.7097    1.4073 

8 0.055 (Class 2) 100 8.1583    7.8811 
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9 0.055 (Class 2) 100 10.8157    7.9552 

10 0.055 (Class 2) 100 7.8374   12.9171 

11 0.055 (Class 2) 100 14.9056    7.2728 

12 0.055 (Class 2) 100 3.2801    5.9018 

13 0.055 (Class 2) 100 1.5870   10.0715 

14 0.055 (Class 2) 100 1.6455   11.1189 

15 0.079 (Class 1) 150 0.9539    7.8008 

16 0.079 (Class 1) 150 6.0687    5.2157 

17 0.079 (Class 1) 150 6.7256    2.2500 

18 0.079 (Class 1) 150 11.4526    3.9322 

19 0.079 (Class 1) 150 5.4872    8.7914 

20 0.079 (Class 1) 150 9.4184    0.6668 

Given the users’ positioning at first time instance, the normalised channel gains (in dBm) with 
respect to the VLC and mmWave AP (i.e. the positions of RRLHs considered in Figure 63) are 
calculated as shown in the below Table 10, while the normalised channel gains of the WiFi AP 
vary between -11 and -13 dBm and are omitted due to space limit, e.g., generate a 4096 x 20 
matrix as we have considered each carrier as a WiFi AP.   

Table 10 - Normalised channel gains of the VLC (left) and mmWave (right) APs (in dBm) 
considering the positioning of 20 users given in Table 9 and the positioning of the RRLHs 

shown in Figure 63 

1 -27.7686   -19.2391    -23.0518    -8.6946   -12.5056   -27.3264    -30.6821   -29.5015
2 -23.0695   -37.8411    -34.
3
4
5
6
7
8
9
10

user      
11
12
13
14
15
16
17
18
19
20

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

3244  -25.7840   -23.1976     -5.5642    -20.3010   -12.5079
-16.4236   -13.9400    -37.2277  -14.8955   -39.6215   -36.3584    -18.2944   -28.7967
-28.1622   -23.6607    -22.4380  -10.4328   -22.1470   -23.0381    -39.2880   -24.5052
 -9.1148    -38.4164    -14.7164    -5.0231  -29.3206   -24.0583    -18.9648   -34.7738
-10.1736   -14.3712    -27.8382   -14.9258  -19.3998   -26.2255    -20.4065   -24.5498
 -5.6918    -13.7530    -37.1055  -24.2784    -6.2172   -31.6153    -10.4883   -36.5621
-38.7502   -37.4685    -22.8444   -35.4816  -15.2491   -34.9371      -6.4112   -19.6831
-38.9631   -  7.4004    -39.0967    -6.4789   -33.0505   -18.4004    -15.9922   -17.5345
  -9.3351   -15.4790   -11.9048   -36.6653   -17.1276    -7.9627    -36.3075    -22.1146
-21.3594   -25.7054      -4.8915    -9.5841     -7.9161   -30.6856    -13.6458   -13.9587
-27.9843   -12.1155      -5.4074  -34.1805   -22.8887   -16.6196    -15.8738   -37.5209
-21.1565   -27.2559    -18.8746  -33.0164   -17.8392   -34.3912    -19.3104     -5.3365
 -7.4088    -32.9430   -19.7264   -37.1258   -30.8818   -18.0103    -29.7804   -13.8903
-24.5341   -22.5595    -15.9016     -9.8056   -23.3659   -33.9875   -10.0273   -20.0926
 -9.9727     -7.7784    -29.2845   -22.6656   -33.1582   -11.1782    -35.4963  -29.5886
-14.3518   -32.8584      -8.2155   -19.1735   -33.5919     -9.5332     -7.9105   -19.0815
-31.3808     -5.1681    -19.0731   -11.0750   -11.6315   -35.7959    -21.1608  -11.3644
-36.4432   -26.0294    -15.3313   -25.1314     -9.3293     -6.5428      -6.0636  -34.9688
-30.4955     -8.9362    -15.7274   -26.2176   -33.7349  

VLC  LED

-25.4980   -26.1621   -26.8717      -8.3721    

  

 -29.0352    -31.3620  -25.4470




 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
  



 -6.5554   -24.4159    -31.1904     -30.1303
 -8.4179   -23.0255   -20.7977    -18.2984    -27.4373     -9.8153    -12.9510      -6.4336
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Table 11 - The optimal AP allocation solution of the POLB Algorithm 1 (left) and QPLB 
Algorithm 2 (right). Users highlighted in red are assigned to the WiFi network. 
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Similarly, we calculate the normalised channel gains at second time instance, third time 
instance, and so on, which facilitates deriving the optimal AP allocation solution of the POLB 
Algorithm 1 and QPLB Algorithm 2 shown in Table 11. As observed from Table 11, POLB 
allocates the AP with the maximum channel gain corresponded to each user, while the AP 
allocations in QPLB follow a fairer rational according to users’ Classes. For instance, in POLB 
the Class 1 user 20 (i.e. with high-priority and min

20 150 MbpsQoS   QoS) and the Class 2 users 12 

and 10 (i.e. with medium priority and min

20 100 MbpsQoS  ) are assigned to the WiFi network 

meaning that their requirements are not fulfilled. In contrast, all low-priority Class 3 users 
(except user 3) have VLC or mmWave access, which however is suboptimal as these users 
occupy high-speed APs that could be used for serving the highly-demanded users 11, 12 and 
20. On the other hand, QPLB assigns the VLC APs to the Class 1 and Class 2 users, the 
mmWave APs to the Class 2 users and the residual mmWave APs to the Class 3 users. The 
QPLB allocation is fairer since only the Class 3 users are assigned to the WiFi, which is enough 
to serve their requirements. However, due to the fact that Class 3 users may have higher 
channel gains than Class 1 and Class 2 users, QPLB is likely to slightly decrease the overall 
system throughput compared to POLB, which we examine in next sub-Section.  

 Overall throughput and fairness performance 4.3.4.1

The difference between the allocation rational in Table 11 is because POLB aims to 
opportunistically maximise the overall system throughput without considering the individual 
user priorities and minimum QoS requirements, while these user characteristics constraint 
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QPLB to decide the AP allocation in a fairer manner. For instance, let us observe at the left-
hand side of Figure 66 the overall system throughout versus the time intervals issued by each 
algorithm. When all users have same priorities and no minimum QoS requirements and by 
setting 1 0.75 Gbitthr   and 2 1.5 Gbitthr  , POLB results to higher throughput performance than 
QPLB of approximately 0.3 Gbit. For instance, upon considering either the user priorities or 
the minimum user QoS specified in Table 9, the overall throughout of QPLB is 2.7 Gbit in 
average, while upon considering both the individual user priorities and minimum QoS, the 
overall throughout of QPLB decreases to 2.5 Gbit in average. This is because at each time 

interval some high priority Class 1 users and/or some users with high 
minQoS j  are placed in 

dead/shadowing areas, where either the VLC or the mmWave or even both APs have 
particularly low SNR (i.e. LED illuminance and/or beam power density are low). However, 
although its decreased throughput performance, the priority and QoS consideration in QPLB 
enables it to decide the AP allocation at each time interval in a fairer manner compared to 
POLB. This can be seen at the right-hand side of Figure 66, where we plot the Jain’s fairness 

index (FI) at each time interval defined as 
2

2

1 1

J J

j j

j j

FI R J R
 

 
  
 
  , which is considered as 

convenient metric to rate the fairness over a set of given values [68]. Form the graph we see 
that all three versions of QPLB result to FI higher than 0.9, which, in physical terms, indicates 
the perception of QPLB for accounting the individual user priorities and QoS demands. In 
contrast, the FI in POLB varies between 0.85 and 0.7, which indicates that fairness in POLB 
occurs rather asymptotically than systematically as in QPLB. 

 

Figure 66 - Illustration of (i) the overall system throughout (left), and (ii) fairness index 
(right) versus the time intervals considering   and   for POLB and three version of QPLB: 

priority-unaware, QoS-unaware and priority and QoS aware. 

 Individual user throughput and implementation complexity 4.3.4.2

To gain a deeper insight for the individual user throughput performance, the left-hand side of 
Figure 67 plots the individual throughput assigned to three different Class users versus the 
number of users that join the system. Intuitively, the more users join the system, the more 
resources (APs) need to be combined to support the user demands. Recall that the Class 1 
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user has higher QoS requirements than the Class 2 and Class 3 users according to the settings 
in Table 9. From the figure we see that when resources are in surplus (e.g. 4 14J  ) all users 
are assigned with almost identical throughput, while when resources become limited (due to 
the many users that joined the system, e.g., 14 20J  ) users are assigned with at least their 
minimum QoS requirement. Furthermore, in the right-hand side of Figure 67 we see that the 
corresponding fairness index per user Class is almost similar among users of different Classes, 
with 0.011 deviation at maximum. For example, the FI for Class 1 users varies between 1.01 to 
0.99, the FI of Class 2 users between 0.995 to 0.985 and the FI of Class 3 users between 1.001 
to 0.98. 

In contrast, we see at the left-hand side of Figure 68 that the individual user throughout 
performance achieved by POLB is less fair than QPLB as there are instances where Class 3 
users have higher throughput than Class 1 and Class 2. Besides, for 14 20J   the Class 1 and 
Class 2 users are assigned with less than their minimum QoS requirements due to the QoS and 
user priority unawareness of POLB. 

In consequence, QPLB facilitates a more convenient way for allocating APs of different 
networks to system users according to users’ minimum throughput demands, priorities and 
positioning compared to POLB. Recall that the rationale of POLB is considered as reference 
logic for allocating APs adopted by most relevant literature, whereas QPLB-type algorithms 
have yet been examined although their potentials to improve the system reliability. 

 

Figure 67 - Illustration of (i) the individual user throughout (left), and (ii) fairness index per 
user Class (right) versus the time intervals achieved via priority-and-QoS aware QPLB 

algorithm. 
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Figure 68 - Illustration of (i) the individual user throughout (left), and (ii) fairness index per 
user Class (right) versus the time intervals achieved via pure opportunistic POLB algorithm. 

The price, however, of the “fairer” AP allocation of QPLB is an increase at its implementation 
complexity as observed in Figure 69. At the left-hand side of the figure we see that QPLB 
requires about 10 times more iterations than POLB to derive its optimal solution in (31).  At 
the right-hand side of the figure we see the corresponding time needed for each algorithm to 
derive its optimal solution considering that each iteration lasts 50ms in time. That is, POLB 
requires less than 1 sec to converge, while QPLB requires 6 to 9 sec. In view of such results, 
our viewpoint is that although QPLB’s implementation time is up to 9 times higher than POLB, 
(i) it is not prohibited to be applied in practice for AP allocation, especially considering the vast 
computing capacity available at L3, which is likely to implement QPLB in much lower time, and 
(ii) it is more practicable than POLB due to its QoS and user priority awareness. 

 

 

Figure 69 - Illustration of the implementation complexity: number of iterations and 
implementation time versus the number of users joining the system. 
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 Implementation example  4.3.4.3

In continue, we provide an example to better clarify the AP allocation rational along with the 
throughput and fairness performance of QPLB. We assume that one VLC AP, two mmWave 
APs and a WiFi AP are available at the office, where three users of different classes change 
their positions between the time intervals n and n+1 as shown in Figure 70 from left to right. 
Also, we consider that the WiFi AP can be assigned to one user only and not shared between 
users. 

During QPLB allocation, at time interval n, the Class 1 user is likely to be assigned with the 
mmWave AP1 and the VLC AP, although the VLC AP is in NLoS with respect to this user and in 
LoS with respect to Class 2 user. Similarly, the Class 2 user is likely to be serviced by mmWave 
AP2, although the mmWave AP2 is in NLoS with the Class 2 user and in LoS with the Class 3 
user. At time interval n+1, i.e., when users change positions, the Class 1 user is assigned with 
the NLoS VLC AP3 and LoS mmWave AP2, the Class 2 user with the LoS mmWave AP1 and the 
Class 3 user with the WiFi. 

In contrast, during POLB allocation, users are likely to be assigned with the APs that are in LoS 
with respect to their positioning. These are the APs with the highest SNR level for each 
respective user positioning (i.e. pure opportunistic), which although results to higher 
throughput performance (as discussed previously in Figure 66) it is user QoS and priority 
unaware, thus, less fair and practicable than QPLB. 

 

Figure 70 - Representation of QPLB and POLB scenario examples to clarify the AP allocation 
rational of each algorithm. 
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5 Network Slicing in IoRL Platform 

5.1 Network slicing overview 

Network slicing is a 5G cutting edge technology, that enables the creation of multiple virtual 
networks on top of a physical architecture, allowing operators to provide portions of their 
networks that fit with the requirements by different vertical industries, such as automotive, 
energy, food and agriculture, city management, government, healthcare, manufacturing, 
public transportation, and many more. This form of virtual network architecture combines the 
principles behind two closely related network virtualization technologies, Software Defined 
Networking (SDN) and Network Function Virtualization (NFV), allowing for better network 
flexibility and moving modern networks towards software-based automation.  

This section describes the current state of the art on 3GPP specifications related to network 
slicing. Network slicing support is part of the new SBA specified by 3GPP in TS 23.501 [69]. The 
definition of network slicing provided by the 3GPP proposes that “the network slice is a 
complete logical network (providing Telecommunication Services and Network Capabilities) 
including Access Network (AN) and Core Network (CN).” 

The management and orchestration of network slices, specified in 3GPP TR 28.801 [70], also 
defines the concept of Network Slice Instance (NSI). NSI is a managed entity in the operator’s 
network that includes all functionalities and resources necessary to support a certain set of 
communication services, with lifecycle independent of the lifecycle of the service instances, as 
the service instances are not necessarily active through the whole duration of the NSI. An NSI 
is composed by NFs and the connectivity between them is described by the Network Slice 
Template (NST).  

Network Slice lifecycle can be described in four phases, as depicted in Figure 71: 

i. Preparation Phase: Includes the creation, validation and the on-boarding of the NST, as 
well as the preparation of the network environment. 

ii. Instantiation, Configuration and Activation phase: Includes the resource provisioning 
process and the instantiation, configuration and activation of the network functions 
and components that are part of network slice. 

iii. Run-time Phase: Includes traffic handling, reporting and activities related to 
modification, such as upgrade, reconfiguration, scaling, etc. 

iv. Decommissioning phase: Includes the deactivation of the NSI and the release of 
network resources that were used as part of that. 
 

 

Figure 71 - Representation of the lifecycle of network slice instance 

The list of Standard Slice Types (SST) specified by 3GPP in TS 23.501 is shown in Table 12. 
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Table 12 - Standarised SST values 

Standarised SST values 

Slice/Service type SST value Characteristics 

eMBB 

 

1 Slice suitable for the handling of 5G enhanced 
Mobile Broadband. 

URLLC 2 Slice suitable for the handling of ultra- reliable 
low latency communications. 

MIoT 3 Slice suitable for the handling of massive IoT. 

 

Recently, ETSI NFV provided a report [71], analyzing how the defined network slicing use cases 
could be related to the current NFV concepts and supported by the ETSI NFV architectural 
framework and by NFV-MANO. As a result, they concluded to the mapping between the 3GPP 
and ETSI NVF Information Models depicted in Figure 72. 

 

Figure 72 - Representation of the relating the information models between 3GPP and ETSI 
NFV 

 In the same report, Figure 73 defines the 3GPP Slice related network functions, namely 
Communication Service Management Function (CSMF), Network Slice Management Function 
(NSMF), and Network Slice Subnet Management Function (NSSMF), in an NFV framework, as 
well as the reference point that can be used for the interaction between these functions and 
NFV-MANO. 
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Figure 73 - Illustration of the network slice management process in an NFV framework 

5.2 Slicing use case scenario on the IoRL platform 

A network slice can be described as the sum of various sub-slices of different network 
domains, such as the WAN, the Core Cloud and the Edge Cloud. Taking into consideration the 
IoRL use cases and architecture, as they are described in the previous IoRL deliverables D2.1 
[72] and D2.2 [73], we can make the assumption that the IoRL platform, being so close to (or 
even part of) the user premises, stands in the edge domain of a wider network. Therefore, the 
SDN/NFV can be used as the edge cloud domain for network operators, in order for them to 
deploy network services. 

The SDN/NFV platform, using OpenStack as VIM, can support multiple tenants with complete 
isolation of compute resources, networks, namespaces, etc. Moreover, the SDN switch 
supports the creation of different OpenFlow rules for each tenant/slice, each having different 
QoS parameters and traffic steering policies. Finally, regarding the IoRL RAN, using the 
mapping parameters between the SDN/NFV platform and the 5G base station protocol 
processing server, as described in section 3.2:L3-L2 interface, we can assign different QoS 
parameters to each slice, based on the requirements. 

Taking advantage of these features, IoRL can offer an edge domain with shared resources that 
the network operators can use to deploy their services. 

5.3 Review of slicing implementation technologies to be 
implemented into the IoRL platform 

The first step towards network slicing is separating the control plane from the data plane. The 
data plane consists of various customizable elements that can be chained together 
programmatically to provide connectivity, with each element running on top of a shared 
physical infrastructure. The slice view will be provided and controlled from a central software 
component, part of the control plane, the Slice Manager. The Slice Manager controls all the 
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devices comprising the network for which it is responsible, while it provides an interface for 
creating, modifying, monitoring and deleting network slices.  

The network slice is defined using the Network Service Template (NST), a descriptor where the 
network slice characteristics are described, such as the list of NFV components (Network 
Services) that need to be instantiated, WAN configuration, QoS, monitoring level, Life-Cycle 
stages, etc. The NST must be written in a human/machine readable language, such as TOSCA 
or YAML. Based on the on-boarded NST, Slice Manager has to make the mapping between the 
available data plane resources and the described slice requirements. 

Another important topic of network slicing is the network slice Life-Cycle Management (LCM), 
as it provides the ability to the network slice to be agile, facilitating the creation of slices. 
During lifetime network slices can be scaled out or scaled in, in case more or less resources 
and performance is required, respectively. The slice scaling policies are either defined in the 
NST that is on-boarded on the Slice Manager or monitoring data can be used by the Slice 
Manager to take autonomous decisions. 

In the IoRL platform, there can be two possible solutions regarding the implementations of 
the Slice Manager. (i) Use the feature of network slicing offered by the OSM that is already 
installed on the system, as described previously in Section 2.4.2, and 2.5 (ii) create an 
autonomous component that will be responsible for creating, modifying and deleting network 
slices. Next, we will go through the technical details of each solution. 

 Using OSM for network slicing 5.3.1

In the latest release FIVE, OSM supports the End-to-End orchestration of a network slice, as 
depicted in Figure 74. 

 

 

Figure 74 - Illustration of the OSM E2E orchestration 

In a Proof-of-Concept demonstration during the 5th OSM Hackfest [72][73], OSM was used (i) 
for the creation of slices with different characteristics across different domains in the mobile 
network including radio, core and transport and (ii) as a central management unit of the 
newly created slices. In more details, the demonstration shows first how a slice for enhanced 
Mobile Broadband (eMBB, that might apply for instance for future 360º video delivery) can be 
created on demand and, in turn, how a second slice for Ultra-reliable Low-latency 
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Communications (URLLC, applicable to cases like real-time remote machine control) is created 
following the same procedure. 

 Using slice manager component 5.3.2

Adopting similar solutions with the ones that were used in other H2020 project, such as 
5GTANGO, MATILDA and 5GENESIS, a new component, the Slice Manager, will be created and 
hosted as a Management and Orchestration layer component for the IoRL platform. The Slice 
Manager architecture, internal components as well as interfaces with other components, as 
envisioned for the IoRL platform, are depicted in Figure 75. 

 

Figure 75 - Illustration of the envisioned slice management IoRL architecture 

Through the NBI, the Slice Manager interacts with the user, e.g. the network operator. It 
receives the NST for creating network slices and provides the API for managing and 
monitoring them. Through the South Bound Interface (SBI), it communicates with the other 
components of the platform, namely the VIM, the NFVO and the SDN controller, in order to 
manage the functions in the network. 

Slice Manager will operate in three phases for the creation of a new slice: (i) Resource 
Provisioning, (ii) Network Service Instantiation and (iii) Slice Activation. An example of the 
workflow for the instantiation and the configuration of a network slice is the following, the 
sequence diagram of which is depicted in Figure 76:  
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 The network operator requests the creation of a new slice using Slice Manager’s NBI, 
selecting a particular slice profile, in order to deploy the required Communication 
Service (i.e. comprising of a number of NS plus, as described in sub-Section 5.2). The 
Network Slice Template is created parsed by the Slice Manager. 

 Slice Manager returns a slice id to the operator, for further management and 
monitoring purposes. 

 Resource Provisioning: 
o Slice Manager communicates with the VIM and the SDN Controller, in order to 

provision resources (sub-network slices). 
o VIM creates a new tenant for the newly created slice. 
o Slice Manager communicates with the NFVO in order to register the new 

tenant. 
o SDN controller creates virtual links or/and flows on SDN switches with specific 

resource-QoS requirements, as declared in the NST, in order to activate 
appropriate traffic steering for a particular slice. 

 Network Service Instantiation: 
o Slice Manager communicates with the NFVO in order to make the deployment 

and instantiation of the Network Services included in the Communication 
Service. 

 Slice Activation: 
o Slice Manager communicates with the SDN Controller in order to activate the 

SDN flows created for this slice in the Resource Provisioning phase. 
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Figure 76 - Illustration of the service creation sequence diagram for the instantiation and 
the configuration of a network slice 
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6 Conclusions 

The concept and the integration of IoRL services with the consideration of inter-layer 
interfaces were presented. Introducing the system’s localization techniques based on 
MmWave modules. We also performed VLC and MmWave channel modelling with signal 
blockages considerations, providing network-layer optimization, along with network slicing 
implementation mechanisms. Meanwhile, we provided a general overview for the overall 
system as a 5G small-cell, highlighting the deployment options within a MNOs, with pros and 
cons of each deployment option in compliance with 3GPP network architecture.   
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